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## Transference theorems

## Theorem (Conlon-Gowers [2009+], Schacht [2009+])

extremal result $\mathcal{R}$ $+\quad \Longrightarrow \quad$ random analogue of $\mathcal{R}$.
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## Szemerédi's theorem

Theorem (Szemerédi [1975])
For every $k \geqslant 3$, the largest subset of $\{1, \ldots, n\}$ with no $k$-term AP has $o(n)$ elements.


Endre Szemerédi

## Random analogue of Szemerédi's theorem

## Theorem (Kohayakawa-Łuczak-Rödl [1996])

For every $\delta>0$, there exists a $C$ such that if $p(n) \geqslant C n^{-1 / 2}$, then a.a.s.: the $p$-random subset $\left[n_{p}\right.$ ] satisfies:

Every $A \subseteq[n]_{p}$ with $|A| \geqslant \delta\left|[n]_{p}\right|$ contains a 3-term AP.
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$$
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## Theorem (Conlon-Gowers [2009+], Schacht [2009+])

For $p=p(n) \gg n^{-\frac{2}{k+1}}$ a.a.s.:

$$
\operatorname{ex}\left(G(n, p), K_{k}\right)=\left(1-\frac{1}{k-1}+o(1)\right) \cdot e(G(n, p))
$$

This is usually referred to as the random analogue of Turán's theorem.
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## Corollary (Counting analogue of Szemerédi's theorem)

For every $k \geq 3$ and $\delta>0$, if $m \geq C(k, \delta) n^{1-\frac{1}{k-1}}$, then $\# m$-subsets of $[n]$ with no $k$-term AP $\leq\binom{\delta n}{m}$.

## Theorem (Erdős-Kleitman-Rothschild [1976])

There are at most $2^{(1+o(1)) \cdot e x\left(n, K_{k}\right)} K_{k}$-free graphs on $n$ vertices.
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## Remark

The number of sum-free subsets of $[n]$ is more than $2 \times 2^{n / 2}$.
Any subset of $\{n / 2, n / 2+1, \ldots, n-1\}$ is sum-free, etc...
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The number of sum-free subsets of $[n]$ is $O\left(2^{n / 2}\right)$.
Green (2004), Sapozhenko (2003)
There are constans $c_{e}$ and $c_{o}$ s.t. the number of sum-free subsets of $[n]$ is

$$
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## Balogh-H. Liu-Sharifzadeh-Treglown [2014?]

The number of maximal sum-free subsets of $[n]$ is $O\left(2^{n / 4}\right)$.
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## Balogh-Petříčková [2014+]

There are at most $2^{n^{2} / 8+o\left(n^{2}\right)}$ maximal triangle-free graphs on $n$ vertices.

## New applications of the "Counting Method":

## Balogh-H. Liu-Petrickova-Sharifzadeh [2014+++]

Almost every maximal triangle-free graph has the above structure.
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$$
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- Proof follows Alon-Balogh-Morris-Samotij [2014]:
- Form graph: $V:=$ permutations, $E:=$ non-intersecting pairs.
- Apply Alon-Chung Expander-Mixing Lemma:

Let $G$ be a $D$-regular graph on $N$ vertices, and let $\lambda$ be its smallest eigenvalue. Then for all $S \subseteq V(G)$,

$$
e(G[S]) \geq \frac{D}{2 N}|S|^{2}+\frac{\lambda}{2 N}|S|(N-|S|)
$$

- Ellis: $\lambda=\left(-\frac{1}{e}+o(1)\right)(n-1)$ !,

$$
N=n!, D=\left(\frac{1}{e}+o(1)\right) N,|S|=(1+o(1))(n-1)!
$$

- $G[S]$ spans many edges $\rightarrow G$ does not have 'many' independent sets.
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- $\mathcal{I}(\Gamma):=\left\{\pi \in S_{n}: \pi \cap \rho \neq \emptyset, \forall \rho \in \Gamma\right\}$.
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$\bullet\binom{n!}{\binom{n}{n}} \cdot 2^{(1-1 / e+o(1))(n-1)!} \ll 2^{n \log n \cdot 2^{2 n}} \cdot 2^{(1-1 / e+o(1))(n-1)!} \ll 2^{(n-1)!}$.
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## Example (sum-free sets)

- $V=$ an Abelian group,
- $\mathcal{H}=$ sets of the form $\{x, y, z\}$ with $x+y=z$ (Schur triples).
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For every $k, c, \varepsilon$ there is a $C$ that the following holds. Let $\mathcal{H} \subseteq\binom{V}{k}$ such that for $\ell \in[k], p \in[0,1]$

$$
\Delta_{\ell}(\mathcal{H}) \leqslant c \cdot p^{\ell-1} \frac{e(\mathcal{H})}{v(\mathcal{H})}
$$

Let $\mathcal{F}=\{A \subseteq V:|\mathcal{H}[A]| \geqslant \varepsilon \cdot e(\mathcal{H})\}$. Then there are:

- a very small family $\mathcal{S} \subseteq\binom{V(\mathcal{H})}{\leqslant C \cdot \cdot \mathcal{H})}$ of labels,
- $f: \mathcal{S} \rightarrow \mathcal{F}^{c}$ (maps each label to a set that is sparse in $\mathcal{H}$ ),
- a labeling function $g: \mathcal{I}(\mathcal{H}) \rightarrow \mathcal{S}$,
such that for every $I \in \mathcal{I}(\mathcal{H})$,

$$
g(I) \subseteq I \quad \text { and } \quad I \backslash g(I) \subseteq f(g(I))
$$

Similar result was obtained independently by Saxton and Thomason. Explain: Example of triangle-free graphs.
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$$
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$$
e\left(G_{i}\right)<\left(1-\frac{1}{r}-c\right) \frac{n^{2}}{2} .
$$

- Computation gives: Almost all $K_{r+1}$-free graph is almost $r$-partite.

$$
\binom{n^{2} / 2}{C n^{2-1 / r}} 2^{(1-1 / r-c) n^{2} / 2} \ll 2^{(1-1 / r) n^{2} / 2}
$$

