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Abstract

Online Convex Optimization (OCO) is a field in the intersection of game theory, optimization, and
machine learning which has been receiving increasing attention due to its recent applications to a
wide range of topics such as complexity theory and graph sparsification. Besides the usually simple
description and implementation of OCO algorithms, a lot of this recent success is due to a deepening
of our understanding of the OCO setting and their algorithms by using cornerstone ideas from convex
analysis and optimization such as the powerful results from convex duality theory.

In this text we present a mostly self-contained introduction to the field of online convex optimiza-
tion. We first describe the online learning and online convex optimization settings, proposing an
alternative way to formalize both of them so we can make formal claims in a clear and unambiguous
fashion while not cluttering the readers understanding. We then present an overview of the main
concepts of convex analysis we use, with a focus on building intuition. With respect to algorithms for
OCO, we first present and analyze the Adaptive Follow the Regularized Leader (AdaFTRL) together
with an analysis which relies mainly on the duality between strongly convex and strongly smooth
functions. We then describe the Adaptive Online Mirror Descent (AdaOMD) and the Adaptive
Dual Averaging (AdaDA) algorithms and analyze both by writing them as special cases of the
AdaFTRL algorithm. Additionally, we show simple sufficient conditions for Eager and Lazy Online
Mirror Descent (the non-adaptive counter-parts of AdaOMD and AdaDA) to be equivalent. We also
present the well-known AdaGrad and Online Newton Step algorithms as special cases of the AdaReg
algorithm, proposed by Gupta, Koren, and Singer, which is itself a special case of the AdaOMD
algorithm. We conclude by taking a bird’s-eyes view of the connections shown throughout the text,
forming a “genealogy” of OCO algorithms, and discuss some possible path for future research.



Resumo

Otimizagao Convexa Online (OCO) é uma &area na intersecgdo de teoria dos jogos, otimizagao
e aprendizado de maquina que tem recebido maior atencéo recentemente devido a suas recentes
aplicagoes em uma grande gama de areas como complexidade computacional e esparsificagdo de grafos.
Além dos algoritmos de OCO usualmente terem descrigoes diretas e poderem ser implementados
de forma relativamente simples, muito do recente sucesso da area foi possivel gracas a um melhor
entendimento do cendrio e dos algoritmos de OCO que se deu com uso de conhecidas ideias de analise
e otimizacao convexa como a poderosa teoria de dualidade convexa.

Nesse texto nos apresentamos uma introdugao (em sua maioria auto-contida) a area de otimizagao
convexa online. Primeiro, descrevemos os cenarios de aprendizado online e de otimizagao convexa
online, propondo uma forma alternativa de formalizar ambos os modelos de forma que conseguimos
enunciar afirmacoes claras e formais de forma que nao atrapalha o entendimento do leitor. Noés
entao apresentamos um resumo dos principais conceitos e resultados de analise convexa que usamos
no texto com um foco em criar intuicado sobre os mesmos. Com relagdo a algoritmos para OCO,
noés comegamos apresentando o algoritmo Adaptive Follow the Regularized Leader (AdaFTRL) e
analisamos sua eficidcia com um resultado sobre a dualidade de fungoes strongly convex e strongly
smooth. Na sequéncia, descrevemos os algoritmos Adaptive Online Mirror Descent (AdaOMD) e
Adaptive Dual Averaging (AdaDA ), analisando a eficacia de cada um escrevendo eles como instancias
do algoritmo AdaFTRL. Além disso, nés mostramos condi¢oes simples para que as versoes Fager
e Lazy do Online Mirror Descent (que sao as versdes nao adaptativas do AdaOMD e do AdaDA,
respectivamente) sejam equivalentes. Também apresentamos os algoritmos AdaGrad e Online Newton
Step, bem conhecidos na literatura sobre OCO, como casos especiais do algoritmo AdaReg, esse
dltimo um algoritmo proposto por Gupta, Koren, and Singer, que, por sua vez, é um caso especial do
algoritmo AdaOMD. No6s concluimos o texto com uma visdo global das conexoes entre os algoritmos
que mostramos durante o texto, formando uma “genealogia” de algoritmos para OCO, além de
discutirmos possiveis dire¢oes futuras de pesquisa.



Acknowledgements

Although it is impossible to fully express how grateful I am for the people that helped me during my
master’s, I cannot say this text is complete without thanking them.

First and foremost, thanks to my family for their unconditional support even in the darkest and
most difficult moments: my mother Solange Sanches, my father José Alexandre Portella, my brother
Daniel Sanches Portella, and my sister Bianca Sanches Portella. I hold you all dearly in my heart. I
would like to thank my mom specially for hearing me unreservedly and lovingly every time that I
needed.

I cannot fully express in anyway how grateful I am for having as my advisor Professor Marcel
Kenji de Carli Silva. I was able to fully undestand the meaning of the expression “drinking from
a firehose” under his supervision. Looking back I can appreciate how much I have learned about
computer science and mathematics due to him. However, and maybe more importantly, I am thankful
for the many things he did that transcended his duties as an advisor. If I ever become an advisor to
any student, I hope I can do for them at least a fraction of what Professor Marcel has done for me.

Another person which I owe a lot is Professor Aritanan Gruber. I will be eternally grateful for
his willingness to help me, in academic matters and otherwise. His passion for mathematics and
computer science is intoxicating and he certainly helped me make many of the decisions I have made
up to this point.

I was also fortunate to have met Professors Marco Molinaro and Carlos Cardonha, who helped
me a lot in my PhD applications, even though they had met me only on my qualification exam.
Without their help I would not have been able to enjoy the many opportunities that were presented
to me and, for that and much more, I shall be eternally grateful.

My friends offered me incredible support and affection, filling my life with moments of joy and
playfulness. Thank Mateus Barros for being one of the best friends I could wish for, for helping me
have many moments of joy, and for cutting by half the number of typos in this text. Thanks Renato
Cordeiro for your truthfully gold friendship and for all our deep conversations about life, the universe
and everything else. Thanks Karina Awoki for being a short friend with an enormous heart who helps
me with many of my personal dilemmas. Thanks Ruan Costa and Gervésio Santos for being with me
and for being supportive even after I almost killed us back in Australia. Thanks Vinicius Vendramini
for being extremely supportive and for always being there for your friends. Thanks Ludmila Ferreira
for always being a freehearted, spontaneous, and extremely joyful friendship. Thanks Leonardo
Contador for being with me since my childhood and for, even after so many years, being such a close
and good friend who I see as a brother of mine.

Finally, I would like to thank Ana Caroline de Franga. Writing your name made me smile in the
same way [ do when I see you smile. Thanks for this and much more.



Contents

1.1

2.1
2.2

2.3
24
2.5
2.6

2.7

3.1
3.2
3.3
3.4
3.5
3.6
3.7
3.8
3.9

Introduction and Preliminaries

Notation and Preliminaries . . . ... ... ... ...
1.1.1 Sequences . . . . .. .. .. .. ... ...,
1.1.2 Probability . . ... ... .. ... .......
1.1.3 Linear Algebra Results . . . . . . ... ... ..

Online Learning and Online Convex Optimization

The Online Learning Setting . . . . . . . ... ... ..
Examples of Online Learning Problems . . . . . . . ..
2.2.1 Online Classification . . . ... ... ... ...
2.2.2 Prediction with Expert Advice . . . ... ...
2.2.3  Online Regression . . . . ... ... ... ...
2.2.4 Sequential Investment . . . . ... ... .. ..
Loss Minimization Impossibility and Regret . . . . . .
Relation of Online Learning with Statistical Learning .
Online Convex Optimization . . . . . . . . . ... ...
From Online Learning to Online Convex Optimization
2.6.1 Surrogate Loss Functions . . . ... ... ...
2.6.2 Randomization . ... ... ... .. ... ...
A Closer Look at Regret . . . . . ... ... ... ...

Convex Analysis, Optimization, and Duality Theory

Convex Sets and Functions . . . . .. ... ... ...
Topological Properties of Convex Sets and Functions .
Hyperplane Separation and Duality . . . . . . .. . ..
Fenchel Conjugate . . . . .. ... ... ... .....
Subgradients . . . .. .. ... oL
Optimality Conditions . . . . . .. .. ... ... ...
Convex Spectral Functions . . . . . . . ... ... ...
Norms . . . . . . . . . . .
Strong Convexity . . . . . . . ... ... ... .. ...

3.10 Strong Convexity and Smoothness Duality . . . . . . .
3.11 Bregman Divergence and Projection . . ... ... ..

The Follow The Regularized Leader Algorithm

4.1 The Follow the Leader and Follow the Regularized Leader Algorithms . . . . . . ..

4.2

The Adaptive FTRL Algorithm . . . . ... ... ...

10
11
15
15
16
18
18
19
22
27
31
32
34
38

41
41
44
47
49
93
56
o7
59
63
72
73



4.3 Fundamental Lemmas for Regret Bounds . . . . . . . .. ... ... ... ... .. ..
4.4 Regret Bounds for the Adaptive FTRL Algorithm . . . . . . .. ... ... ... ...
4.5 The Classical FTRL Algorithm . . . . . . . ... ... ... ... ... ........
4.6 Regularization Regardless of the Number of Rounds . . . . ... ... ... ... ..
4.7 An Adaptive Proximal Example . . . . . . . . . ... ...
4.8 Logarithmic Regret Against Strongly Convex Functions . . . . ... ... ... ...
4.9 Follow the Leader—Be the Leader Lemma . . . . . . . .. ... .. ... .. .....

5 The Online Mirror Descent Algorithm
5.1 Adaptive Online Mirror Descent . . . . . . . . . . . . . . . .. ... . ... ...,
5.2 Non-Adaptive Online Mirror Descent and Examples . . . . . . . .. .. ... ... ..
5.3 OMD Connection to Proximal Operators . . . . . . . . . .. .. ... ... ......
5.4 OMD Connection with FTRL and Regret Bounds . . . . . . . .. ... ... .....
5.5 Dual Averaging or Lazy Online Mirror Descent . . . . . . . .. .. ... ... ....
5.6 When Lazy and Eager OMD are Equivalent . . . . . . ... ... ... ... .....

6 Adaptive Regularization
6.1 A First Example: Adaptive Online Gradient Descent . . . . . . . ... ... ... ..
6.2 The AdaReg Algorithm . . . . . . . . . ..
6.3 The AdaGrad Algorithm . . . . . . . . . .. . ... ..
6.4 Diagonal AdaGrad Algorithm . . . . . . ... ... ..
6.5 The Online Newton Step Algorithm . . . . . . ... ... ... ... ... ......
6.6 Online Gradient Descent for Strongly Convex Functions . . . . ... ... ... ...

7 A Genealogy of Algorithms
7.1 Online Gradient Descent . . . . . . . . . . ...
7.2 Exponentiated Online Gradient Descent and Hedge . . . . . . . . .. ... ... ...
7.3 Matrix Multiplicative Weights Update Method . . . . . . . .. ... ... ... ...
7.4 Offline Algorithms . . . . . . . . . ..
7.5 A Genealogy . . . . . .. e

References

108
109
112
115
118
125
131

134
135
139
148
153
159
166

171
171
174
177
183
185

187



Chapter 1

Introduction and Preliminaries

Consider the following scenario: a spam filter receives emails one at a time and needs to classify
each of them as spam or not as soon as they arrive. After that, a user checks whether the filter’s
classification is right or wrong, penalizing it in the latter case. This problem can be modeled into
the online learning setting |67, 68].

An online learning problem is roughly a game made of multiple rounds in which three entities
participate: nature, player, and adversary/enemy. At the beginning of each round, nature reveals a
query to both the player and the adversary. Then, the player tries to predict the correct answer to
nature’s query, while the adversary simultaneously picks the correct answer. At the end of the round,
the enemy’s and player’s choices are revealed to each other. The player then suffers a loss based
on the quality of her prediction compared to the enemy’s answer. In the spam filtering problem
described earlier, for example, nature simply reveals, at each round, one email. The player (the
spam filter) classifies the email. The adversary (the user assessing the email’s classification) then
picks the correct classification for the email of the current round, and the filter is penalized at the
end of the round if it misclassified the email.

In online learning problems we are usually interested in devising strategies for the player which
minimize, in some sense, the player’s cumulative loss throughout the game. Different from the field
of statistical learning [50, 71|, in which we assume that the pairing of nature’s queries and enemy’s
answers are governed by a fixed probability distribution which is unknown to the player, in online
learning problems the enemy may be adversarial to the player. That is, the adversary may have
the clear intention of maximizing the player’s cumulative loss. As expected, it is impossible for
the player to minimize her cumulative loss against adversarial enemies. This holds since an enemy
who knows the player’s strategy can, at each round, assign a loss of 1 to the player’s prediction
while associating a loss of 0 to all other possible choices the player could have picked. Instead, we
measure the quality of the player’s strategy through the notion of regret borrowed from game theory.
Given a set ‘H of functions from queries to possible player predictions, the regret measures how sorry
the player is for not using the best function in H in hindsight. When looking at the regret, we are
usually interested in strategies for the player which have worst-case regret which grows sub-linearly
in the number of rounds of the game. That is, the “average regret” of the player goes to zero as the
number of rounds goes to infinity.

Even though the notion of regret seems easier to handle and minimize, it is impossible for the
player to attain sub-linear regret already in simple online learning problems [26|. There is, however,
a special case of online learning problems in which it is usually possible to attain sub-linear regret:
online convex optimization [19, 36, 67]. This framework models multi-round games with two entities:
a player and an enemy. At each round, the player has to pick a point x € X from a convex set X in



an euclidean space while the enemy simultaneously picks a convex function f: X — R and, at the
end of the round, the player suffers a loss of f(z). It turns out that the convexity assumption is not
very restrictive, making the framework still able to model a wide range of problems. Maybe more
importantly, the design and analysis of strategies for the player benefits greatly from the classical
field of convex analysis and optimization, while still using ideas from game theory and statistical
learning. Recently, the powerful duality theory from convex analysis has driven rapid and sustained
progress in the field of online convex optimization. Looking at the algorithms from online convex
optimization through the lens of convex duality theory is helping to better understand their inner
workings, unifying analyses of previously unrelated algorithms, and aiding in the design of brand
new algorithms [33, 48, 69].

As already mentioned, we may still model many problems from the online learning setting as
online convex optimization problems, even if sometimes we may need to allow the player to randomize
her choices (see, for example, |67, Section 1.2.2]). Online convex optimization has been drawing
the attention of the theoretical computer science community recently since its algorithms have
been finding applications in areas unrelated to learning such as graph sparsification [3, 20|, almost
linear-time algorithms for the approximate maximum flow problem [25], a efficient method for some
semidefinite programs [7], and computational complexity theory [12, 40]. One of the driving forces
behind many of these application is the recent Big Data phenomenon. It refers to the growing
need of devising algorithms that handle huge amounts of data that make even quadratic algorithms
impractical. In such applications, it is usually acceptable to compute only approximate solutions if
they can be obtained very efficiently. A deep understanding of the inner workings of algorithms for
online convex optimization may reveal more interesting applications or even allow us to improve
existing results.

In this text we present a mostly self-contained introduction to the field of online convex opti-
mization, mainly based on the works of Shalev-Shwartz [67], Hazan [36], McMahan [48], Bubeck |18,
19], and Gupta, Koren, and Singer [33], with a focus on looking at and analyzing algorithms through
the lens of convex duality. To do so, after introducing and discussing the online learning and online
convex optimization frameworks, we give a brief overview of the convex analysis concepts we use,
with a focus on building intuition instead of proving the stated results. We then start to present
algorithms for online convex optimization, with a focus on the perspective of convex analysis duality.
This allows us to present unified analyses of many algorithms and to show interesting connections
among them. Moreover, in our presentation we propose an alternative way of formalizing the online
learning and online convex optimization frameworks, which allows us to make formal claims in a
clear, unambiguous, and hopefully transparent way. At the same time, we have tried to make our
presentation familiar to anyone acquainted with the basics of online convex optimization so that
the formalization does not clutter one’s understanding of the content of the text. In particular, our
formalization aids us in stating and proving equivalence between many algorithms, which culminates
in a kind of “genealogy” among online convex optimization algorithms, which we present and discuss
on Chapter 7.

1.1 Notation and Preliminaries

In this section we collect basic (and usually standard) notation and results (without proofs) which
will be used throughout the text. One may skip most of this section, using it only as reference when
needed.

Throughout the text, we use bold words for formal definitions, and talic words for loose and
usually non-formal definitions, or sometimes simply for emphasis. For example, let us define the



Iverson bracket: if P is a predicate, we set

P = {1 if P is .true,
0 otherwise.

Moreover, if P is false, then [P] is strongly zero, that is, any expression multiplied by [P] is 0, even
in the case where the expression is invalid or undefined. For example, if we set f(a) = [a # 0ja™!
for every a € R, we have f(0) = 0 even though 27! is not defined for x = 0.

Most of our notation is collected on Tables 1.1 to 1.3. Still, similarly to the case of the Iverson
bracket, some of the notation on these tables will be more carefully defined on the remainder of this
section.

Table 1.1: Basic Notation

[P] := 1if the predicate P is true, and (strongly) zero otherwise
XY = the set of functions from the set Y to the set X
X" = X for every n € N; note that X° = {@}
X+Y = {z+y:xz€ X,yeY} for any subsets X,Y of an Euclidean space
aX = {az:xe€ X} for every a € R and every subset X of an Euclidean space
@& = the direct sum of two vectors or two sets of vectors
1 := properly sized real vector with all entries equal to 1
e; = characteristic vector of i on the implicit from the context set RE (i.e., e;(j) :=
[j =i] for each j € E)
Diag(x) := diagonal matrix with Diag(z);; := x; for each possible index ¢
diag(X) = vector with diag(X); = X;; for each possible index 4

Table 1.2: Frequently Used Sets

[n] = {1,...,n} for each n € N
E := fixed euclidean space with inner product (-, -)
Ry = {acR:a>0}
Ryy = {aeR\{0}:a>0}
Ap = {x€]0,1]¥: 172 = 1}, the simplex in R¥, where E is a finite set
R™>m .= RI[MX[M that is, the set of real n x m matrices
S = set of symmetric d x d matrices
Si == set of positive semidefinite d X d matrices
Si . = set of positive definite d x d matrices
Sqg = {Xe Si : Tr(X) = 1}, the spectraplex on S¢

1.1.1 Sequences

For any nonempty set X, define Seq(X) = (J,—,X™ and define by sequences the elements
of Seq(X). Let T' € N and let X be a nonempty set. Throughout the text, we will stick to the



Table 1.3: Sequence Notation

Seq(X) = U, , X"
() = the empty sequence
(x1,...,m¢) = sequence of length ¢t whose k-th element is xj, for each k € [t]
(xi,...,xj) = () ifi> j, the sequence whose k-th element is x;4,_; for each k € [j — i + 1]
otherwise
Tij = (Ti...,Tj)

convention of using bold letters for sequences, even though we use the un-bolded letter with an
index to denote the sequence elements. Formally, for any & € X7 C Seq(X) (that is, a sequence of
elements from X of size T), we set x; := x; for each i € [T]. Moreover, we use angle brackets to
write sequences in full, that is, for every & € X7 and 4,5 € [T] with i < j, we have that (z;,...,z;)
denotes the sequence whose j — i + 1 elements are, in order!, z;, z;y1,. .. ,x;. Finally, () denotes
the empty sequence, and for any € X' and 4,j € Z with j < i or such that j < 0, define
(xi,...,xj) = (). We also denote by x;.; the sequence (z;,...,z;) for any € Seq(X) and 4, j € Z.
Most of the notation for sequences is listed on Table 1.3.

1.1.2 Probability

In some parts of the text, we will use a bit of probability theory. Thus, let us define the basic
concepts and objects of probability theory to ensure the reader follows our notation. We assume the
reader is acquainted with basic probability theory.

Let Q be a set, and let ¥ C 29, where 22 denotes the power set of Q. The set ¥ is a o-algebra
on € if

(i) R ex,
(ii) for every E € ¥ we have Q\ F € &,
(iif) If {E;}52, is countable and such that E; € ¥ for every i € N, then J;2, E; € X.

Moreover, if 3 is a o-algebra, we say that (£2,) is a measurable space. We may refer simply to
Q) as a measurable space when ¥ is made clear by the context. Finally, for any set O C 22, define
the o-algebra generated by O (on Q) by

a(0) = ﬂ{./\/l C29: (0 C M and M is a o algebra on Q}.

For any set O C 29, the above set is indeed a o-algebra with Ocal C o(O) (see [65, Theorem 1.10]).

Many of the spaces which we have to handle are topological spaces?®, which have natural o-algebras
which are usually associated to them, the Borel o-algebras. Formally, let (X, Q) be a topological
space. Then the Borel o-algebra on (X,0) is the o-algebra o(Q). The Borel o-algebra on
(X,0) may be denoted by B(X) is the topology O is clear from the context. For example, the

!Note that, by the definition of sequence, the indexes of the elements of (x;,...,z;) range from 1 to i — j + 1.
Therefore, for any k € {1,...,j — i+ 1}, the k-th element of (z;,...,x;) is Titr—1.

Zthat is, are sets X equipped with a topology © C 2% on X (also know as the open sets of the topological space
(X,0)). To say that O is a topology on X means that O contains both @ and X, is closed under arbitrary unions,
and closed under finite intersections. We do not expand on this subject since it is not the focus of this section and
neither of the text, but the interested reader may see [65, Definitions 2.3] and the discussion and results that follow it.



Borel o-algebra on R (equipped with the usual topology) is the o-algebra generated by the set
Or = {(a,b) CR:a,b € R,a < b} of open intervals on R, where (a,b) = {z € R: a <z < b} for
any a,b € R. More generally, the Borel g-algebra on R? (equipped with the usual topology) is the
o-algebra generated by the set of open rectangles on RY, that is,

{l1><l2><-‘-xldQRd:liEORforeaChie[d]}.

Throughout the text we assume that R and R? are each equipped with their respective Borel
o-algebras.

Before jumping to probability spaces, it is worth talking about unions and Cartesian products
of measurable spaces since we shall face some of these cases when talking about probability on
sequences as defined on the previous section. Let (By, Bi), ..., (B, Br) be measurable spaces. Then,
unless stated otherwise, we equip the set By X - - - x By with the o-algebra generated o (B x - - - x Bg).
Measurable spaces of the latter kind are called product spaces (see |35, Section 37| and |8,
Section 2.6] for details and discussion on product spaces). Thus, if (B, B) is a measurable space,
then the product space (B™,o(B")) is also a measurable space. Finally, if (B, B) is a measurable

space, then
o0
U(U a(l’)’")) (1.1)
n=0
is a o-algebra on Seq(B). Thus, unless stated otherwise, we equip the above o-algebra to Seq(B).
Let us now define probability spaces. A probability space is a triple (€2, X, P), where

(i) Q is a set, called sample space,
(i) ¥ C 2% is a g-algebra on © whose elements are called events,

(iii) P: ¥ — [0, 1] is a function, called probability measure or probability distribution, such
that P(Q) = 1, P(@) = 0, and such that it is countably additive, that is, if {F;}°, is a
countable family of pairwise disjoint events from 3, then

P(G E) - iP(Ei).
=0 =1

If (2, X) is a measurable space, then a probability distribution on (£, ) is a function P: Q — R4
such that (2,3, P) is a probability space. Let (€2, 3, P) be a probability space and let (B, B) be a
measurable space. We say that a function X : 2 — B is a random variable if X is a measurable
function (w.r.t. the measurable spaces (£2,%) and (B, B)), that is, if for every F' € B we have
XY F)={weQ: X(w) € F} € X. In particular, for a function from a measurable space (£, X)
to R to be a random variable it needs to be measurable w.r.t. (2,%) and (R, B(R)). If (B,B) is a
measurable space and X : {) — B is a random variable, for every b € B and F € B we set

P(X =b):=P(X"'({b})) and P(XcF)=PX '(F)).

One fact that is tirelessly used in probability theory is that, if D is a probability distribution on
a measurable space (B, ), then there are® a probability space (€', %',”’) and a random variable
X: Q' — B such that P'(X € F) = D(F) for every F € F. In this case, we write X ~ D or we
say that X follows the probability distribution D. We say that a function L: 2 — R is Borel-
measurable if it is measurable w.r.t. the Borel g-algebra on R. We say that events A, B € 3 are

3Namely, the probability space (B, B, D) and the random variable given by X (b) := b for every b € B.



independent events if P(A N B) = P(A)P(B). Moreover, two random variables X: 2 — A and
Y: Q — B, where (A, A) and (B, B) are measurable spaces, are independent if, for every F € A
and F' € B we have

P(X € E,)Y € F) =P(X Y E)nY (F)) =P(X € E)P(Y € F).

Let (©2,%,P) be a probability space, let (By,Bi),. .., (Bk, Br) be measurable spaces, and let
X1,..., Xy be random variables on (2,3, P) with X;: Q — B, for each i € [k]. If (U,U) is a
measurable space and f: By X ... X By — U is measurable w.r.t. o(By x ... X By) and U, then we
abuse notation and define the random variable

F(X1, o X)) = F(XG (W), Xa(w)),  Vwe Q.

We will avoid this notation when it may cause confusion.
Moreover, the expectation of a random variable X : Q — R is the Lebesgue integral®

E[X] = / X (w)dP(w)

when it exists. If the above integral is well-defined for the random variable X, then we say that X is
Lesbegue integrable (w.r.t. P). Interestingly (and more easily understandable), if X: Q@ — R is a
random variable and there is a finite set Z C R such that ) _;P(X = z) =1, then

E[X] = ZI‘P(X =z).

€T

1.1.3 Linear Algebra Results

Let us now define some of the notation and state some basic results we use about concepts from
linear algebra. We still suppose the reader is reasonably acquainted with linear algebra. Thus, we
do not aim to be thorough in our exposition, and we only define the most used concepts and we
state (and sometimes prove) only some results we use on the text.

For any a,b € R? and o € {<, >, =, <, >}, we shall write a o b when a; o b; for each i € [d]. Let
A e R™? If m = d, then A is square, and if A = AT, then A is symmetric. We denote the set
of all symmetric d x d matrices by S%. If A is square and A; j is zero for every distinct 4, j € [d],
then A is diagonal. Finally, the following notation will be useful:

e for any vector z € R?, Diag(z) € S? is a diagonal matrix with diagonal entries given by
Diag(z);; := x; for each i € [d], and

e for any matrix X € R4 diag(X) € R? is defined by diag(X); :== X;; for each i € [d] and it
is called the diagonal of X.

Throughout the text, we denote by I the identity matrix, a properly sized diagonal matrix
with I; ; = [i = j] for any ¢, j in the set of possible indices, that is, the identity matrix has one in
each diagonal entry and zeroes everywhere else. The trace of A € R¥*? is Tr(A) == Z?:l A;;, and
one may verify that

e Tr(AB) = Tr(BA) for real matrices A, B such that the products AB and BA are defined,

“We skip the definition of Lesbegue integral for the sake of brevity, but one can find the definition and in-depth
discussions in



e (A, B) € S? x S% s Tr(AB) is an inner product on S¢, and
e S% equipped with the above inner product is an euclidean space.

We denote by det(A) the determinant of A (see [39, Section 0.3] for a proper definition and
discussion). We will use, without giving a proof, the following properties of the determinant:

e det(AB) = det(A) det(B) for matrices A, B € R¥>?
o det(A) = det(AT) for A € R¥9 and
o det(Diag(z)) = Hle z; for any z € R%.

Let A € S If T Az > 0 for every x € R, denoted by A = 0, then A is positive semidefinite,
and if z7 Az > 0 for every 2 € R?\ {0}, denoted by A = 0, then A is positive definite. Moreover,
for any B € S% we write A = B if A— B = 0 and we write A = B if A — B > 0. Define

St ={Xes’:X>~0} and S, ={XeS*: X0}

The eigenvalues of A are the d roots of the polynomial A\ € R — det(AI — A) (which are all real
since A is symmetric and real, see [39, Theorem 4.1.3|). If A € R is an eigenvalue of A, then any
v € R\ {0} such that Av = \v is said to be an eigenvector of A (associated with \). The function
AT S? — R extracts the eigenvalues of a matrix in non-decreasing order. We say that a matrix
Q € R¥? is orthogonal if Q= = QT. Note that, if Q € R**? is an orthogonal matrix, then

1 =det(]) = det(QQT) = det(Q) det(QT) = det(Q)%.

That is, the determinant of any orthogonal matrix is either 1 or —1. To conclude, let us state some
results we use in future chapters.

Theorem 1.1.1 (Spectral Decomposition Theorem, see [39, Theorem 4.1.5]). If A € S? then there
exists an orthogonal matrix @ € R?*? such that A = Q Diag(A\T(A4))QT.

Corollary 1.1.2. If A € S%, then Tr(A) = 17AT(A) and det(A) = []L, AT (A).
Proof. Define A := Diag(AT(A)). By Theorem 1.1.1, there is an orthogonal matrix @ € R**? such
that A = QAQ". Then

Tr(4) = Tr(QAQT) = Tr(QTQA) = Tr(A) = 17AT(4)

and
d

det(QAQT) = det(Q) det(A) det(QT) = det(A) = [ A (A). O
i=1
Theorem 1.1.3 ([39, Theorem 4.1.10]). Let A € S?. Then A = 0 if and only if AT(A) > 0 and
A = 0 if and only if AT(A) > 0.

Let A € Si. A matrix A2 e SSIF is a square root of A if (A'/2)2 = A. The next proposition
shows that such a matrix is unique, and it shows how to construct it from the spectral decomposition
of the matrix.

Proposition 1.1.4 ([39, Theorem 7.2.6]). Let A € S2. Then A has a unique square root ma-
trix AY2 e S4. Moreover, if A = @ Diag(AT(A4))QT, where @ € R%*? is an orthogonal matrix,
then A'/2 = Q Diag(1)Q”, where p € R? is defined by p; = )\I(A)l/2 for each i € [d].

Lemma 1.1.5 ([39, Corollary 7.7.4]). Let A, B € S% be such that A = B. Then A2 = B1/2,



Chapter 2

Online Learning and Online Convex
Optimization

Roughly, online learning is a setting where three entities, which we call nature, player, and enemy,
play a multi-round game. At each round, nature begins by revealing a query. Then, simultaneously,
the player picks her guess of the answer and the enemy picks the “true answer” of the query. At the
end of the round, the player suffers a loss based on how bad her prediction was when compared to
the true answer given by the enemy. This seemingly simple setting has many applications in fields
such as machine learning 68|, optimization [19], and game theory |24|. One of the main aspects of
this setting which makes it so useful and which distinguishes it from the classical statistical learning
setting [71] is the lack of any statistical assumptions on the entities playing the game. In particular,
the enemy in the online learning setting can be adversarial to the player, trying to maximize her
cumulative loss. As expected, this setting in its full generality is too hard for the player. For that
reason we look at the special case of online convex optimization, where two entities, player and enemy,
play a multi-round game. At each round of this game the player picks a point x from a convex set X
in an euclidean space E, and the enemy simultaneously picks a convex function f: E — (—o0, +0o0]
from a fixed set F C (—o0,+00]®. At the end of the round, the player suffers a loss given by f(z).
In later chapters we will see that there are plenty of interesting algorithms for the player which,
under mild assumptions, guarantee low regret, where the latter is a performance measure borrowed
from game theory which we define later. In this chapter we will see that many interesting problems
from the online learning setting can be solved either by directly modeling it as an online convex
optimization instance, or by using algorithms from the latter as subroutines.

It is worth noting that our presentation of the online learning and online optimization settings is
slightly unusual if compared to the current literature, such as of the surveys [19, 36, 67]. Our goal
with our presentation is to leave no room for doubt about the information which each entity has
access to at any moment, and to be able to make precise and formal statements about these settings.
At the same time, we try to make the presentation familiar enough for the existing community and
for those familiar with optimization so that the formalism does not clutter one’s understanding.

On Section 2.1, we define the online learning setting, and look at the simpler realizable case with
a finite hypothesis set. On Section 2.2 we define and motivate many classic problems which fit the
online learning setting. On Section 2.3 we argue that it is uninformative to look at the raw loss of
the player on the online learning setting. We introduce the notion of regret as an alternative measure
of player quality, and we show that it is impossible to attain low regret already in simple online
learning problems. On Section 2.4 we compare the online learning to the statistical learning settings,
and show how to use the former to solve tasks of the latter. On Section 2.5 we define the online

10



(convex) optimization setting, we show that it is a special case of online learning, and we look at
some problems from the online learning setting which can be modeled as online convex optimization
problems. On Section 2.6 we look at techniques to devise player strategies for the online learning
setting given that we have good algorithms for some online convex optimization problems. Finally,
on Section 2.7 we further discuss the notion of regret, its intuition, and we present the idea of policy
regret.

2.1 The Online Learning Setting

Online Learning is a setting which models problems where a forecaster/player has to sequentially
predict a competitor’s answers to a sequence of queries by an entity called nature (not yet mentioned
here). We will usually call such a competitor as an enemy since it will often be adversarial to the
player. Immediately after each of her choices, the player suffers some kind of loss which depends
on the accuracy of her prediction. As expected, the goal of the player is to attain the lowest
possible, in some sense, cumulative loss throughout the game. A classic example is the spam filtering
problem, where the a spam filter receives, sequentially, emails which need to be classified as spam
or non-spam. Immediately after each email classification, a penalty is charged on the filter in case
of misclassification. This example is illustrative because it helps to intuitively justify one of the
main peculiarities of this setting: there are no statistical assumptions over the sequence of answers
picked by the adversary. Actually, we will usually be interested in the performance of the player
against adversarial enemies, that is, competitors which pick answers/points' with the clear goal of
maximizing the players cumulative loss. This makes sense in the spam filtering example, since spam
creators evolve with time, actively trying to bypass detection by the spam filter. Let us formally
define this setting before continuing our discussion. The following definitions use the notation of
sequences extensively, which are formally defined in Section 1.1.

Definition 2.1.1 (Online learning instance). An online learning (OL) instance is a quadruple
(X,D,Y, L), where X, D, and Y are arbitrary sets which we call the query, decision, and label
sets of the instance, respectively, and L: D x Y — R is a function, which we call the loss function
of the instance.

Let P = (X, D,Y, L) be an online learning instance. We associate with P the function OLp,
which receives the following parameters:

e NATURE: N — X, which we call nature oracle;

e PLAYER: Seq(X) x Seq(Y) — D, which we call player oracle;
e ENEMY: Seq(X) x Seq(D) — Y, which we call enemy oracle;
e T € N, which we call the number of rounds or iterations.

It is worth warning that player and enemy oracles will usually not be defined for pairs of sequences
of arbitrary size. Instead, they will be defined only for pairs of sequences with size which may appear
on the online learning setting that we define later on. Still, we say that a player (or enemy) oracle is
a function from Seq(X) x Seq(Y) (or Seq(X) x Seq(D)) to D (or Y) for convenience.

Define OLp in an iterative way as in Algorithm 2.1. It is worth noting that, for ¢t € N\ {0}, we
consider to be the t-th round the iteration of Algorithm 2.1 in which are defined the ¢-th elements of

!The choices of nature, player, and enemy in our setting will be represented by points from certain sets. Thus, we
may refer to their choices by “points” throughout the remainder of the text.
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Algorithm 2.1 Definition of OLp(NATURE, PLAYER, ENEMY, T')
Input: NATURE, PLAYER, and ENEMY which are a nature, player, and enemy oracles for P,
respectively, and T' € N.
Output: (z,d,y) € X7 x DT x YT,
fort=1to T do
x¢ < NATURE(t)
di < PLAYER ((z1, ..., 2¢), (Y1, -, y—1))
Yt < ENEMY((Q}l, . ,1‘,5), <d1, .. ,dt_1>)

return (z,d,y)

the sequence of points picked by the oracles. Even though this is intuitive in Algorithm 2.1, one may
get confused later in the text when we define more complex algorithms and start talking about its
actions on round ¢.

Let us look at what is happening on Algorithm 2.1 for an online learning P = (X, D,YL). In
this setting, a player is participating in a game made of a sequence of rounds with a competitor, who
we call enemy since it can, and will in the analysis of the algorithms we describe in later chapters,
be adversarial to the player. At round ¢, nature presents a query z; € X. The player then picks a
prediction d; € D, and the enemy simultaneously picks the “true label” y; € Y. Although this is not
formally defined in the algorithm, one may imagine that at the end of the round the player suffers
a loss of L(dy,y;), where L is the loss function from P, which is fixed throughout the game. One
important aspect of this game is that, in round ¢, the player and the enemy know all the queries
from nature until round ¢, besides knowing the points played by each other until the round ¢ — 1.
That is, at round ¢ both the player and the enemy know x1, ..., x, the player knows y1,..., 91,
and the enemy knows dy,...,d;_1, so they may adapt to each others’ previous choices.

At this point, it is worth mentioning that the terminology on the literature is not uniform. Online
learning is a loosely used term for many related settings and problems. For example, online learning
in [19] is a setting quite similar to the one given by Algorithm 2.1, but without the nature oracle,
a difference which does not affect the capabilities of the framework by much. Moreover, one may
find works with “online learning” in its title which mainly talk about online (convex) optimization, a
special case of online learning which we define in Section 2.5. Our definition of online learning is
based mainly on [67] and on [50], and it fits the definition of classic papers of the field such as the
ones introducing the Perceptron [62, 63] and Winnow algorithms [47]. Nonetheless, our presentation
of online learning draws from other sources as well [19, 36, 38|.

Before continuing, one may be puzzled by these functions which we call oracles used in the
definition of online learning. We realize that this is a unusual way of defining the OL setting, and
may not be ideal in all situations, but there are some reasons to define the setting in this way. One
aspect of online learning (and of other settings we look at later) that we want to make crystal clear
is which kind of information each of the “participants” has access to at each moment. For example,
the idea that at round ¢ € N both player and enemy make their choices “simultaneously” is formally
described in Algorithm 2.1 by the fact that d; is computed without knowledge of ¥;, and vice-versa.
Still, both participants make these choices with knowledge of the queries from nature up to round
t, that is, (z1,...,x;) as in Algorithm 2.1, as well as each other’s choices on rounds 1 to ¢ — 1.
Knowing which information each oracle has access to may start to get complicated when we look at
worst-case scenario or probabilistic players and enemies. As we will see, oracles give us the ability to
formalize claims in sometimes insightful ways, leaving no room for doubt about the information each
participant has access to at each round of the game.
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Although this is not our main focus in the text, it is interesting to first look at strategies for the
player in the realizable case. Let P := (X, D,Y, L) be an online learning instance and let ENEMY
be an enemy oracle for P. Then ENEMY is represented by h*: X — D if, for any T" € N, any
player oracle PLAYER for P, and any nature oracle NATURE for P, we have that if

(z,d,y) = OLp(NATURE, PLAYER, ENEMY, T),

then L(h*(x¢),y:) = 0 for every t € [T']. That is, there is some function h*: X — D governing the
pairing of nature’s queries and the “correct” (zero-loss) prediction to it. Taking inspiration from the
statistical learning setting, we name each function from H a hypothesis . In the realizable case,
the goal is to build a player oracle PLAYERy for P, which can depend on the hypothesis set H,
that attains small loss against enemy oracles represented by a hypothesis in H.

As an example, consider the online learning instance

P = (X,{0,1},{0,1}, L), where L(d,y) = [d # y| for every d,y € {0,1}. (2.1)

In this instance, at each round nature picks a point x € X. The player then has to give a label 0
or 1 to it, trying to match the enemy’s classification, suffering a loss of 1 in the case of a mistake.
Instances of this form are known as online binary classification problems, and we will define this
class of instances more carefully in the next section. For an example of an online binary classification
instance, consider X as a set of pictures, and suppose we want to devise a player oracle which can
predict if there is a visible dog in a given picture of X or not. The ideal scenario is the one in which
there is a set % C {0,1}¥ and a function h* € H such that, for every € X, we have h*(z) = 1 if
and only if there is a visible dog in . That is, h* is a function which assigns the correct answer to
each one of the images. In this case, we want to build a player oracle which, with knowledge of H,
can make a small number of mistakes against an enemy represented by h*. More generally, in the
realizable case of an OL instance P := (X, D, Y, L) with a hypothesis set we want to devise a player
oracle PLAYER% which performs well against any enemy represented by some hypothesis in H. We
index the player by the hypothesis set H since its behavior may (and usually will) depend on H.

For the sake of simplicity, let us look at the case of the realizable online binary classification with
a finite hypothesis set. That is, let P be as in (2.1) and let H C {0,1}* be a nonempty and finite
hypothesis set. Intuitively, since in the realizable case we want strategies for a player which has
knowledge of H, we can guess that the smaller the size of H, the smaller the upper bounds we devise
on the number of player mistakes will be. Indeed, suppose we have a player oracle which, at round
t € N, has a set H; C H of candidates for the “true hypotheses” which represents the enemy oracle.
Moreover, at round ¢ € N this player picks a hypothesis h; € H and makes its prediction according
to hy. At the end of the round, this player builds #,;11, the set of candidate hypotheses for the next
round, by discarding the current hypothesis h; in case of a mistake. It is easy to see that such a
player does not make more than || — 1 mistakes in the realizable case, independently of the number
of rounds of the game. An easy and quite natural improvement of this idea can be made: at each
round, predict in the same way as the majority of the hypotheses, and after each mistake discard all
of the hypotheses which made a mistake. This strategy is known as halving (see [50, Section 7.2.1]
and [67, Section 1.2.1]), and an oracle which formally implements it is defined on Algorithm 2.2.

Fortunately, such a simple? strategy already yields an upper bound in the number of mistakes of
the player which grows logarithmically with the size of the hypothesis set.

Theorem 2.1.2 (|67, Theorem 2.1]). Let P := (X,{0,1},{0,1}, L) be an online learning instance
as in (2.1). Moreover, let H C {0,1}* be nonempty and let ENEMY be an enemy oracle for P

2It is worth noting that such a simple algorithm has its subtleties. If the hypotheses are not given explicitly, it may
be computationally expensive to explicitly compute the value of every hypothesis at the query picked by the nature
oracle for each round.
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Algorithm 2.2 Definition of HALVINGy ((x1, ..., z7), (Y1, ..., Yy7-1))
Input:
(i) A nonempty set H C {0, 1}¥ for some set X and
(ii) sequences € XT and y € {0,1}7~! for some T € N\ {0}.
Output: dr € {0,1}.
7‘[1 —H
fort=1to T do
HO « {heH : h(z) =0}
HY  {heH: h(z) =1}
de (1] = 11"
if t <T then > Compute candidates for next round if needed
if dt ;é Yt then
He  HW
else
Hir1 < Hy
return drp

which is represented by a function in H. Finally, let 7' € N and NATURE be a nature oracle for P,
and set (z,d,y) = OLp(NATURE, HALVINGy, ENEMY,T). Then

T
Z L(ds, ye) < lg|H|.

t=1

Proof. For each t € [T, let H; be defined as in HALVINGy (x, y1.7—1) and define

ey L HT if dT =yr,
e {h€Hrp:h(zr) =yr} otherwise,

that is, Hr41 is defined as it would have been had the halving algorithm played T+ 1 rounds.
Moreover, let M = {i(1),i(2),...,i(m)} C [T] be the set of indices i(k) such that H;) # Hi(k)+1-
By the definition of the halving algorithm, one can see that M is the set of rounds in which the
player has made a mistake, that is, the rounds t € [T] such that d; # y;. By assumption, there is
h* € H such thatENEMY is represented by h*, that is, h* € H is such that h*(z;) = y; for each
t € [T]. Moreover, by the definition of HALVING, for each h € H we have that h € Hr4 if and
only if there is t € M such that h(x;) = d; # yq, that is, if and only if A has made a mistake on one
of the rounds in M. Since h*(z;) = y; for every t € N, we have h* € Hpyq. Thus, [Hpiq| > 1.

Moreover, let t € M and let both ’H,EO) and ’Hgl) be as in the definition of HALVINGy (x, y1.7-1).

By the definition of the HALVING oracle, we have ]’Hgdt)] > |H}7%|. Since {Hgdt), ’H,El*dt)} is a

partition of H; and Hyy1 = Hglfdt), we conclude that

[ H|

[Hea| = [H %] < 2

, vVt € M.
Thus, by a simple induction,

Hiom| _ [Hign-n| _ _ [Ha] _ [H]

9 = 92 = = Tgm ~ oM[’

1< |Hrpl <

14



That is,
T
ZL(dnyt) :Z[dt#yt] = [M| < lg|H|. L

t=1 t=1

The above result holds for the case with a finite hypothesis set. Thus, one may be wondering if it
is possible to say something about hypothesis sets of infinite size. We can, but in this case we need
some kind of measure of the complexity of such hypothesis classes. A discussion from this point of
view is not the focus of this text, but a great discussion on online learnability of general hypothesis
classes on the classification case can be found on [67, Section 3].

2.2 Examples of Online Learning Problems

In this section we describe a series of classic and interesting classes of online learning problems, that
is, instances with some specific form. Looking at these known problems will make the concepts
shown in the last section more concrete and will help familiarize the reader with most of the online
learning notation introduced so far. Additionally, some of these problems already encompass many
other interesting and more specific online learning tasks. In some cases, as for the prediction with
expert advice problem, the capability of the problem of modeling other online learning problems can
single-handedly motivate this problem. Throughout the remainder of the text, when an OL instance
fits into one of the problems we shall see, we may refer to it simply as a problem or as an instance
of a problem. We shall use the latter when simply saying that it is a “problem” does not make it
clear if we are talking about a specific instance or if we are talking about all instances which fit the
description of the problem.

2.2.1 Online Classification

Let us look now at the online classification problem. In this kind of instance the player oracle
receives, at each round, a point = from an arbitrary set X. It then has to assign a class (or label)
from a finite set Y, and then the enemy reveals the correct class where x belongs. The goal of the
player oracle is to assign classes to the points of X presented during the game in a way to match as
accurately as possible the enemy oracle’s classification. Formally, an online learning instance is said
to be an online classification problem when it has the form (X, Y, Y, L), where X is an arbitrary
set, Y is some finite set, and L: Y x Y — R is a function, although we usually have L(d,y) = [d # y]
for every d,y € Y.

A concrete example is the spam filtering problem, where at each round the player receives an
email, represented by a point x in some set X. The player has to classify it as spam or not, and
the user then reveals the true classification of the email. Note that the user is not adversarial to
the player in this case. Rather, the user is the one that wants the most for the predictions to be
accurate. Instead the spammers, which in this case play the role of nature, are the ones that are
adaptive and adversarial® to the player, the spam detector. For the sake of concreteness, let us
suppose that each email is represented in a format known as bag-of-words: we have a fixed set of
words ¥, our dictionary, and each email is represented by a vector z € N, where z,, is the number
of times the word w € ¥ appears in the email. Thus, the spam filtering problem can be modeled,

3In our framework nature cannot be adaptive to the players’ choices since it is not aware of such decisions. However,
spammers usually tend to modify the emails they send in a way that it looks less like spam. Thus, as the OL game
goes on, spammers will progressively send emails which do not look like spam for the filter, while the user is able
to identify such emails as spam. That is, from the point of view of the spam filter, the user is the one who is being
adversarial by marking seemingly inoffensive emails as spam, not the spammers/nature.
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given a dictionary ¥, as the online learning instance (N*,{0,1},{0,1}, L), where L(d,y) := [d # ¥]
for every d,y € Y. This problem fits a type of online classification instances that deserves special
attention, which is when there are only two distinct labels, a case which we call online binary
classification.

2.2.2 Prediction with Expert Advice

An online learning instance is a prediction with expert advice problem or simply an experts’

problem if it is of the form (A”, A,Y, L), where A is some arbitrary set of possible “actions”, E is a
finite set of “experts”, Y is nonempty, and |L(a,y)| < 1 for every a € A and y € Y (i.e., losses are
bounded). The intuitive idea of this problem is that there is a finite set E of experts and at each
round each expert suggests an action from a set A. With this information, the player has to pick an
action from A and the enemy oracle then reveals the costs of the actions?. In this problem we are
usually interested in devising player oracles that perform as well, in some sense, as the cost of the
actions of the best expert in hindsight, even for adversarial enemy oracles. This is certainly one of
the most studied and classic online learning problems, probably because many other problems can
be modeled as a prediction with expert advice instance (for a plethora of examples, see [6, 24]). To
motivate this problem, let us look at some examples of problems which can be modeled as prediction
with expert advice problems.

A good example is the online routing problem: every day a driver has to pick one of many routes
to go to work, wishing to minimize her total travel time®. A good measure of effectiveness of the
driver’s strategy is to compare the time she has spent driving in T" days with the time she would
have spent had she chosen the best fixed route in hindsight. Even though it may not be clear at first,
we can fit this problem into the prediction with expert advice problem. If the set of routes is P, the
key idea is to think of one expert for each route p € P whose advice is p at every round. Moreover,
the enemy plays the role of assigning costs to the routes every round/day. That is, an instance of
online routing can be modeled as the instance (P¥, P,[~1,1]" L) of the experts’ problem, where P
is the set of possible routes, and L(p,y) =y, for every p € P and y € [-1,1]7. It is worth noting
that the crux of modeling problems as an experts’ problem is usually the choice of the set of experts
and which are their advice at each round. Thus, we can fit online routing in the prediction with
expert advice problem: each route is an expert’s advice, the player suffers the loss of the expert she
has chosen to follow, and the cost of every route is revealed after the player makes her choice.

One interesting example of a problem which can be modeled as an experts’ problem is the task
from the machine learning field of meta-learning, which we only describe loosely for the sake of
building intuition. Suppose we have a task where we have to predict, given a point in a set X, the
“correct” label from a set Y. However, instead of learning from scratch, the player has a set £ C YX
of predictors. The player’s task is, given a sequence of points from X, to make not much more
prediction mistakes than the best predictor from E. This problem fits seamlessly into the experts
framework. At each round ¢, we have a point x; € X for which we have to assign a label from Y.
For that we receive the advice e(x;) of each predictor e € E. With this information in hands, the
player makes its prediction d; € Y, and the true label y; € Y is then revealed, incurring a loss of
[d¢ # yi] to the player (or a loss given by some other loss function). This is useful when, for example,
one has different predictors which work well in different scenarios, and one wants to select which
predictor to use dynamically.

As we are going to see later on Section 2.6, the true power of the prediction with expert advice

4Note that, for any y € Y, the function L(-,y) associates to each action a cost.
5We suppose that, at the end of the day the driver gets to see the travel time of that day for each route, even
though it is more realistic to suppose the player has no information about the routes except for the one she picked.
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problem shines when the player is randomized: at round t the player maintains weights p; € Ag
over the set E of experts which represents a probability distribution over the experts. Then, instead
of deterministically picking an action at each round, the player samples at round t an expert® to
follow according to the distribution represented by p¢, that is, each expert e € E is sampled with
probability p;(e). Later we show that the expected cost at round ¢ of such strategy is given by p/ ¢,
where ¢ € R¥ is given by ¢;(e) := L(e,y;) for each e € E where y; is the point picked by the enemy
at round t. We save the details of this randomization for Section 2.6.2.

One interesting application of randomized strategies for the experts’ problem is boosting [66] which,
again, we describe loosely since our goal is only to motivate the experts’ problem. Besides, for the sake
of simplicity we focus on the task of boosting an algorithm for (statistical) classification, a problem
from statistical learning theory which we define slightly more formally on Section 2.4. In the statistical
classification problem, the player has to build a predictor which assigns to points from a set X the
correct labels from a set Y. The correct pairing of points from X to labels Y is assumed to be governed
by a function ¢: X — Y that is unknown to the player, which we call a concept. In order to build such
a predictor, we have access to a training set T = {(z1,c(z1)), (22, c(z2)), ..., (Tm, c(zm))} C X X Y.
In the task of boosting for statistical classification, the player still has to build a good predictor
from X to Y based on a training set 7 C X X Y for the concept ¢: X — Y, but in this case the
player also has access to a function A: A7 — Y X, a weak learner, which can be thought as an
“almost worthless” predictor. Loosely speaking, a weak learner receives a probability distribution
over the training set, and outputs a function from X to Y which predicts only slightly better than an
uniformly random assignment from X to Y. This probability distribution given to the weak learner
is a way to tweak the predictor which A generates so that it focuses more on certain points of the
training set. The idea in a problem of boosting is to iteratively build predictors from A and update
the probability distribution over the training set at each iteration so that, at a given iteration, the
weak learner focuses on the points from 7 which all the previously generated predictors together”
miss-classify. As it is shown in [66], the final predictor built from a combination of all the predictors
generated by A during this process is a good one (given that the training set and the number of
rounds are big enough, besides other conditions).

The boosting task is modeled as an experts problem as follows. Each entry from the training set
T is modeled as an expert. At round ¢, the player picks weights (or probabilities) p; € Ay for the
points in 7, which yield a predictor r; := A(p¢). Then, the enemy simply outputs 7, and the loss
of the player is given by the function L(r, T) := }_(, ,yer[r(z) # y] for each r € YX. Interestingly,
even though each one of the functions r, := A(p;) induced by the weights p; picked by the player are
bad predictors, if the player in this experts’ problem suffers a low amount of cumulative loss (in
some sense), then the average predictions given by all the functions rq,...,rp happens to be a good
predictor (given that some conditions on the training set and the number of rounds are satisfied).

50ne may find it odd that we sample an expert, and not an action. This is a choice of strategy for the player,
that is, following this strategy the player always picks an action suggested by some expert. This guarantees a good
performance in expectation if compared to the loss of the best expert in hindsight. Still, one may come up with cases
where the player would benefit from choosing actions none of the experts suggested.

"Maybe by taking the average prediction, the majority prediction or simply the prediction given by a predictor
sampled uniformly at random.
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2.2.3 Online Regression

Formally, the online regression problem encompasses the online learning instances of the form®
(R4, R,R, L), where L: R x R — R is some arbitrary function. Some common loss functions used for
this type of problems are (d,y) € R x R+ |d — y| and (d,y) € R x R+ (d — y)?. The format of
online regression problems may seem too broad, and indeed it is. The structure of these problems
is usually contained in the hypothesis set % C (RY — R) of functions the player has to compete
with. For example, if we were in the realizable case, there would be, for each enemy, a “true function’
which maps the entries given by nature to the correct labels of the enemy. Moreover, if H had
no structure whatsoever (or if the player were not aware of any structure), e.g. if H is the set of
all functions from R to R, it would be impossible for a player to do much. More frequently, one
wants to compete against a more restricted class of functions. Some examples of common hypothesis
sets are {r € X —»w'z:weRY} and {z € X 2 TWa+bTz: W € R h € R}, cases which
we call online linear regression and online quadratic regression, respectively.

As an example, let us look at the dynamic pricing problem (inspired from [19, Section 1.2]).
In this problem, a vendor sequentially receives customers in a way such that the characteristics of
the customer from round ¢ is represented by a vector z; € R?. After receiving the customer, the
vendor sets a price d; € R to charge, while the customer picks a maximum price y; € R he is willing
to pay. Finally, an intuitive-looking loss function for this problem is L(d,y) := —d[d < y| for every
d,y € R. In this case, the vendor may try do model the relation between customer characteristics
and their respective maximal prices with a linear function z € R% — w'z, for example. In this
case, it makes sense to compare the performance of the vendor only against the performance of
other linear functions. One may notice that the type of functions the vendor chooses to model this
customer-price relationship depends on her prior knowledge about such a relation. Additionally, this
choice affects the complexity of the strategy of the player: strategies for online linear regression
are usually more efficiently computable than ones for online quadratic regression or for even more

)

complex regression models.

2.2.4 Sequential Investment

Let us look at the problem of sequential investment or constantly rebalanced portfolio. In this problem
an investor has a set A of assets over which she has to distribute her wealth at the beginning of
every day. After choosing a distribution, which may be represented by a point d € A 4, the market
reveals the ratio of returns of each one of the assets for the day. Namely, it reveals a non-zero vector
T e Rf such that, if the investor’s wealth at the beginning of the day was pg € R, then her wealth
at the end of the day is ), 4 poTada = por ' d.

Let us look at the case where the investor has pp € Ry of initial wealth, and makes investments
for T' days, where at day t € [T] her wealth distribution is given by d; € A4 and the market return
ratios for day ¢ is given by 7, € Rﬁ \ {0}. Then, the investor’s total wealth at the end of day T is

T
PT = PO H d;r’l“t.
t=1

Thus, to maximize her total wealth at the end of day T the investor has to, in an online fashion,

8Even though we define this problem using R as the query set, one can consider the more general case where the
query space for the regression is a more general Euclidean space such as the space of matrices with the trace inner
product.
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maximize her final wealth ratio
T
pT T
—_— = dt Tt.
Po £[1
This problem still does not quite fit the online learning setting. However, note that maximizing

the above quantity is equivalent to maximizing its logarithm or, instead, minimizing the negative
logarithm of the wealth ratio. That is, the investor wants to minimize

T
- Z Ind] ry,
t=1

and the above better fits the online learning setting.

Formally, an online learning instance is a sequential investment instance if it is of the form
P({0}, A4, R%, L), where L(a,r) == —Ina'r for every a € Ay and every r € R{. This setting
is more naturally cast in the online optimization setting, which we are going to see later. Still,
this problem has interesting properties, and modeling it as an online learning instance leaves some
room for tweaking the model (for example, one could make nature give “hints” about which assets
will be more valuable that day). This problem in the worst-case scenario was first investigated by
Cover [27|, who called universal portfolio selection strategies which could perform well in this setting
even against an adversarial market. One of the special features of this problem is its loss function L,
which is convex and exp-concave with respect to its first argument. Roughly, the latter means that
L is curved in the direction of its gradients. We will see in Chapter 6 that exp-concavity can be
exploited by player oracles, obtaining in this way very good bounds on cumulative loss.

2.3 Loss Minimization Impossibility and Regret

On Section 2.1, we have quickly looked at online learning problems P := (X, D,Y, L) in the realizable
case. Recall that, in this case, we want to perform well against enemies whose behavior can be
predicted with 0 loss by a function/hypothesis from a known set H C DX, As expected, this
assumption is too strong for most of the problems in online learning. Take as an example the spam
filtering problem. It is unrealistic to suppose that there is a function which correctly classifies any
possible email for a user as spam or not-spam, since spammers change their attacks over time for
example. In this way, emails which were considered spam at some point in time may be considered
not spam later on, and vice-versa. The following simple proposition shows what is almost obvious: in
the general setting against adaptive and adversarial enemies, there is no hope in trying to minimize
cumulative loss. Indeed, if the cost of all possible predictions of the player is 1, for example, there is
nothing to do. Even in slightly more interesting cases, looking at the raw cumulative loss seems
uninformative.

Proposition 2.3.1. Define the prediction with expert advice instance P == ({1,2}2, {1,2},[-1,1]?, L),
where L(d,y) = yq for every d € {1,2} and y € [-1,1]2. Moreover, let NATURE and PLAYER be

nature and player oracles for P, respectively. Finally, define the enemy oracle ENEMY75, g for

every t € N, every x € ({1,2}%)!"!, and every d € ({1,2}?)! by
ENEMY?}, ayver (2, d) = eq,,, with diy1 = PLAYER(z,y’), where
(z1.4,d,y) = OLp(NATURE, PLAYER, ENEMY?, ... 1).

Then, by setting (x,d,y) := OLp(NATURE, PLAYER, ENEMY75, \ver, 1) we have

T
Z L(dy,y)) =T.
t=1
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Proof. Let NATURE be a nature oracle for P, let T' € N, and define
(x,d,y) = OLp(NATURE, PLAYER, ENEMY 7}, \ver, T)-

By the definition of ENEMY7}, ,yur, We have that y, = eq, for every t € [T, that is, L(d, y¢) = 1 for
every t € [T1. O

Note that the enemy oracle used in the above simple proposition is special: it knows the strategy
of the player. Thus, even though the enemy does not have access to the ¢t-th choice of the player
during round t in the usual rules of the game, this special enemy knows exactly which point the
player picks on the current round. This is the most extreme case of adversarial enemy one can think
off: one that makes the player suffer the maximal amount of loss possible no matter what the player
does.

Thus, the worst-case cumulative loss of a player may not give us much information about her
performance: both sophisticated and simple-minded player oracles are usually indistinguishable if
we look only at the cumulative loss. Intuitively, the problem is that we are posing, in some sense, an
unrealistic goal: to obtain low cumulative loss when even a player with hindsight could perform no
better. A more informative metric of performance originated from game theory 24| is the notion
of regret, which measures how better or worse the player oracle performs when compared to some
function of queries to predictions. The name “regret” comes from the idea that the regret with
respect to some function measures how “sorry” the player oracle is for not using this function as its
strategy throughout the whole game. Let us define regret formally.

Definition 2.3.2 (Regret for Online Learning). Let P = (X,D,Y,L) be an OL instance, let
h: X — D, and let T € N. Moreover, let x € X, d € DT, and y € YT. The regret of d with
respect to the sequence y and the function h (and w.r.t. the sequence & and the loss function L) is

T

Regret(x,d,y, h, L) = Z(L(dt,yt) — L(h(z¢), yt)).
=1

If PLAYER is a player oracle for P, define
Regret(x, PLAYER, y, h, L) := Regret(z,d’,y, h, L),
where
d, = PLAYER((z1, ..., %), (Y1, -, Yt—1)), vt e [T7. (2.2)

Additionally, for every H C DX, the regret of d with respect to the sequence y and the set H (and
w.r.t. the sequence x and the loss function L) is

T T
Regret<m7 d7 Y, H, L) = sup Regret(w7 d? Y, h? L) - Z L(dta yt) - hl,I€1’:£l Z L(h(‘rt)7 yt) ’
heH t=1 t=1
Moreover, If PLAYER is a player oracle for P, define
Regret(xz, PLAYER, y, H, L) := Regret(z,d’,y,H, L),

where d’ is defined as in (2.2). Finally, for every nature, player, and enemy oracles PLAYER,
ENEMY, and NATURE for P, respectively, for every function h: X — D and every set H C DX
define

Regret? (NATURE, PLAYER, ENEMY, h) := Regret(z/, d’, y', h, L)
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and
Regret? (NATURE, PLAYER, ENEMY, %) := Regret(z’,d’,y', H, L),

where (', d',y’) = OLp(NATURE, PLAYER, ENEMY, T'), omitting P from the notation when it
is clear from the context.

As in the realizable case, the function h and the set H in the above definitions are usually called
hypothesis and hypothesis set, respectively.

Let us take a step back and look at the intuitive meaning of these regret functions. The regret
of a player oracle with respect to a function A measures how much better the player would have
performed had she used as her strategy throughout the game the function h. Similarly, the regret
with respect to a hypothesis set H measures how much better the player would have performed
had she used as her strategy throughout the game the hypothesis from H best suited for this game,
that is, the one which performs best.

Let us look at some hypothesis classes for some of the problems we have seen on Section 2.2.
Let P := (AF,A,Y,L) be an instance of prediction with expert advice. Intuitively, the player
should not be expected to magically perform better than any of the experts. Thus, if no expert
in E performs well in the game (with certain nature and enemy oracles), then it is reasonable to
expect that the player will perform poorly as well. On the other hand, if there is some expert in
FE which is good, that is, whose advice yields losses much lower than that of the other experts
throughout the game, a good player oracle should be expected to notice that and learn to follow
this good expert. So, a natural and traditionally used hypothesis class for the experts problem is
H:={x € A¥ s 2. : e € E}, that is, the class of predictors which follow the same expert at every
round. Thus, the regret w.r.t. H measures how sorry the player is for not following in every round
the best expert in hindsight.

Let us look at the case of online regression. As briefly commented on Section 2.2, the hypothesis
class used for online regression is what defines most of the structure of the problem. If we are in the
online linear regression case, and no linear function performs well in the game with certain nature
and enemy oracles at hand, the player may still be able to get low regret, since she only needs to
perform as well as the best linear function, none of which perform well in the current game. Finally,
in online classification, a natural hypothesis set is a set of naive predictors, usually easy to come up
with (such as a fixed random assignment of labels, or predictors based in very simple rules). Thus,
the task in online classification is to classify as well as any of these benchmark predictors.

Given a learning problem and a hypothesis set, we are interested in finding player oracles that
attain low regret w.r.t. this hypothesis set for any online learning instance from this class. However,
we have yet to say what is low regret. First in words and not so formally, we consider the regret of
the player w.r.t. a hypothesis set H to be low if it is sublinear in the number of rounds 7', which
happens only if, for any h € H, the difference of the loss of the player at round ¢ and the loss of
the function A in the same round (i.e. L(h(x¢),y:)) goes to zero as the number ¢ goes to infinity.
Intuitively, if L(d;,y¢) — L(h(x¢),y:) — 0 as t — +oo for any h € H, it means that the player is
being able to “learn” how to perform as well as the best hypothesis H for the game. Formally, let
PLAYER be a player oracle for the OL instance P := (X, D,Y, L). We say that PLAYER attains
low regret w.r.t. a hypothesis set H and to nature and enemy oracles NATURE and ENEMY for
P, respectively, if

lim %RegretT(NATURE, PLAYER, ENEMY, #) = 0.

T—o0

That is, the player attains low regret with respect to H and to the oracles NATURE and ENEMY if
the regret grows sublinearly w.r.t. the number of rounds T. We may also say that PLAYER attains
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low-regret w.r.t. a single hypothesis instead of a hypothesis set with a definition similar to the one
above. We will usually be interested in player oracles that attain low regret for any pair of enemy
and nature oracles for the online learning instance at hand. We say that a player oracle attains
low regret w.r.t. a hypothesis set H if it attains low regret w.r.t. H and to any pair of nature and
enemy oracles for P. Although we are not going to use this terminology in this text, it is worth
noting that player oracles whose regret against any nature and enemy oracles grows sublinearly
w.r.t. the number of rounds of the game are said to be Hannan consistent (see [24, Section 4.2]).
Additionally, we will be interested in the speed with which the above limit goes to 0. The faster it
converges to zero, the fewer rounds the player needs to “learn”; in some sense.

We have seen that regret is, at least intuitively, a performance measure which seems more sensible
than looking at the raw cumulative loss. Additionally, note that regret is exactly the loss of the
player if we are in the realizable case, which contributes to the idea that this performance measure is
a good generalization unifying the realizable and non-realizable cases. Still, pursuing regret sublinear
in the number of rounds happens to be an impossible mission in quite simple cases, as the next
proposition due to Cover [26] shows. The proof idea is simple: consider an instance of the prediction
with experts advice with two experts, each with a distinct constant advice at every round. Then, a
player who is put against its worst possible enemy (which attributes loss of 1 only to the player’s
current choice) in a game of T' € N rounds will suffer a loss of T', while one of the experts will have
cumulative loss smaller than 7/2.

Proposition 2.3.3 (Cover’s impossibility result [26]). Define the prediction with expert advice
instance P := ({1,2}2,{1,2},[-1,1)%, L), where L(d,y) = yq for every d € {1,2} and y € [-1,1]2.
Set hi(x) = z1 and ho(z) = x2 for every x € {1,2}, and define H := {hy, ha}. Moreover, define
the nature oracle NATURE for P by NATURE(t) := (1,2)" for every t € N\ {0} and let PLAYER
be a player oracle for P. Finally, define the enemy oracle ENEMY75, v ur for every t € N, every
x € ({1,2}2)"1 and every d € ({1,2}?)! by

ENEMY?, sygr (2, d) = eq,, with dyy1 := PLAYER(z,y’), where
(14, d,y') = OLp(NATURE, PLAYER, ENEMY?, .00, ).

Then,

Regret(NATURE, PLAYER, ENEMY?, ,ou, H) > | L], VT €N

Proof. Let T € N and set (z,d,y) := OLp(NATURE, PLAYER, ENEMY7, .ver, 7). By Proposi-
tion 2.3.1, we have that the player suffers a loss of 1 at every round, that is, ZtT:1 L(d,y:) =T.
Moreover, note that for every ¢ € [T] we have L(h;(z;),y:) = L(z(i),y:) € {0,1} for any i € {1,2}
and

L(hi (1), ye) + L(ho(xe), ye) = L((1),5e) + L(2e(2), ye) = 1.

Therefore, there is ¢ € {1,2} such that

T T T

> L(hi(we),ye) = > Llxe(i), ) = Y Llxe(i), ) < |51, -

t=1 t=1 t=1

2.4 Relation of Online Learning with Statistical Learning

In this text, our focus is the online learning setting, where a player in a sequential game has to
compete against an adversarial enemy picking the “correct” answers to queries. Still, it is enlightening
to compare the OL setting with the statistical learning setting [50, 71]. More specifically, in this
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section we look at the Probably and Approzimately Correct (PAC) framework for supervised learning,
i.e. learning from a previously sampled set of pairs of queries and labels, called training sequence/set
(these concepts will be formally defined soon). We then compare these ideas with the ones developed
so far for online learning, and we give a brief overview of techniques to convert algorithms for a
player from the online learning setting to algorithms for the statistical (or batch) setting.

A (supervised) statistical learning instance is a quadruple £ := (X, D,Y, L), where X, D,
and Y called query, decision, and label sets, respectively, each being a measurable space (i.e.,
each is equipped with a o-algebra), and L: D x Y — R is the loss function, a Borel-measurable
function. That is, a statistical learning instance has the same form of an OL instance, with the
addition of the measurability conditions for us to work with probability distributions over these
sets (or to create random variables with the loss function). The goal of the player? is to “learn” a
certain unknown probability distribution D over X x Y equipped with the product o-algebra of
the o-algebras for X and Y. In order to do so, the idea is that the player has access to a sequence
of ((z1,y1), .., (x7,yr)) € (X x Y)T of independent and identically distributed samples from the
probability distribution D over X x Y, a realization of a training sequence'® (for D). Formally,
if T € N and D is a probability distribution over X x Y, then, a training sequence (of size T’
and for a probability distribution D on X x Y) is a sequence Z = (Zy,..., Z7) € (X x V)T of
T € N independent random variables on a probability space (€2, X, P) such that Z; ~ D in (2, X, P)
for each ¢ € [T]. We will abuse notation so that, if Z is a training sequence of size T' € N on a
probability space (€2, X, P), then we set Z(w) = (Z1(w), ..., Zr(w)) for each w € 2, that is, we treat
Z as a random variable taking values on (X x Y)7.

Given a supervised statistical learning instance £ := (X, D,Y, L), our goal is to devise a function
A from Seq(X x Y) to DX such that, given as input to A a sequence in Seq(X x Y') (which will be a
realization /evaluation of the training sequence we have access to), it outputs a hypothesis h: X — D.
Recall from Section 1.1.2 that, since X and Y are measurable spaces, X X Y is a measurable space
(equipped with the o-algebra from the product space) and, as discussed in Section 1.1.2, we equip
on Seq(X X Y) a properly crafted o-algebra as described in (1.1). A player oracle for L is a
measurable function'® A: Seq(X x Y) — DX such that each function h: X — D in the image of
A is measurable. The intuition is that, for each sequence of points from Seq(X x Y') the player
outputs a hypothesis which tries to predict, for each query in X, the probably best answer in D to
the “enemy’s answer” from Y. Formally, if Z is a training sequence on a probability space (2, X, P)
and A is a player oracle for £, then we define'? the random variable

[TRAIN(A, Z2)](w) == A(Z(w)),  Ywe Q.

Although we have said that the goal of the player is to learn the unknown distribution D, we
have not formally defined what it means for the player to learn. The idea is that the player wants
to pick a function from X to D which tries to predict the pairing of points from X x Y sampled

9The entity “player” is not commonly used in the statistical learning literature, since it simply poses problems
without needing any notion of “player” and “enemy”. Still, attributing to an entity called player the goal that the
learning problem poses is useful to compare this setting with the online one.

10 Again, in traditional statistical learning this is a set, known as the training set, not a sequence. But we do not
lose generality by dealing with sequences and it will ease the definition of some concepts later on.

1We use the notation A for a player for statistical learning instances to avoid confusion with online learning
notation and due to tradition in the literature.

120ne may argue that the following definition is innocuous and that it is equivalent to the random variable Ao Z,
which we would denote simply by A(Z) based on our conventions from Section 1.1.2. Still, in this case it is good to
avoid any kind of confusion since we want the oracle A to receive only points from X x Y, and not the entire random
variable, which could give unfair information for the player about the unknown probability distribution that she wants
to learn.
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from the distribution D and, thus, to choose for each point in X a point in D to minimize her losses.
More specifically, fixed an unknown to the player probability distribution D on X x Y, the player
wants to pick a measurable function h: X — D with small generalization error or risk w.r.t. D,
which is given by

riskp (h) = E(xyplL(h(X), V)],

where E ¢ v p is the expectation taken with respect to a probability space (€, 2, P) in which (X,Y)
is a random variable with probability distribution given by D. Usually, the player picks the function
h from a known hypothesis set H C DX, that is, a set of measurable functions from X to D.

One example of a statistical learning instance is a statistical version of the prediction with expert
advice problem. Let (A”, A,Y, L) be a prediction with expert advice problem, and suppose that
A and Y are measurable spaces, and that the function L is measurable (the set F is naturally a
measurable space when equipped with its power set). In this version of the problem, the advice of
the experts (and their respective costs) are bound to a probability distribution, that is, there is a
distribution D on A x [~1,1]¥ on which the training sequence is based. We are often interested
in finding the expert whose advice, in expectation, minimizes the loss given by the loss function
L: AxY — [-1,1]. In the context of statistical learning, this is the same as picking a hypothesis in
{x € AP s 2. : e € E} that minimizes the risk with respect to the probability distribution D.

A natural question that arises after the above definitions is: how small should the error of the
hypothesis be so that we can consider that the player was able to learn the unknown probability
distribution from where the training sequence was sampled? In online learning, we have seen that a
reasonable goal is to seek for player oracles with regret sublinear in the number of rounds for any
pair of enemy and nature oracles. Since the statistical setting is a probabilistic setting by nature, we
should expect the learnability condition to be probabilistic as well. Let us look first at the simpler
deterministic case. In this case, we suppose that there is a (measurable) function ¢: X — Y, a
target concept, which determines the relation between X and Y that we want to learn. In this case,
we need training sequences with a special form, which we call deterministic training sequences. A
deterministic training sequence (for the concept ¢: X — Y') based on a probability distribution
D on X is a sequence Z = ((Xj,co X1),...,(Xp,co X)), where Xi,..., X are independent
random variables on a probability space (2, X, P), each following the probability distribution D.

Moreover, overloading the notation of risk to capture the deterministic case, we define the
deterministic generalization error or the deterministic risk of a measurable function h: X —
D w.r.t. a probability distribution D on X and to a concept ¢c: X — Y by

riskp(h, ¢) = E¢.p|L(h(X),c(X))],

Hence, given a concept set C C YX, we want to decide if it is possible to devise an algorithm for
the player which, for any target concept ¢ € C given together with a training sequence based on
a fixed probability distribution, generates a hypothesis (i.e., a function from X to D) with small
deterministic risk. This idea is formalized by PAC-learnability, concept first proposed in [70]. Here
we closely follow the presentation from [50].

Definition 2.4.1 (PAC-learnability). Let £ := (X, D,Y, L) be a statistical learning instance, and let
C C Y X be a set of measurable functions. Then C' is PAC-learnable for £ if there is a player oracle
Ac: Seq(X x Y) — DX for £ and a real polynomial function p: R? — R such that, for any ¢ € C,
any probability distribution D over X, any € > 0, any § > 0, any T' € N with T > p(1/¢,1/4,T),
and any deterministic training sequence Z of size T for ¢ sampled from a probability distribution D
on X on the probability space (2, X, P), we have

P(riskp(TRAIN(A¢, Z),c) < &) > 1 — 6.
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Moreover, if there is an algorithm which implements A that runs in time O(p(1/¢,1/6,T)), then C
is efficiently PAC-learnable for £. In this definition, we omit the dependence of the minimum
size of T and the space required to represent the concept ¢ for the sake of simplicity.

With the definition of PAC-learnability, we can already spot major differences between the
statistical and the online learning settings. In the statistical case, we have strong statistical
assumptions over the points sampled from X X Y, while in the online case the points can be picked
in a way adversarial to the player. Another major difference is that in statistical learning the
player has access to all the points sampled from X x Y before picking a hypothesis, while in the
online learning setting the player has to make a prediction (and thus suffer some kind of loss)
for each round. Arguably, the most interesting difference is the way that each setting measures
algorithm /oracle quality (regret and risk). In the statistical case, the player tries to pick a single
function that generalizes well in expectation in unseen data sampled from a fixed distribution (the
same distribution on which training sequence is based on), that is, that performs well in the “real
world”. Indeed, note that in the definition of PAC-learnability, we require the algorithm to be able to
have low risk with respect to any fixed probability distribution, only requiring the training sequence
to be sampled from this same probability distribution. On the other hand, in the online case the
player is affected only by the points she sees during the game. Not only that, the player can, in some
sense, change her strategy in the middle of the current game based on the points she has already
seen, not committing to a single hypothesis as in the statistical scenario. While strategies used in
these frameworks can differ in approach, with some effort, algorithms for online learning that have
low regret can be used for statistical learning in some cases to obtain low risk [21, 46]. Later we will
briefly look at the idea of some of these transformations, called Online to Batch conversions.

Before talking about online to batch conversions, let us look at the “deterministic case” assumption
made on the PAC-learnability definition. Let (X, D,Y, L) be a statistical learning instance. Note
that assuming there exists a (measurable) concept ¢ € YX which correctly maps each query to its
label in the training sequence, or even in the points from the “real world”, which is done in the
definition of risk with respect to a concept ¢, is restrictive. For example, if X is the set of pairs of
weight and height of a certain population, and Y is the set of possible genders, there probably are
two people with the same height and weight with different genders. Thus, assuming that there is a
function which maps each distinct pair of height and weight in X to a gender in Y is not valid in
this case. A better assumption is to suppose that, given the weight and the height of a person, there
is a probability distribution over Y describing the probability of a person with these characteristics
being of each gender in Y. Not only that, recall that a concept class C is PAC-learnable if, for any
given concept ¢ € C, there is an algorithm which generates with high probability a hypothesis with
arbitrarily small risk. However, it is often the case that there is no such hypothesis. That is, the
PAC learning model pratically supposes that we are in the realizable case, that is, the case where
there is a hypothesis with no risk. A model which captures the notion of learnability without relying
on the deterministic or realizable case assumptions is the idea of Agnostic PAC-learnability.

Definition 2.4.2 (Agnostic PAC-learnability). Let £ = (X, D,Y,L) be a statistical learning
instance and let # C DX be a set of measurable functions. Then # is agnostic PAC-learnable for
L if there is a player oracle A: Seq(X x Y) — DX for £ and a real polynomial function p: R? — R
such that, for any probability distribution D over X X Y, any ¢ > 0, any § > 0, any T € N with
T > p(1/e,1/6,T), and any training sequence Z of length 7" sampled from D on the probability
space (€, %, P), we have

P(riskp(TRAIN(A, Z)) — }}n% riskp(h)) <e)>1-—0.
€
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Moreover, if there is an algorithm which implements A that runs in time O(p(1/e,1/9,T)), then H
is efficiently agnostic PAC-learnable for £. In this definition, we omit the dependence of the
minimum size of T" and the space required to represent the concept ¢ for the sake of simplicity.

Note that the agnostic PAC-learnability model has more similarities to the idea of regret used in
online learning if compared to the original PAC-learning model. In words, a hypothesis set H is
agnostic PAC-learnable if there is an algorithm which, with a big enough training sequence, outputs
with high probability a hypothesis in H which is as accurate as the best hypothesis in H. Thus, a
natural question is if we can translate, in some way, player oracles with low regret guarantees for a
hypothesis set H into algorithms for agnostically PAC-learning the set H. It is indeed possible to
make such a conversion, with many different techniques proposed for different cases [21, 23, 29, 30,
46]. The details of the conversion are out of the scope of this text, but a brief overview is interesting
nonetheless.

Let £:= (X, D,Y, L) be an statistical learning instance, let H C DX be a hypothesis set for £,
and define the online learning instance P := L. Even though both are the same, it is useful to have
different notations for the cases when we look at (X, D,Y, L) as an online learning instance (P) and
when we look at it as an statistical learning instance (£). Suppose there is a player oracle PLAYER
for the online learning instance P which suffers low regret against any pair of nature and enemy
oracles for P. Finally, let T' € N, let D be a probability distribution on X x Y, and let

7 = <(X1,1/1), RN (XT,YT)>

be a training sequence for £ of size T' based on D on the probability space (£2, %, P). The idea now

is that we want to use, in some way, the oracle PLAYER in sequences of the form (Xi,..., X7) and
(Y1,...,Y;_1) for each ¢t € [T]. However, the latter sequences are random variables and, thus, what
we would like to do is actually to define random variables of the form

w € Q— PLAYER((X; (w), ..., Xi(w)), (Y1 (w),...,Yi1(w))), vt € [T]. (2.3)

Some subtleties appear when we try to build random variables of this form, which we call randomized
player oracles. For the sake of simplicity we defer the discussion of some of these subtleties to
Section 2.6.2. For now, just assume that PLAYER is such that the functions in (2.3) are random
variables, and let us discuss how to obtain, given w € §2, a hypothesis with low risk.

Thus, let w € © and set

xp = Xy(w) and y =Y (w), for each t € [T7).

The idea to use PLAYER to obtain a low-risk hypothesis for £ is to look at the regret of PLAYER
against a pair of nature and enemy oracles for P such that, at round ¢ € [T, nature outputs z; € X
and the enemy picks y; € Y. One annoying difference between online learning and statistical learning
is that, in OL, the player makes predictions and, in the statistical learning setting, the player outputs
an entire hypothesis. Still, note that during the game the player oracle for P at any round works as
a hypothesis: given a query in X, the player oracle computes a prediction in D. Namely, for each
t € [T] we define the hypothesis h;: X — D given by

hi(z) == PLAYER((z1, ..., %1, 2), (Y1, ..., y—1)), VreX.

In this way, we have that the regret of PLAYER w.r.t. a hypothesis h € H and to the sequences
(x1,...,27) € XT and (y1,...,yr) € YT (divided by T) is

1 <& LT
T ; L(he(xe), ye) — T ; L(h(z), yt)- (2.4)
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This way of viewing regret is enlightening. The second sum is an estimator'® of the risk of h w.r.t.
the probability distribution D, usually named empirical risk. Not only that, the above difference
vanishes as T grows in the case where PLAYER is guaranteed to have sublinear regret in 7. Thus,
the crux of most of the techniques to convert online player oracles to statistical learning algorithms
is how to build a final hypothesis from the set hi, ho, ..., hr of hypotheses generated by the player
oracle in a way that some guarantee on the risk can be derived from bonds on (2.4). Interestingly,
the hypothesis hr, the last one picked by the player in the game, does not necessarily has (with high
probability) low risk since it is harder to relate it to the expression from (2.4). Some techniques
used to build a final hypothesis are averaging the hypotheses (if possible) and picking a hypothesis
from hq,..., hp uniformly at random.

2.5 Online Convex Optimization

In this section we describe the online conver optimization setting, which may be seen as a special
case of the online learning setting. Let us first describe the setting in an intuitive way, leaving the
formalization for later. Recall from Section 1.1 that, throughout the text, E denotes an arbitrary
euclidean space (finite-dimensional real vector space equipped with an inner product), and we denote
its inner product by (-, -).

Similarly to the online learning setting, the OCO framework is a game played in rounds by a
player and its enemy. At round ¢, the player picks a point x; from a convex set X C E, and the
enemy picks, simultaneously, a convex function!f;: E — (—o0, +o0] from some set F. At the end of
the round, the player suffers the loss fi(x;). Similarly to the online learning setting, at round ¢ the
player knows the previous functions fi,..., fr—1 € F played by the enemy, and the enemy knows the
previous points x1,...,x;—1 € X picked by the player. The goal of the player is to minimize, in some
sense, the cumulative loss suffered along a sequence of T rounds. As one may already guess based
on the results and discussions from Section 2.3, minimizing the raw cumulative loss is impossible in
the case of adversarial enemy oracles. Thus, we shall define regret for OCO in a way analogous to
the regret of the online learning setting. Let us now formalize this setting.

Definition 2.5.1 (Online (convex) optimization instance). An online optimization instance is
a pair (X, F) where X C E is nonempty and F C (—oo, +oc]X is a set of functions such that!'®
X Cdom f for every f € F, and it is an online convex optimizaton (OCO) instance if X and
each f € F are convex.

Let C := (X, F) be an online optimization instance. We associate with C the function!6 OCOg,
which takes the following parameters:

e PLAYER: Seq(F) — X, which we call a player oracle;
e ENEMY: Seq(X) — F, which we call an enemy oracle;

e T € N, which we call the number of rounds or iterations,

and outputs a point in Seq(X) x Seq(F). As in the case of online learning, we define the function
OCOcg in an iterative way in Algorithm 2.3. For ¢t € N\ {0} we consider to be the ¢-th round the

'3Recall that the latter sum is a random variable by taking (z¢,y:) as w € Q +— (X (w), Yz(w)) for each t € [T], and
we only fixed w here to ease the discussion.

14We will use extended-real-valued functions, a convention justified in Chapter 3.

15We impose this condition on the effective domain of the functions since it would be mildly unfair to the player to
make her suffer infinite loss in a single round.

16 Although this function can be used for non-convex online optimization instances, we stick with the name OCO
since the convex case is our main focus, with sporadic mentions to online optimization in its general form.
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Algorithm 2.3 Definition of OCO¢(PLAYER, ENEMY, T)
Input:
(i) An OCO instance C,

(ii) player and enemy oracles for C denoted by PLAYER and ENEMY, respectively, and

(iii) a number T" € N of rounds.
Output: (z, f) € X7 x FT.
fort=1to T do
zy + PLAYER((f1,..., fi-1))
ft — ENEMY((xl, - 7$t71>)

return (z, f)

iteration of Algorithm 2.3 in which are defined the t-th elements of the sequence of points picked by
the oracles. Even though this is intuitive in Algorithm 2.3, one may get confused later in the text
when we define more complex algorithms and start talking about its actions on round t.

Definition 2.5.2 (Regret for online convex optimization). Let C := (X, F) be an online optimization
instance and let T € N. The regret of € X” with respect to f € F' and to a point u € E is
T

Regret(x, f,u) = Z(ft(xt) - ft(u)),

t=1
and the regret of £ € X7 wrt. f € FL and to aset U C E is

Regret(x, f,U) := sup Regret(x, f, u).
uelU

Moreover, let PLAYER be a player oracle for C and define a2} := PLAYER((f1,..., fi—1)) for
each t € [T]. Then, the regret of PLAYER with respect to f € 7! and to u € E is
Regret(PLAYER, f,u) := Regret(z’, f, u),
and the regret of PLAYER w.r.t. f € F7 and to a set U C E is
Regret(PLAYER, f,U) := Regret(z’, f,U).

Finally, let ENEMY be player and enemy oracle for C and define the pair of sequences (", f') ==
OCO¢(PLAYER,ENEMY,T). Then, the regret of PLAYER in 7 rounds w.r.t. ENEMY and to
u € E is

Regret$(PLAYER, ENEMY, u) := Regret(z”, f', u),

and the regret of PLAYER in T rounds w.r.t. ENEMY and to U C E is
Regret$-(PLAYER, ENEMY, U) := Regret(z”, f',U),
where we omit C from the notation of regret when it is clear from context.

It is interesting to note that the regret for online optimization is computed comparing the loss of
the player with that of fixed points, whereas in the case of online learning, regret is computed with
respect to the loss of other functions (or hypotheses). Although this may seem arbitrary at first, the
next theorem shows that the online optimization framework is a special case of the online learning
setting with a nature oracle which is just a constant function. On account of this nature oracle, each
hypothesis in the regret from online learning will evaluate to only one point. Thus, the regret for
these online learning problems is exactly the regret defined here for online optimization instances.
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Theorem 2.5.3. let C := (X, F) be an online optimization instance and define the online learning
instance P = ({0}, X, F, L), where!” L(z, f) := f(x) for every (x, f) € X x F. Moreover, let
PLAYERoco and ENEMY pco be player and enemy oracles for C, respectively, and let T' € N.
Then, there are nature, player, and enemy oracles NATURE, PLAYERr,, and ENEMY gy, for P,
respectively, such that

(0,z, f) = OLp(NATURE, PLAYERqL, ENEMYor, T), (2.5)

where (z, f) = OCO¢(PLAYERoco, ENEMYoco,T) and O is a properly-sized sequence with
all entries equal to 0. Additionally, for every u € E we have Regret(PLAYERoco, f,u) =
Regret(0, PLAYERoL, f, hu, L), where h,(0) = u.

Proof. Define the nature, player, and enemy oracles NATURE, PLAYERo1,, and ENEMY ¢, for P
by
NATURE(t) =0 for every t € N,
PLAYERoL(0, f) := PLAYERoco(f)  for every t € N\ {0} and f € F'=!, and
ENEMYor,(0, ) := ENEMY oco(x) for every t € N\ {0} and = € X'~1.

By the definition of these oracles and of the functions OLp and OCOg, it is clear that (2.5) holds.
Moreover, if  and y are as in (2.5), if u € E, and if h,(0) := u, then

T

T
Regret(PLAYERoco, f,u) = Z(ft(xt) — fi(u)) = Z(L(wt, ft) = L(u, f1))

t=1

(L(xtv ft) - L(hu(())v ft>)

N
Il
—

Il
E

I
A

= Regret(0, PLAYERoL, f, hu, L). 0

The above result formally proves what we had commented earlier: online (convex) optimization
is a special case of online learning. Still, what we want to do is to model problems from online
learning into the online conver optimization framework. The reason is that, as we are going to see in
later chapters, there are player oracles for online convex optimization instances which, under some
mild assumptions, have regret upper bounds which grow sublinearly with the number of rounds.
Some problems from the online learning setting fit almost seamlessly into the online optimization
setting. For example, the next proposition shows how to model online linear regression as an online
optimization instance. Not only that, one may note that if the loss function L in the proposition is
convex w.r.t. its first argument (that is, L(-, «) is convex for any a € R), the online optimization
instance given is actually an OCO instance. Later, we will see one reduction of a problem from OL
to OCO where convexity is essential.

Proposition 2.5.4. Let P := (R% R,R,L) be an instance of online linear regression and let
C == (R%, F) be a online optimization instance where

Fim {weRl s LwTa,y) s 7 € Rl y € R},

'"One may note that there are many instances of online learning in which the loss function only evaluates one of
the arguments at the other, which is the case here.
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Finally, let PLAYERoco be a player oracle for C, let W C R%, andset H := {z € R = w'z : w € W}.
Then, there exists a player oracle PLAYERr, for P such that, for any T" € N and any se-
quences * € (RHT and y € (R)T, there is f € FT such that Regret(x, PLAYERoL,y,H) =
Regret(PLAYEROCO, f, W)

Proof. For every x € R? and 5 € R, define the function flew): R? — R by flay) (W) = L(w"z,y) for
every w € R?. Moreover, define the player oracle PLAYERQy, for P by

.
PLAYERoL (%, y) = PLAYERoCO ((fz101)s - - -+ f o 1w 1))) TT

for every T € N, and all sequences € (R and y € (R)7.
Set hy(z) == w'x for each z € RY. Let T € N, let € (R)T, let y € RT, and define

dy = PLAYERoL(®1:, Y1:¢-1) for each ¢ € [T7,
Ror, = Regret(x, PLAYERoL, y, hyw, L),

fr = farw for each t € [T7,

w; = PLAYERocO(f1:4-1) for each t € [T).

Let w € R%. In this case, we have,

T T T
ROL_ZLdtayt ZL :ZLwtl‘tayt ZLU} xtayt
t=1 t=1 t=1 t=1
T
= Z Fargy (W) = Fapyn (w) = Regret(PLAYER0CO, f(zy), w)- O
t=1

Let us look at one final example of an online learning problem which can be easily modeled as
an online convex optimization problem. One may note that in this case convexity is fundamental
for the reduction to yield an interesting relation between the regret of both instances. Consider an
instance of the prediction with expert advice problem P = (AF, A,Y, L) such that A is convex and
L is convex w.r.t. its first argument. This case is interesting because the player can pick a convex
combination of the experts’ advice and still have some information about the loss incurred by this
point. Without any structure on A, the player is virtually forced to decide to follow only one of
the experts at each round (unless the player has some kind of prior information about the game),
and the enemy can exploit this fact, as we have seen earlier in the impossibility results. The next
proposition shows that player oracles to a closely related online convex optimization problem yield
player oracles for this convex version of the prediction with expert advice problem. Recall from
Section 1.1 that if E is a finite set, then Ag == {p € [0,1]¥ : 1Tp = 1} denotes the simplex on the
space RF.

Proposition 2.5.5. Let P := (A¥ A, Y, L) be an instance of prediction with expert advice such that
A CEisaconvex set and L: A x Y — R is convex w.r.t. its first argument'®, and let C := (A, F)
be an OCO problem where

F={peR¥ —splc:ce[-1,1)F}.

Finally, let PLAYERoco be a player oracle for C, let U := {¢; € {0,1}” : i € E}, and define the
hypothesis set H := {x € AF s 2(i) : i € E}. Then, there exists a player oracle PLAYERqr, for P
such that, for any 7 € N and any sequences « € (AF)T and y € Y7, there is f € F' such that
Regret(x, PLAYERoL, y, H) < Regret(PLAYERoco, f,U).

¥ That is, L(-,y) is convex for any y € Y.
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Proof. For every x € AP and y € Y, define ¢(x,y) € [-1,1]¥ by
(c(w,y)). = L(x(e),y),  Vee E.
Define the player oracle PLAYERy, for P given for every T € N, z € X7, and y € Y7~ by
PLAYERoy(z,y) = PLAYERoco(f') "z, where f' € FI=1 is given by
fi(2) = c(zs,y;) " for each z € R¥ and t € {1,...,T —1}.

Let T € N, and let both € (A¥)T and y € Y7 be arbitrary sequences of length 7. Moreover,
define

di = PLAYERoOL(® 1.4, Y1:4-1), vt € [T7,
fi(2) = ez, y) T2 Vz e RE vt e [T7,
z = PLAYERoco((f1,-.., fi—1))  VzeRE vte|T].

Finally, let i* € E, define h(z) := x(i*) for every z € A¥, and set Ror, := Regret(x, PLAYERoL, y, h).
Then,

M=

Ror = ) [L(ds,ye) — L(x4(i%), ye)]

o~
Il

1

[L(z] 24, y1) — L(z(i), 1)) by the def. of PLAYERQ,

I
]~

“
I
—

M=

[(Z zi(e)L(x(e), yt)> — L(x(1%), yt)] by the convexity of L(-,y)
ecE

o~
I

1

)TZt — c(xy, yt)Tei*] by the def. of ¢(zy, yt)

Il
M=

[C(l‘t, Yt

o~
Il

1

I
[M]=

[fi(zt) — fi(eir)] = Regret(PLAYERoco, f, €i+) by the def. of f;. O

“
Il
—

2.6 From Online Learning to Online Convex Optimization

As we have seen on the previous section, online optimization is a special case of online learning.
However, this remark is of no practical help since in simple online learning instances it is already
impossible for the player to attain sublinear regret (see Proposition 2.3.3, for example). Thus, it is
more interesting to investigate how to go the other way around: model online learning instances into
online optimization instances, or at least use algorithms from the latter to tackle instances from the
former. In fact, we want to devise player strategies for OL problems using algorithms from online
conver optimization since, for the latter, there are algorithms for the player which attain sublinear
regret under some mild assumptions. In this section we will look at two major strategies which allow
us to use players for OCO instances to obtain players for OL instances. The first is to use, at each
round, a convex function to emulate the loss function with the current query point from nature, and
use such functions in an OCO player oracle. Such convex functions are sometimes called surrogate
loss functions [69]. The second technique which we look at is randomization, that is, letting the
player randomize her choices with random bits which the enemy does not have access to. However,
this latter technique brings some subtleties to the setting which need to be handled carefully and
which we discuss later in this section.
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2.6.1 Surrogate Loss Functions

An online learning instance may be harder to model as an OCO instance if the loss function is not
convex w.r.t. its first argument. For example, Proposition 2.5.4 shows that linear regression fits
seamlessly into the online optimization framework. However, if the loss function is not convex w.r.t.
its first argument, we cannot guarantee that the functions from F as defined in the statement of that
proposition are convex. Thus, the oracles devised for OCO instances would not be usable in this
case. Still, not all hope is lost. In Proposition 2.5.4, the functions of the online convex optimization
instance are built in a way that the regrets of the OL and OCO instances (each with the proper
arguments) are equal. But we do not need equality to hold, because we only want to upper bound
the regret of the OL instance by the regret of an OCO instance, as in Proposition 2.5.5, since for
the latter there usually are player oracles with low regret guarantees. Therefore, building an OCO
instance with functions which upper bound the loss of the OL instance, the surrogate loss functions,
may already yield good regret guarantees. Before giving a rough idea of this technique in the general
case, let us look at an application of this idea to the problem of online binary classification.

Proposition 2.6.1. Let!? P := (X,{0,1},{0,1}, L) be an online binary classification instance with
L(d,y) == [d # y] for every d,y € {0,1}, and let H C {0,1}* be a finite hypothesis set for P.
Moreover, define the set F = {w € R* = [vTw —a| : v € {0,1}", a € {0,1}}, the online convex
optimization instance C := (A, F), and let PLAYERpco be a player oracle for C. Then, there
is a player oracle PLAYERQy, for P such that, for every T € N, and all sequences € X’ and
y € {0,1}7 there is f € F! such that

T
Regret(z, PLAYERoL, y, h) < Regret(PLAYERoco, f,en) + Z L(h(ze), ye), Vh e H. (2.6)
t=1

Proof. Define v: X — R* by v(z);, = h(x) for every x € X and h € H. Set
F(z,y,w) = 2w v(z) —yl, VYw e R Vo e X,Vy Y.

Moreover, define the player oracle PLAYERqr, for every 7' € N\ {0}, and all sequences € X' and
y € {0,1}" " by

PLAYERoL(z,y) = [PLAYERoco(f) Tv(zr) > 1/2],
where ft(w) = [PLAYER'OL(wl:ta yl:t—l) 7é yt]F(xb Y, ) vt € {17 s 7T - 1}

Let T € N\ {0}, let z € X7 and let y € {0,1}7. Additionally,define, for every t € [T],

dy = PLAYERoL(®1:4, Y1:4—1)

fo = [di # ye] F (¢, 91, ),
and wy = PLAYERoco(fl;t_l).

Let t € [T]. If d; = y;, we have L(ds,y:) = 0 = fi(w;). On the other hand, suppose d; # ;. By
definition, we have d; = [w] v(x;) > 1/2]. Thus, either w; v(z;) > 1/2 and y; = 0, or w; v(zy) < 1/2
and y; = 1. In any of these cases, we have |w] v(x;) — y¢| > 1/2, that is, fi(ws) = 2lw] v(2s) — ye| >
1 = L(dy, yt). Therefore,

fe(we) > L(dy, yt), vt € [T]. (2.7)

19Note that X does not need to be finite in this case.
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In words, the functions fi,..., fr at the points picked by PLAYERoco upper-bound the losses of
PLAYERor. Moreover, for every ¢ € [T'] we have

felen) = [de # yil2leqv(xe) — yel = [de # ye)2|h(we) — ye < 2L(h(e), 1),  VheEH.  (28)

Finally, let h € H and set Ror, := Regret(x, PLAYERQL, y, k). Therefore,

T (2.7) T T
Ror =Y (L(de,ye) = L(h(xe),y) < Y (felwe) = 2L(h(we),9e)) + Y L(hle), yr)
t=1 t=1 t=1
(2.8) T
< Regret(PLAYERoco, fen) + Y L(h(x1), ye). O

o~
Il
—

One may be wondering if the extraneous loss term on the above bound ruins its usefulness. Note
that in the realizable case (see Section 2.1), there is a hypothesis A* in the hypothesis set which
zeroes out this extra loss term. Thus, by taking h = h* in (2.6), the proposition shows that the
regret?Y of the OCO player w.r.t. the point ej= upper bounds the number of mistakes made by the
player from the online learning game. Additionally, for each h € H one may note that the bigger the
value of Zthl L(h(xt),y:) in the above proposition, the harder it is to interpret or use the above
bound. Thus, if there is no hypothesis which models reasonably well the queries from nature and
the answers from the OL enemy, then the above bound is not very informative.

Let us now give a rough idea of the technique for the general case. One may find it helpful to
keep in mind the above proof while reading the remainder of this section. Let P := (X, D,Y, L)
be an online learning instance, let % C D be a hypothesis set, and let C := (S, F) be an online
convex optimization instance, where S C E. A strategy of building surrogate functions for P on C
goes as follows: first, we know a player oracle PLAYERoco for C. Then, we define a player oracle
PLAYERoy, for P for every T € N\ {0}, every & € X7, and every y € YT, by

PLAYERoL(%, y1.7-1) = G(PLAYERoco(f1.7-1),

where G: S — D and f = f(z,) € FT are carefully crafted to upper bound the loss function on
the points picked by the player (and may depend on the hypothesis set H, as we shall see). More
specifically, for every T € N\ {0}, and all sequences « € X” and y € Y7, we want the following to
hold:

L(de,ye) < fi(se), vt e[T], (2.9)
where, for every ¢ € [T],

ft = (f(w,y))t7
st = PLAYERoco({(f1,---, fi-1)), (2.10)
di == PLAYEROL(<$17 s 7$t>7 <y17 s 7yt71>)‘

Let NATURE and ENEMY g1, be nature and enemy oracles for P, define

(z,d,y) == OLp(NATURE, PLAYERo, ENEMY (L),

200r, actually, the loss of the OCO player, since fi(en+) = 0 for each t € N, where T € N, H, and f € R* are as
in Proposition 2.6.1.
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and define the sequences f € FZ and s € ST as in (2.10). If (2.9) holds, the loss of PLAYERQL
can be upper bounded by the loss of PLAYERpco against an enemy which plays the sequence of
functions f (which depends on the sequences « and y from the OL game), that is,

T T
D Lldy) <) filse).
t=1 t=1

Although this guarantees a bound on the raw cumulative loss of PLAYERQy,, the property on (2.9)
is not enough to bound the regret since we do not have a bound on the cumulative loss of the
hypotheses in #H, that is, a lower bound on Ethl L(h(z¢),y:)) for each h € H. To obtain a bound
on the regret, the functions in the sequence f must lower bound the loss of the hypotheses from H
when evaluated in some set Uy C [E. That is, for each h € H, there must be u € E such that

L(h(zt), ) > fi(u), vt € [T]. (2.11)
If the above inequality holds, then, it together with (2.9) imply that there is Uy C E such that
Regret(xz, PLAYERoL, y, H) < Regret(PLAYERoco, f, Ux)-

For example, in Proposition 2.6.1, we have (2.7), which is analogous to (2.9). However, in the
proposition we were not able to cleanly obtain an inequality like (2.11). In fact, note that the
extraneous cumulative loss term on the bound from Proposition 2.6.1 originates from (2.8), which is
a weaker version of (2.11).

2.6.2 Randomization

Recall that Proposition 2.3.3 shows that for simple instances of prediction with expert advice it
is impossible to find a player oracle which attains regret sublinear in the number of rounds. That
proposition relies on the possibility of the enemy predicting exactly which is the next player prediction
in the online learning setting. What if, instead of making predictions deterministically, the player
decided only on a probability distribution over her possible predictions, and left the actual choice for
randomness to take care of? Let us take the online binary classification case as an example. Given a
query, the player may think that there is a 60% chance of it being from the class 1, for example. If
the player decides to deterministically pick the class in which she is more confident, the enemy will
be able to exploit that. If, instead, we flip a biased coin which the enemy does not have access to,
we take away part of this advantage. Randomizing the choices seems even more appealing when
we have a greater number of choices and the confidence that the player has about each choice is
small. In view of this discussion, we can change the model to allow the player oracle in the online
learning setting to randomize its predictions, and restrict the access to information of the enemy
oracle: it will not have access to the “random bits” played. For example, consider a player oracle
in the prediction with expert advice problem that, instead of choosing an expert deterministically,
samples one from some probability distribution. The key here is that the enemy is able to simulate
this player oracle and see the probability of each expert being sampled that round, but the enemy
does not know which expert gets sampled before making a decision.

Formally, let P := (X, Y, D, L) be an online learning instance such that ¥ and D are each equipped
with a o-algebra?! and such that L is measurable. Additionally, let (Q2,3,P) be a probability space.

2If D is a finite set or R, there are natural o-algebras over them. Namely, the power set of D and the (Borel)
o-algebra generated by the open intervals in the real line, respectively. Whenever we are in one of these cases,
we assume D is equipped with such a o-algebra, unless stated otherwise.
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A randomized player oracle for P is a function PLAYER: Seq(X) x Seq(Y) — D such that
every function F': 0 — D in the image of PLAYER is measurable, that is, F' is a random variable
over (2,%,P) that takes values in D. In Algorithm 2.4 we overload the definition of OLp for
randomized player oracles, making it clear which information each oracle has access to. Moreover, in
the definition of OLp for randomized player oracles we also naturally suppose that ENEMY is a
measurable enemy oracle for P, that is, we assume that for each '€ N\ {0} and every z € X7
be have that ENEMY (z, -) is a measurable function from Y7 =1 to D. Finally, the definition of
regret for randomized player oracles is similar to the definition of regret for deterministic player
oracles seen earlier. Note, however, that the function Regret for online learning becomes a random
variable in the case of randomized player oracles (given that the enemy oracle is a measurable enemy
oracle and that the loss function is measurable).

Algorithm 2.4 Definition of [OLp(NATURE, PLAYER, ENEMY, T)](w) (overloading OLp)
Input:
(i) An OL instance P = (X, D,Y, L) such that D and Y are each equipped with a o-algebra
and L is Borel measurable,

(ii) nature and measurable enemy oracles for P denoted, respectively, by NATURE and ENEMY,
(iii) a randomized player oracle PLAYER on a probability space (2,3, P),
(iv) a number T € N of rounds, and
(v) an elemente w € 2 (the “random bits”).
Output: (z,d,y) € X7 x DT x YT,
fort=1to T do
xy < NATURE(t)
Dy <~ PLAYER ({21, ..., 2¢), (Y1 (w), ..., Yi—1(w)))
Yi(w) <= ENEMY ((z1,...,2), (D1(w), ..., Di—1(w)))

return (x, (D1 (w),...,Dr(w)), (Y1(w),...,Yr(w)))

Let us revisit the prediction with expert advice problem. On Proposition 2.5.5, we have looked
at the expert instances on which the loss function was convex w.r.t. its first argument and the
advice set was convex. In this case, it was enough to have a player oracle for the OCO instance
C = (Apg,F), where E is the set of experts and F is a set of linear functions, to build a player
oracle for the original experts problem with the same regret guarantees. The next proposition shows
how to build a randomized player oracle for the experts problem from a player oracle for the OCO
instance C such that the expected regret on the experts’ problem is the same as the regret of the
player for C against a properly chosen enemy.

Proposition 2.6.2. Let P = (A¥ A Y, L) be a prediction with expert advice problem such that
A and Y are each equipped with a o-algebra and L is measurable. Moreover, let C := (Ag, F) be an
OCO instance where
F={peRV =plc:cec[-1,1]F}.

Finally, let PLAYERoco be a player oracle for C and let U = {e; € {0,1}¥ : i€ E}. Then,
there exists a randomized player oracle PLAYER(, for P such that, for any T" € N and any
sequences x € (AP)T and y € Y7, there is f € FT such that E[Regret(x, PLAYERoL,y, H)] =
Regret(PLAYERoco, f,U), where

Proof. For every x € AE and y €Y, define c(z,y) € [-1, 1]E by
(c(z,y))e = L(z(e),y), Ve€E.
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Let (£2,%,P) be a probability space such that, for each T € N\ {0} and p € Ap, there is an
independent random variable?? I,: Q@ — E such that P(I, = e) = p, for each e € E. Finally, define
the randomized player oracle PLAYERqr, for P given, for every T € N, z € X7, and y € Y7~ ! by
[PLAYERoL (2, y)|(w) == 27(Ip, (w)) for each w € Q, where
fi(2) = c(xp,y) Tz forall ze R¥ and t € {1,...,T — 1} and
pr = PLAYERoco(f).
Let T€N, z € X7 and y € Y. Moreover, for each t € [T] define
fi(2) = c(a, yt)Tza Vz € RY,
pt = PLAYERoco (f1:t-1),
Dy == PLAYERoL(®1:4, Y1:4-1)-

Let t € [T]. Note that Dy = x¢(Ip,(+)). Thus, P(D; = z¢(e)) = P(I,, = e) = pi(e) for each e € E.
Since y is fixed, we have

L(Dy, yt) Zpt Zpt c(we, yo)l(e) = pf e(xe, ye) = folpr)-

eeE ecElR

With that, by setting Ror, := Regret(xz, PLAYERoL, y, H) we have

T T T T
E[Row] = E| Y L(De, ) — min > Llai(0), )| = S EIL(De, )] = min - Liwe(i), ue)
t=1 A t=1 =
T
= Z fi(pe) — miant(ei) = Regret(PLAYERoco, f,U). O
t=1 eEA

We have claimed that the above proposition shows that a player oracle for an OCO instance
with low regret guarantees was enough to build a randomized player oracle for the experts problem
with good guarantees on the expected regret. However, as one might have noticed, there is a catch.
The above proposition proves an upper bound on the expected regret of the randomized player
oracle against fized sequences of enemy choices. In other words, the above proposition only proves
that such a player oracle has low expected regret against enemies which are oblivious to the choices
of the player. This nuance might be often overlooked, but we find extremely insightful to deeply
understand it. Thus, let us discuss this issue more formally.

Let P := (X,Y, D, L) be an online learning instance such that ¥ and D are each equipped with
a o-algebra and L is measurable, and let NATURE, PLAYER, and ENEMY be nature, player, and
measurable enemy oracles for P, respectively. Let H C DX, let T € N, and suppose there is a € R
such that

Regret(xz, PLAYER, y, H) < a, Ve e XT vy ey?. (2.12)
The above bound, which is of the same type as the bound on Proposition 2.5.5, guarantees an upper
bound of & on the regret of PLAYER against NATURE and ENEMY. To see this, note that if we

set
(a:, d, y) = OL'])(NATURE, PLAYER, ENEMY, T),

we can plug such sequences x and y into (2.12) to obtain a bound on the regret of the player oracle
in this game. Let us now look at what happens if we have a bound as the one in Proposition 2.6.2.

228ince E is finite, it is a measure space when equipped with its powerset as its o-algebra.
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Namely, let PLAYER be a randomized player oracle for P on a probability space (2,3, P), and
suppose there is 8 € R such that

E[Regret(z, PLAYER, y,H)| < 3, Vxec X' vyeY’. (2.13)

Even though (2.12) and (2.13) are similar, the latter does not directly yield a bound on the expected
regret of PLAYER against NATURE and ENEMY. To see this, define

(z,D,Y) := OLp(NATURE, PLAYER, ENEMY, T)

and let t € {2,...,T}. Note that Y; is a function of @1, and D11, and since the latter are random
variables (since ¢ > 1), we have that Y; is a random variable. That is, we cannot plug Y in the place
of y in (2.13). Thus, (2.13) only applies directly in the cases where ENEMY is oblivious (to the
choices of the player), that is, when

ENEMY (x,d) = ENEMY (z,d') VT € N\ {0},Ve € X7 ,vd,d € DT

In words, an oblivious enemy oracle only depends on the nature queries, without taking into account
in his decisions the choices of the player. An extreme case of obliviousness is when the enemy oracle
only depends on the length of the sequence of queries from nature (i.e. the number of the current
round). In this latter case, the oblivious enemy oracle already knows which points it is going to pick
at each round even before the game begins. Oblivious enemies are not any longer functions of the
specific choices of the player, only of the nature queries, which are deterministic. Thus, the bound on
(2.13) can be applied for games where the randomized player oracle plays against oblivious enemies.

At first sight, devising randomized player oracles with low expected regret against oblivious
enemies seems much easier than devising such oracles to work against general/adaptive enemies.
Surprisingly, it seems that in most online learning problems, a player oracle which is guaranteed to
attain low expected regret against any oblivious enemy is also guaranteed to attain low expected
regret against adaptive enemies. For example, [24, Lemma 4.1] states that in the prediction with
expert advice, if a randomized player oracle which only chooses actions suggested by one of the
experts (which is the usual case) has expected regret against any oblivious enemy bounded by S € R,
then the expected regret against adaptive enemies is also bounded by 5. However, it is not clear
how to adapt the arguments from the proof of [24, Lemma 4.1] to the framework we present here
since, for example, the lemma By Cesa-Bianchi and Lugosi focuses on the experts’ problem.

Still, it seems that the claim that a player oracle which performs well against any oblivious
enemy also performs well against any adaptive enemy should hold for more general online learning
problems. For example, if the set Y from where the enemy makes his choices is countable, then using
expectations conditioned on the choices of the enemy and the law of total expectation seems to prove
this claim. Additionally, in |28, Section 3|, the authors prove that randomized player oracles for
the online optimization setting whose random variables picked by the player are all independent??
and that have low expected regret against oblivious enemies also have low expected regret against
adaptive enemies. It seems that since the nature oracle for any OL instance is deterministic, this
result should be extensible to the online learning setting almost seamlessly. However, some arguments
used in the proof of |28, Theorem 3.1| do not seamlessly translate to the framework presented in this
text (in particular, the application of their induction hypothesis).

Finally, this “equivalence” between the power of players for adaptive and oblivious enemies does
not seem to hold for an online learning framework with bandit feedback [10], that is, the player
oracle only receives the loss it suffered on past rounds, not the points picked by the enemy as in the
classical online learning setting. Thus, having a clear proof for our framework of the claim discussed
above and looking at the arguments that do not hold for the bandit setting may be very insightful.

2Which we suppose for the randomized player oracles of this section.
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2.7 A Closer Look at Regret

On Section 2.3, we have shown that looking only at the raw cumulative loss of the player oracle in
general does not give us much information about the quality of its predictions and proposed regret
as a better quality measure. On that same section, we also discussed the intuitive meaning of the
regret of a player oracle w.r.t. a comparison hypothesis h: X — D: it measures how “sorry” the
player is for not using h to pick his decisions throughout the game. However, this intuition is not
entirely accurate.

Let us formalize our discussion before continuing. Let P = (X, D,Y, L) be an online learning
instance. Moreover, let NATURE, PLAYER, and ENEMY be nature, enemy, and player oracles
for P, respectively, let T" € N, and define

(z,d,y) = OLp(NATURE, PLAYER, ENEMY, 7).

Then, the regret of PLAYER w.r.t. a hypothesis h: : X — D is

T T
Regret(NATURE, PLAYER, ENEMY A) = > " L(dy,y¢) — Y L(h
t=1 t=1

Note that, when we say “(...) [regret] measures how sorry the player is for not using h to pick his
decisions throughout the game”, we are assuming that, even if the player had used h to make her
decisions, the enemy would still pick y as he sequence of the points for the game. In other words,
this intuition assumes that

ENEMY(:BLt, d1;t_1) =Yt = ENEMY(:BLt, <h(l’1), h(xz), ey h(]:t_l»), Vit € [T]

The above holds in particular if the enemy oracle is oblivious, i.e. if the enemy oracle does not
adapt to the player’s choices (see Section 2.6.2 for the formal definition and further discussion about
oblivious enemy oracles). Still, the above equation does not hold for general enemy oracles. This
does not nullify the search of low-regret player oracles, which has been a strong focus of research in
online learning and online convex optimization [36, 67]. Besides, the classic notion of regret yields
interesting connections with other areas, such as game theory [24]| and statistical learning theory |36,
Chapter 9]. Nevertheless, it is still useful to look at the idea of policy regret, a stronger notion of
regret introduced in [5] which better reflects the intuition we gave previously.

Let P := (X, D,Y, L) be an online learning instance. Moreover, let NATURE, PLAYER, and
ENEMY be nature, enemy, and player oracles for P, respectively. Finally, let 7" € N and define

(z,d,y) = OLp(NATURE, PLAYER, ENEMY, T).

Then, the policy regret of PLAYER against ENEMY in 7" rounds (w.r.t. NATURE and a hypothesis
h: X — D) is

T T

PRegret(NATURE, PLAYER, ENEMY, b, L) := > L(ds, y) — Y L(h(2), ENEMY (214, 1:-1)),
t=1 t=1

where u := (h(z1), h(x2),...,h(xr)). One may note that the main distinction between the definitions

of regret and policy regret is in the second summation in the above definition. As we have discussed,
we are now comparing the loss of the player with the actual loss she would have suffered had she
made her predictions according to the hypothesis A. Unfortunately, this notion of regret is too strong.
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From Cover’s impossibility result?* (Proposition 2.3.3), we know that there is no deterministic player
oracle which attains sublinear policy regret in general. However, even randomized player oracles
have no hope of attaining sublinear (in the number of rounds) expected policy regret.

Theorem 2.7.1 (Based on [5, Theorem 1]). Let P := ({1,2}%{1,2},[-1,1]% L) be a prediction
with expert advice problem, where? L(d,y) = yq for every d € {1,2} and y € Y. Let PLAYER
be a randomized player oracle for P on a probability space (€2, %, P). Then, there are nature and
measurable enemy oracles NATURE and ENEMY for P, respectively, such that, for any 7" € N\ {0}
and for the hypothesis set H = {x € {1,2}? +— z; : i € {1,2}}, we have

T-1

max E[PRegret;(NATURE, PLAYER, ENEMY, h)] > ~— —.
€

Proof. Let y € {1,2} be such that

P(PLAYER(((1,2)"), ()) = ) >

N | =

One exists since the player is bound to make a choice from a pool of 2 options. Moreover, define
nature and enemy oracles NATURE and ENEMY by ayvgg for P, respectively, by

NATURE(t) == (1,2)T for each t € N,
ENEMY}, sver(®,d) == [t > 1 and d; = y|1 for each t € N, x € ({1,2}?)!, and d € ({1,2}?)"".

Note that for any 7' € N\ {0} and any x € (A®)”, we have that ENEMY?}, ,yur (T, ) is a constant
function on AT~! and, thus, measurable. Let T' € N, and define

(z,D,Y) := OCO»(NATURE, PLAYER, ENEMY?, ,yur: 7).

By the definition of the enemy oracle ENEMY} the player suffers a loss of 1 at every round

PLAYER?
(except for the first) if she picks y on the first round, and suffers a loss of 0 otherwise. Thus,

r T-1

E[ > L(DLY)] = (T = DP(Dy = y) = ——.
t=1

Let z € {1,2} \ {y}, set h.(z) = x, for every = € {1,2}?, and define

u = (hy(x1), ho(z2), ..., ho(x7)).

Then, u; = h,(x1) = 21(2) = 2z # y. Hence, by definition,

ENEMY 7}, aver(®1:t, w14—1) = 0 for each t € [T

T
= ) L(hz(21), ENEMY}, 4 ypn (@14, t14-1)) = 0.
t=1

Since h, € H, we are done. O

24 Although Cover’s result is about regret, the enemy built in the statement of the proposition is oblivious. Thus,
one can check that regret and policy regret are equal for such an enemy, and the result holds for policy regret.
25Note that L is measurable.
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Even though the original result from [5] is slightly more general, this version of the theorem
which looks at a specific instance of the prediction with experts’ problem can be easily compared to
Cover’s impossibility result (Proposition 2.3.3). Additionally, by Proposition 2.6.2 we know that
the randomized experts problem can be reduced, in some sense, to an online convex optimization
instance over the simplex. For this latter OCO problem, we are going to see that there are player
oracles which attain regret sublinear in the number of rounds. This shows that policy regret is way
harder to handle than the traditional notion of regret.

Policy regret is not the focus of our text, so we limit its discussion to this section. Still, we
point the reader who is interested in policy regret minimization to [5] and [22]|. Interestingly, in
both of these papers the authors obtain more interesting results when the enemy is oblivious to
“old” rounds, that is, the enemy is a function only of the last ¢ rounds, where c¢ is some constant.
Finally, there are some other variations of regret which are useful for some problems and in some
applications of online learning to other fields. For more information on different regret variations,
see |24, Sections 4.4 and 4.6].
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Chapter 3

Convex Analysis, Optimization, and
Duality Theory

It is not surprising that the description and analysis of most algorithms for online convex optimization,
which is the focus of the remainder of the text, heavily relies on ideas from convex analysis and
optimization. Even though the early developments in OCO could be seen in a mostly self-contained
way, the field has recently been experiencing a more coherent and unified progress, mainly due to the
use of powerful ideas from convex analysis and optimization, chiefly the ideas from convex duality
theory based on the Hyperplane Separation Theorem and on Fenchel conjugates of functions. The
presentation of the algorithms on next chapters follows this latter trend since it reveals interesting
insights about the inner-working and connections among OCO algorithms. However, simply requiring
the reader to have a background on convex analysis heavily restricts the accessibility of this text.

In this chapter we overview the main concepts from convex analysis which we use throughout
the remainder of the text, with a focus on building intuition. The presentation of this chapter aims
to be of use for both proficient and inexperienced readers when it comes to convex analysis. For
the former group, this chapter serves as a revision of the main concepts from convex analysis we
use throughout the text, together with some proofs of more specific results which are used on later
chapters. For those who are having one of their first contacts with convex analysis through this text,
we aim to build most of the intuition necessary to understand the descriptions and analyses of the
main algorithms presented in this text. For the sake of conciseness and simplicity, we do not prove
many results that we state in this chapter, although leave references the interested reader in such
cases.

Recall from Section 1.1 that, throughout the whole text, E denotes an euclidean space (finite-
dimensional real vector space equipped with an inner product) whose inner product we denote by (-, -).
Moreover, throughout the remainder of the text we equip R? with the euclidean inner product
(z,y) € RIxR? = 2Ty, and we equip S? with the trace inner product (X,Y) € S?xS?% — Tr(XY).
Finally, this chapter is mainly based on [59], although it also draws from many other sources such
as [15, 17, 18, 55|

3.1 Convex Sets and Functions

A set C CEis convex if Az + (1 — )y € C for any A € [0,1] and any z,y € C, and C is affine if
Ax+ (1 =Xy € C for any A € R and for any z,y € C. That is, a set C C E is convex if and only if,
for any x,y € C, the line segment (between z and y) given by [z, y| = { Az + (1 = Ny : A € [0,1]}
is entirely contained in C. Moreover, a set C' C E is affine if the line that passes through any
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two distinct points z,y € C is contained in C. Note that intersections of convex (affine) sets are
convex (affine).

Let us now define convez functions. We do so by looking at the set formed by the graph of the
function, in some sense. This way of looking at functions is useful since results and concepts for
convex sets can often be translated into analogous results about convex functions almost seamlessly.
Formally, let f: S — R where S C E. The epigraph of f is the set

epif ={z®peSOR: f(z) < p},

and f is convex if epi f is convex. That is, the epigraph of a function f is the set built by taking
the graph of f and extruding it upwards. On Figure 3.1 we present a graphic representation of the
epigraph of a two-dimensional function.

f(z)

= dom f X

Figure 3.1: Illustration of the epigraph of a (non-convex) function f.

In this text we will follow the same convention used in [59]: all functions we deal with can be
evaluated everywhere in [E, even though they can take on infinite values. The arithmetic properties
of 400 (which we often denote simply by co) and —oo that we use are the same the author of [59]
uses. Namely,

a—+o0o=400+a=+o00 and a—00=—-00+a=—00 for all @ € R,
a(+o0) = (—I—oo)a = (—I—oo) and  a(—o0) = (—o0)a = —00 for all o € Ry,
a(400) = (+oo0)a and  a(—o0) = (—o0)a = +oo for all « € —R 4,
0(400) = (4+00)0 = and  0(—00) = (—00)0 =0,

+00 + 00 = (400) and —o0 — 00 = —00,
inf @ = (4+00) and sup @ = —oc.

We note that the expressions 400 — 0o and —oo 4+ 0o are not define and, thus, are utterly avoided.
We do not lose any generality with this assumption over the values functions can take since
a convex function f defined only in a subset S C E can be extended by setting f(z) = 400 for
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every x € E\ S. This extension preserves the epigraph and, thus, convexity. The usefulness of this
convention is that it makes many proofs and results less technical, just needing, in some cases, some
care with the (non-)finiteness at some points. The (effective) domain of f: E — [—oo, +0o0] is
dom f:={xz € E: f(z) # +oo} (see Figure 3.1 for an example of effective domain of a function).
While +00 is used to indicate places outside the domain of f, functions which take the value —oo
somewhere are, in some sense, pathological. Not only that, we want to avoid dealing with functions
which are infinite everywhere. Thus, we will almost always deal with proper functions: a function
fi:E — [—00,400] is proper if epi f is nonempty, that is, dom f is nonempty and f(x) # —oo for
every = € E.

Finally, one can prove that a function f: E — (—o0, +0o0] is convex if and only if it satisfies the
more familiar condition

FOz4+ 1 =Ny) <Af(@)+Q=Nf(y), Vo,yeE VYAelo,1].

Even though intuitive, the above characterization of convex functions may be hard to show convexity
of some given function. The next lemma will be useful later on to show convexity of two-times
continuously differentiable functions.

Lemma 3.1.1 (59, Theorem 4.5] or [15, Corollary 2.1]). Let f: R? — (—o0,+00] be a proper
two-times continuously differentiable on dom f function such that dom f is convex. Then f is convex
if and only if V2f(x) = 0 for any = € dom f.

Some functions are very useful when stating or proving convex analysis results. For any set C' C E,
define

e the indicator function 6(-|C) of C by d(z|C) := 0 for every x € C and §(z |C) = +oo for
every x € E\ C, and

e the support function 6*(-|C) of C C E by 6*(z|C) := sup{ (y,z) : y € C}.

The best way to build intuition about indicator functions is by looking at its epigraph. For example,
the epigraph of §(- | [—1,1]) is simply the (infinity) rectangle on R? formed by taking the segment
from (—1,0) to (1,0) and extruding it upwards (i.e., in the direction (0,1)). More generally, if C C E,
then the epigraph of §(- | C) it is the set C' embedded in the hyperplane E & 0 and extruded in the
direction 01 € E® R.

The intuition on the support function for a convex set C' C E, on the other hand, is better
pictured in a different way. Namely, let a € C be such that 3 := 6*(a| C) is finite. For every 8 € R
we have the hyperplane H(B) = {z € E: (a,x) = 8}, and two associated (closed) half-spaces

H=B) ={ze€l: (a,z) < B} and HZ(B) ={z €R: (a,z) > B}

which, in some sense, divide E in two almost disjoint sets. In particular, H(f) is also a hyperplane,
and by the definition of support function, we have {a,z) < 6*(a|C) = j for every x € C, that is, we
have C C H=(j3). Thus, H(j3) is such that the set C is entirely contained in one of its half-spaces.
Not only that, by the definition of support function we have 8 = inf{3 € R: C C H(B)}. In words,
B is the minimum value of 8 € R such that C in contained into one of the half-spaces associated
with H(f). Finally, on Section 3.4 it will become clear why the notations for indicator and support
function are similar.

Given a set S C E, we are sometimes interested in the smallest set with some property that
contains S. For example, the smallest affine set that contains S tells us, in some sense, if we could

fit the points of .S in a space of smaller dimension. For any S C E, define
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o aff S:=V{M CE:SCM and M is affine}, called the affine hull of S;
e convS:=({C CE:SCC and C is convex}, called the convex hull of S.

Even though the above operations will not be used very often in the remainder of the text, they are
important in some results and definitions that we see in this chapter. However, one may find it hard
to have much intuition on the hull operations with the definitions given above. The following result
shows an easier way to see the hull operations: the affine (convex) hull of a set S C E is the set of
all affine (convex) combinations of finite subsets of points in S.

Proposition 3.1.2 (see |59, Chapter 1] and [59, Theorem 2.3]). For any S C E, we have

m m
aff S = {Z)\le € E: for every m € N, every {z;};~; C S, and every A € R™ s.t. Z = 1}
i=1 i=1

and

m m
conv S = { Z)\ia:i € E: for every m € N, every {z;}i~; C S, and every A € R s.t. Z = 1}.
i=1

i=1

For concreteness, let us look at a small example. Define S := {(1,0),(2,1)} € R%2. With the
above proposition, one can easily see that conv S is the line segment between the points (1,0) and
(2,1) and that aff S is the line that passes through (1,0) and (2,1). By setting S" .= SU{(2,0)}, we
have that conv S’ is the region enclosed by the triangle formed by the points in S’ and, interestingly,
aff S’ is the entire space R2.

3.2 Topological Properties of Convex Sets and Functions

Many results of convex analysis depend on some topological properties of the sets or functions
considered. Thus, in this section we state and try to give intuition on the main results and definitions
regarding topological properties of convex sets and functions. For this section we suppose that the
reader is mildly familiar with the basic concepts from topology, such as closed and open sets.

Set B:={x € E: (z,x) <1}. For every C C E, define

e the closure of C by clC = (. (C + €B);
e the interior of C by int C' := {z € C : there exists ¢ > 0 s.t. x + B C C};
e the relative interior of C by riC = {z € C : there exists ¢ > 0 s.t. (x +eB) Naff C C C}.

Moreover, a set C C E is relatively open if riC' = C'. The concepts of closure and interior of a
set are classic topology ideas. Loosely saying, the closure of a set C' is the set C' with just enough
points added so that it becomes closed, and the interior of a set is the set C' with the sets from the
“boundary” (i.e., points which do not lie in the interior) which prevent C' from being open removed.
However, the notion of relative interior is not a standard topology concept. Thus, let us look a little
bit closer at it.

Loosely saying, the relative interior of a set C' C E is the interior C' would have if it lived in the
“correct” dimension. For example, the interior of the line segment [0, 1] is (0,1). However, if we place
this same line segment into R?, its interior becomes empty. Namely, the set C := [(0,0), (0,1)] C R?
has empty interior. This is unfortunate if one hoped to obtain the analogous of the set (0,1) on
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the 2-dimensional case. This is where the notion of relative interior comes in handy, since it is built
exactly for the purpose of looking at the interior the set would have if it were “full-dimensional”,
that is, in the case it lived in a space in which it had non-empty interior. In the example of the line
segment, we have riC = 0 (0,1) = { (0, ) : A € (0,1)}. On Figure 3.2 we illustrate a 3-dimensional
example.

aff C

Figure 3.2: Illustration of the relative interior (yellow) and affine hull (red) of the set C, a closed
two-dimensional rectangle in R3, whose interior is empty.

It is worth warning that the operation of taking relative interior of sets can sometimes behave
in unexpected ways. For example, if C' C E and D C E are such that C C D, then from the
definitions of closure and interior one can see that clC' C cl D and that int C' C int D. However,
riC' is not necessarily contained in ri D. In fact, it may happen that riC and ri D are disjoint,
and such cases are not so pathological as one might think. For example, take C' := 0@ [0, 1] and
D= {(\pu) €R?: A\, u€[0,1]}. That is, D is a square on R?, and C is its bottom edge. In this
case we have C' C D. Yet, we have seen in the previous paragraph that riC = 0 (0,1). Moreover,
aff D = R?, which implies that ri D = int D = { (\, ) € R?: X\, p € (0,1)}, that is, ri C and i D are
disjoint in this case.

Still, there are some tools which allows us to work with relative interiors without much trouble.
The next theorem states, for a convex set C' C E, that the segment between a point in ri C with any
other point Z € cl C' is almost entirely contained in ri C, with the only exception being the point Z
itself.

Theorem 3.2.1 (|59, Theorem 6.1]). Let C C E be a nonempty convex set, let z € riC, and
let z € c1C. Then (1 —\)Z 4+ Az € ri X for every A € [0, 1).

Even though the above theorem gives us some intuition about points in the relative interior, it is
of no help if we want to show that a point from a set lies in its relative interior. The next theorem
helps us in this sense, showing a very enlightening characterization of points in the relative interior
of convex sets: a point = in a convex set C' C E is in its relative interior if and only if, for every
x € O, the line segment between = and z can be slightly extended in the direction of Z. To obtain a
grasp of why this holds, recall that a point & € C is in ri C' if and only if there is € > 0 such that
(z+eB)Naff C C C where B:={x € E: (z,x) <1}. That is, there is a ball confined in the affine
hull of C' and centered in z which lies entirely in C. Since © — x € aff C' for any x € C, one can at
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least intuitively see that if the segment between & and every point x € C can be extended in the
direction of x, there must be such a “ball confined in aff C” from the definition of relative interior.

Theorem 3.2.2 (|59, Theorem 6.4]). Let C' C E be a nonempty convex set and let © € C'. Then
z € riC if and only if for each = € C there is u > 1 such that (1 — p)z + pz € C .

As an application of the above theorem, let us compute the relative interior of some kinds of
polyhedra.

Corollary 3.2.3. Let A € R™*" b e R™, C € R¥*" and d € RF be such that there is & € P :=
{z € R": Az <b,Cz = d} such that Az <b. ThenriP ={x € R": Az < b,Cz = d}.

Proof. Define P' :={x € R": Ax <b,Cx =d} and let £ € P. For any u € R\ {0} and z € P we
have C((1 — p)x + pz) = d. Thus, by Theorem 3.2.2 it suffices to show that for every x € P there is
p > 1 such that A((1 — p)x + pz) < bif and only if Az <b (ie. z € P).

First, suppose that for any x € P there is u > 1such that A((1 — p)z + pZ) < b. In particular,
there is ;1 > 1 such that z :== (1 — i)z + gz € P. Since 1 — i < 0 we have

Az =A((1 — p)z + ax) = (1 — p)Az + pAz > (1 — p)b + pAz.

Since z € P, we have Az < b, which holds if and only if ub > AZ, that is, if and only if AZ < b.
Suppose now that AT < b, and let x € P. Set r :=b— Az > 0 and s := b — Az > 0. Note that,
for any p > 1, by setting x,, = (1 — p)x + px we have

Az, = A((1 — p)x + pz) = Az + p(Az — Az) =b— s+ pu(s — ). (3.1)

If s —r <0, then we are done since, in this case, Az, < b—s < b for any > 1. Thus, suppose
there is 7 € [n] with s; —r; > 0 and set

= min{ % e [n],si —r > 0} > 1,
S; — T

and let i* € [n] such that s;(s; — 7)1 attains the above minimum. It only remains to show

that Az < b. Let i € [n]. If s; —r; <0, then by (3.1) we have (AZ); < b;. On the other hand,

if S; — Iy > 0, then

Sy* S;

(si—1i) <bj—si+
Six — Tyx S; — T

(Al'ﬂ)i =b; —s; + /_L(SZ — T‘i) =b; —s; + (Si — Ti) =b;. O

Let us look at the idea of lower semi-continuity for functions which, maybe surprisingly, is just
the translation of the closure property of the epigraph. Let f: E — (—o0,+oc]. The function f
is lower semi-continuous at « € E if f(z) = liminf,,, f(y). One may note that a continuous
function is, in particular, lower semi-continuous. The next theorem shows that for a function f to
be lower semi-continuous is equivalent to its epigraph epi f being closed.

Theorem 3.2.4 (|59, Theorem 7.1]). Let f: E — (—o0, 4+00]. The following are equivalent:
(i) f is lower semi-continuous on E;
(ii) For every o € R the set {z € E: f(x) < a} is closed;

(iii) The epigraph of f is a closed set in E & R.
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The above theorem makes it natural to define the closure of a function f as the function
whose epigraph is cl(epi f). Formally, the closure of f: E — (—oo, +00] is the function cl f: E —
(—00, +00] given by

(clf)(xz) =inf{peR:xd u e cllepif)}, vz € E.

That is, cl f for some function f is the function whose epigraph is cl(epi f). If f: E — [—o0, +0o0] is
such that there is x € E with f(x) = —o0, we set (cl f)(x) := —oo for every x € E. Moreover, we say
that f: E — [—o0,+00] is closed if cl f = f. The next theorem shows that the closure operation for
convex functions yields closed convex functions and does not change the functions by much. Namely,
a function and its closure differ maybe only on the border of the domain.

Theorem 3.2.5 (|59, Theorem 7.4]). Let f: E — (—o00,400] be a proper convex function. Then
cl f is a proper closed convex function, and f(z) = (cl f)(z) for every = € ri(dom f).

With the above theorem we know where a function and its closure can differ. Yet, we have not
shown, besides taking the inferior limit, a way to discover the value of the closure of the function at
one of these boundary points. The next theorem shows a simpler way to obtain the values of the
closure of a function.

Theorem 3.2.6 (|59, Theorem 7.5]). Let f: E — (—o0, +00] be a proper convex function and let
Z € ri(dom f). Then,
(le)(l‘):lAigllf(Aer(l—A)a"c), Vz € E.

Finally, in the same way that the sum of continuous functions is continuous, we would like the
sum of closed convex functions to be a closed convex function as well. The next theorem states
exactly this.

Theorem 3.2.7 (|59, Theorem 9.3]). Let f1,..., fm: E — (=00, +00] be convex. If f; is closed for
each ¢ € [m], then )", f; is a closed convex function.

3.3 Hyperplane Separation and Duality

As pointed out at the beginning of this chapter, many of the results and ideas we shall see in future
chapters rely on results and ideas from convex duality theory. The latter is fundamentally based in
the well-known Hyperplane Separation Theorem, which states that for any two convex set which are
“sufficiently disjoint” (i.e., their relative interiors do not meet), there is a hyperplane such that each
convex set lies in a different closed half space.

Theorem 3.3.1 (Hyperplane Separation Theorem; see [59, Theorems 11.1 to 11.4]). Let X, Y CE
be nonempty convex sets such that ri(X) Nri(Y) = @. Then, there is a € E\ {0} which satisfies the
following properties:

(i) supgex(a,z) <infy ey (a,y), and
(ii) infzex(a,z) < supyey(a,y).

Moreover, if 0 € cl(X —Y'), then there is a € E\ {0} as above such that the inequality from (i) is
strict.
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Let us look a bit closer at the meaning of the above theorem. Let X, Y C E and a € E\ {0} be
as in Theorem 3.3.1 and define

1 .
B = 5(22}3(&:@ + 1nf {a,4)).

Moreover, define the hyperplane H := {x € E: {(a,z) = 8} and define its two associated closed
half-spaces

HS ={2cE: (a,2) <[} and HZ ={z€E: (a,z) > (}.

In the above theorem, condition (i) states that the sets X and Y lie each in a different half-space
associated with H. To see this, note that (i) implies sup,cx(a,z) < B < inf ey (a,y), that is,
X C HS and Y C H=. Condition (ii) states that H is such that at least one of the convex sets
is not entirely contained in H, that is, either there is # € X such that (a,z) # 3, or there is
g € Y such that {a,7) # B. Finally, if 0 € cl(X — Y), Theorem 3.3.1 states that we can pick
a € E\ {0} in a way a such that the inequality from (i) holds strictly. The latter fact implies that the
hyperplane H separates X and Y strongly: there is! € > 0 such that X C {x € E: (a,2) < — ¢}
and that Y C {z € E: (a,z) > B +¢}. In particular, neither X nor Y meet the hyperplane H in
this latter case.

The Hyperplane Separation Theorem forms the basis of a powerful duality theory in convex
analysis. However, at this point one may find it hard to see how the above theorem induces any
kind of duality theory. In fact, it is hard to say what we mean by the last phrase since the term
“duality” is loosely used in many different contexts in mathematics. In the introductory remarks of a
brief survey on many duality theories in mathematics [9], Atiyah says the following:

Duality in mathematics is not a theorem, but a “principle”. (...) Fundamentally, duality
gives two different points of view of looking at the same object.

Here, our objects of interest are convex sets. Usually, any set is described by the points contained
in it. This can be seen as a way of describing sets in an internal fashion since we are describing
the set by stating which points are contained in it. In the convex case, the Hyperplane Separation
Theorem allows us to represent (closed) convex sets by hyperplanes: a closed convex set C' C E is
the intersection of all closed half-spaces which contain C'. This can be seen as a way to describe a
convex set in an external fashion, since each hyperplane tells us which points are certainly not in
the set. We formally show this dual description of closed convex sets in the next theorem.

Theorem 3.3.2 ([59, Theorem 11.5]). Let C' C E be a closed convex set and set H=(8) =
{z €E: (a,x) < B} for every a € E\ {0} and § € R. Then

C=({H;(B):acE\{0},8eR,CCH(B)}. (3.2)

Proof. First, suppose & # C' # E since the statement holds trivially otherwise. Moreover, by
definition we have that C' is contained in the set from the right-hand side of (3.2). Let z € E \ C.
Then 0 ¢ C'— & = cl(C' — &), where the last equation holds since C'is closed. Thus, by Theorem 3.3.1
there is @ € E \ {0} such that sup,cc(a,z) < (a,Z). By setting = (sup,cc(a, z) + (a,7))/2, we
conclude C' C HZ(B) and Z ¢ H=(3), that is, Z is not in the set in the right-hand side of (3.2). O

!'Namely, one can set € = (Sup,cx(a,r) — infyev(a,y))/2. In this case, we have B — e = infyevy{a,y) >
Supz€X<a7 'T> = ﬁ + €.
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The concepts from this section are the cornerstone ideas for a beautiful duality theory in convex
analysis. We will focus only in a small subset of duality correspondences the above theorems yield
since our purpose here is only to introduce ideas and build intuition for the study of OCO algorithms.
Namely, our focus will be to look at the application of hyperplane representation of convex sets to
epigraphs of functions in Section 3.4 and then to look at the set of hyperplanes which are “tangent”
to the epigraphs of convex functions in Section 3.5.

3.4 Fenchel Conjugate

Since our focus in this text is optimization of convex functions, we will focus on the theory and
results derived by applying the ideas from the previous section to convex functions. Before jumping
to the main definition of this section, let us apply some of the ideas regarding separating hyperplanes
to the epigraph of a proper closed convex function f: E — (—o0, +00].

By Theorem 3.3.2, the set epi f C E @ R is the intersection of a collection of closed half-spaces
in E® R. To study the form of the half-spaces that contain epi f, let us look at the form of
hyperplanes in E@® R. If H C E @ R is a hyperplane, then there are y* ®y* ¢ E® R and o € R
such that

H={z®opecEadR: (z®uy" ®a)=7"}

If we multiply the equation regarding the points in H by a non-zero scalar, the hyperplane H
keeps unchanged. With this in mind, let us look at two cases in which the hyperplane H may fit.
Either a = 0, in which case we say that H is vertical, or o # 0, which we assume is the case for
the remainder of this discussion. In this case, define 2* @ p* = —a~(y* ® v*) and multiply the
equation in the definition of H by —a~!. Then,

H={z®opecE®R: (x ®p,z*® 1) = pu*}
={z@pucEaR: (z,2") — pu* = pu}.

Finally, define the closed half-spaces

HS ={zopcBaR: (z,z%) — u* < pu}

and
HZ ={2®puecE®R: (x,z%) — u* > u}.

Since 2@ € epi f for any = € dom f and p € R such that u > f(z), we have epi f € H=. Moreover,
by setting h(z) := (z,2*) — u*, one can readily see that H< = epih. Not only that, we also have
epi f Cepih if and only if h(x) < f(x) for every x € E.

From the above discussion, we conclude that the epigraph of a proper closed convex function
f+ E — (—o0, +0o0] is the intersection of half-spaces of two types. In one of these cases, the half-spaces
are epigraphs of affine functions which lower bound f everywhere, that is, functions of the form
x € Ew (2%, x) —p* where 2* @ p* € E®R such that (z*, z) — u* < f(z) for every 2 € E. The second
type of half-spaces considered are associated with vertical hyperplanes in E & R. Since f is proper,
f(z) # —oo for any = € E and, thus, epi f cannot be the intersection of only half-spaces associated
with vertical hyperplanes. The next theorem tell us an interesting fact: half-spaces associated with
vertical hyperplanes do not need to be considered at all, that is, epi f is the intersection of all affine
functions which lower bound f everywhere.
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Theorem 3.4.1 (|59, Theorem 12.1]). Let f: E — (—o0, +00] be a proper closed convex function
and define?

H={zecEw— (" z)—p" :2"dp" e E@OR and (z*,z) — p* < f(z) for each z € E}.
Then f(z) = suppey h(z) and epi f = [,y epih for every x € E.

The above discussion helps us gain some intuition on how the results from Section 3.3 can be
interpreted when applied to epigraphs of convex functions. Maybe more importantly, the above
discussion tries to give a bit of the intuition on the Fenchel conjugate of a convex function. Take the
set

F*={z"@u" € E® (—o0,+00] : epi f C epih, where h = (z*,-) — u*}, (3.3)

that is, that set of points which define the affine functions that lower bound f. In this section we
will study the function whose epigraph is the set £*. This function is know as the Fenchel conjugate
of f.
Formally, let f: E — [—o00,4+0o0]. The (Fenchel) conjugate of f is the function f*: E —
(—o0, +0o0] defined by
[*(2*) =sup ((z*,z) — f(x)), Vz* € E.
z€E

Note that for any function f: E — [—o00, +00] we have that epi f* can be written as follows:

epi f* ={a" @ p" cEBR: f(2") <p’}
={z"ep cEaR: (%) — f(x) < p* forall z € E}
={z"op  cEaR: (2% z) —p<p foral x ®ucepif}

= (] {s*op cEaR: (@"z)—pn<p'}
rBpc€epi f

= m {z¥op  eEaR: (" @ u* 2 ® —1) < pu}.
rBpcepi f

That is, epi f* is the intersection of closed half-spaces. Thus, epi f* is a closed convex set and by
Theorem 3.2.4 we have that f* is a closed convex function. Moreover, note that the epigraph of the
conjugate matches the set from (3.3) from our discussion. On Figure 3.3 we give a illustration of the
evaluation of the conjugate f* of a function f at a point z* € [E.

In spite of the discussion regarding the connections between the Fenchel conjugate and separating
hyperplanes, one may still feel that the results from Section 3.3 were not useful. Indeed, the only
result so far which relies on the Hyperplane Separation Theorem is Theorem 3.4.1, which was not yet
put to use. One may even note that the definition of Fenchel conjugate applies to general functions,
not only to convex functions. The importance of Theorem 3.4.1 and, thus, of the Hyperplane
Separation Theorem, is to show that the conjugate of the conjugate of a closed convex function is
the function itself. This result is fundamental for most of the results regarding Fenchel conjugates.
Additionally, the property that the dual of the dual of some object is the object itself is usually one
of the most important properties of many duality theories (see [9] for some examples).

Theorem 3.4.2 (|59, Theorem 12.2|). Let f: E — (—o00, +00] be a convex function. Then f* is a
closed convex function and proper if and only if f is proper. Moreover, (cl f)* = f* and f** =cl f.

2In words, H is the set of affine functions which lower bound f.
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Figure 3.3: Illustration of the Fenchel conjugate of a function f evaluated at a point z* € E. One
can think of the supremum in the definition of f* as sliding the red line (the graph of the affine
function) vertically up to the point where it touches the graph of the function.

Proof. As we have already discussed, epi f* is the intersection of closed half-spaces. Thus, epi f*
is a closed convex set and f* is a closed function by Theorem 3.2.4. For the remainder of the
claims in the statement, let us first look at the case when f is improper. If there is T € E such
that f(Z) = —oo, then f*(z) = +oo for any x € E. In this case we have (cl f)* = f* since cl f is the
constant —oo function by definition. Moreover, f** is the constant —oo function, that is, f** =cl f.
If dom f = @, then f = cl f, we clearly have f*(x) = —oo for every z € E, and, thus, f** is the
constant —oo function.

Suppose now that f is proper. In this case, cl f is the function whose epigraph is cl(epi f). With
this in mind, we have

epiff ={z"op  €cE®R: f*(z") < p'}
={z"opu  cEdR: (z*,z) — f(z) < p* for every x € E}
={z"ep  cEdR: (a%,2) — p* < f(x) for every x € E}

={z"op* €cEaR: h(z) < f(z) for every z € E, where h = (z*,-) — pu*} (3.4)
={z"opu* €cE®R:epif Cepih where h := (z*,-) — u*}
={z"opu* cEaR: clepi f) C epih where h := (z*,-) — p*} (3.5)
={z"dpu* €c E@R:epi(cl f) C epih where h := (z*,-) — p*}
= epi((cl f)"),
where in (3.5) we used that epih is closed since it is a closed half-space in E@® R. Thus, f* = (cl f)*.
By Theorem 3.4.1, cl f is the pointwise supremum of all affine functions h = (z*,-) — p* with

@ p* € E®R such that h(z) < (cl f)(x) holds for every z € E. By (3.4), the latter holds for
z* @ p* € E®R if and only if we have * @ p* € epi f*. Therefore, for every x € E we have

cl f(z) =sup{(z",z) —p* 2" @ p* €epif*} =sup{ (z*,2) — f(x): 2" € E} = [ (x). O

If f: E— (—o00,400] is a proper function, then by the definition of conjugate one can easily get

o1



the Fenchel-Young inequality:
(z% @) < f*(27) + f(x),  Va',z ek

In spite of the simplicity of the above inequality, the case when this inequality holds as an equation
will be very important when we look at subgradients in Section 3.5.

For the sake of concreteness, let us quickly compute the conjugates of some functions. As a
warm-up, let us compute the conjugate of the indicator function of a convex set C' C E. For each
z* € E, we have

(6(-10))*(2*) = sup({a*,7) — 6(x| C)) = sup(a*,z) = 6*(a* | C).
z€E xeC
That is, the conjugate of the indicator function is the support function! This is one of the reason of
the similarity between the notation for both of these functions.

Fortunately, we will not need to compute the conjugate of very complex functions. Still, if
we know the conjugate of a convex function f: E — (—o0,+00], we often need to deal with the
conjugate of the functions Af for any A € Ry ;. The following theorem shows how to compute such
conjugates and, even though we skip the proof for the sake of conciseness, the proof follows easily
from the definition of conjugate.

Theorem 3.4.3 (|59, Theorem 16.1]). If f: E — (—o0o, +0o0] is a proper convex function, then for
any A € R, and z* € E we have (\f)*(2*) = A f*(A\~ta*).

Let us now compute the conjugate of the negative entropy function. This function will be used
extensively in the text and understanding the behavior of its conjugate shall be very useful later on.

Proposition 3.4.4. Define R(x) = % Z?Zl[xi > O]a; Inz; + 0(z | RL) for each x € RY, where n € R

is some positive constant. Then R is a proper closed convex function and

1 d

R*(y) = gZenyi_l, vy € R%.
i=1

Proof. Define ¢(a) = [a > OJalna + 6(a|Ry) for every a € R. Note that R(z) = Zle% (z4).
First, let us show that psi is a closed convex function, which implies that so is R. Define the
function ¢ := 1 + 6(- | R4+ ). Since ¢”(a) = a~! > 0 for any o € Ry, by Lemma 3.1.1 we conclude
that ¢ is a convex function. Moreover, lim, |0 ¢(a) = 0 = ¢(a). Thus, cl¢ = ¢ and we conclude
that 1 is a closed convex function. Thus, R is a closed convex function and one can easily see that
R is proper.
Let us now show that,

for any 3 € R, the supremum sup, g (Ba — ¥(a)) = ¥*(B) is attained by ! (3.6)

and *(3) = €71,
To see this, let 8 € R and define h(«) := fa — (a) for each o € R. Note that for any o € R we
have

W(a)=B8—-9¢(a)=B—-1-Ina.

Therefore, for & € R, we have that A’(«) = 0 if and only if o = €#~1, that is, e~ is a critical point
of 1. Since limg— o0 (@) = +00, we have infaer, , (Ba—t(a)) = —oo. Thus, sup,eg, , (Ba—1(a))
is attained by e®~!. Moreover, one can check that h(e®~1) = e#~1. Since 1/(0) = 0, we have that
e#~1 > 0 = 08 — ¢(0). Finally, noting that fa — (o) = —oo for a € R with o < 0 finishes the
proof of (3.6).

92



Therefore, for every y € R%

R*(y) = sup (yTz - R(Z)) = sup (; (yz - ;¢(2i>>> = g(:}@*(%)
Thm. 3.4.3 zd: 7171#*(77%) (3.6) ;i:enyi—l' =
=1 =1

3.5 Subgradients

Let us look now at the idea of subgradients, a generalization of gradients for non-differentiable
functions which is specially fruitful for convex functions. Let f: E — R. A point z* € E is a
subgradient of f at x if x* satisfies, for every z € E, the subgradient inequality

f(2) = f(z) + (2%, 2 — 2).

The subdifferential of f at x is the set 0 f(z) comprised of all the subgradients of f at x, and the
subdifferential of f is the mapping df: z € E — Jf(x). Moreover, f is subdifferentiable at a
point x € E if 0f(z) # @.

Let us try to understand the subgradient inequality for a subgradient z* € df(x) of a function
f+E — (—o0,+00] at a point € E. On Figure 3.4 we have an representative illustration of some
subgradients. Note that the function given by h(z) := f(z) + (z*, z — z) for every z € E is an affine
function. Thus, the graph of this function is a hyperplane. Namely, it is the hyperplane H given
by H:={z®&h(z) e E®&R: z € E}. In this case, note that H has some special properties. First of
all, by the definition of subgradient we have that epi f is contained in one of the closed half-spaces
associated with H (namely, epih). Not only that, we have that the hyperplane and the epigraph
of the function meet on at least one point: x @ f(x) € epi f N H. A hyperplane H C E such that
a set C' C E is entirely contained in one of its closed half-spaces and such that H N C # @ is a
supporting hyperplane of C. Thus, subgradients of a function f at a point x are associated with
supporting hyperplanes of epi f which meet the later at least at x & f(z).

Although we are able to picture a little better the meaning of the subgradient inequality, we
have never shown that subgradients exist. Indeed, there may be points on the domain of a function
at which there are no subgradients. The next theorem shows that this may only happen at the
(relative) boundary of the effective domain.

Theorem 3.5.1 ([59, Theorem 23.4|). Let f: E — R be a proper convex function and let x € E. If
x ¢ dom f, then 0f(x) = @, and if x € ri(dom f), then df(z) # @. Finally, 0f(x) is nonempty and
bounded if and only if x € int(dom f).

From the previous discussion, the reader may already be guessing that the Fenchel conjugate and
subgradients have deep connections due to their relation with separating hyperplanes. The Fenchel
conjugate of a function f is built based on all hyperplanes which have epi f entirely contained in
one of its closed half-spaces and subgradients are associated with only the supporting hyperplanes
which have epi f contained in one of its closed half-spaces. Indeed, on Figure 3.3 one may note that,
at least graphically, the hyperplane in red is a supporting hyperplane at the point z and, in this
case, z* € Of(x). The intuition is that the supremum from the definition of f*(x*) is, in some sense,
sliding a hyperplane until it touches the graph of f, and at the point of contact £ € E the point z*
is actually a subgradient of f at Z. Finally, such a point  where the “sliding hyperplane” touches
the graph of f is exactly the point which attains the supremum from the definition of f*(z*).
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Figure 3.4: Illustration of the subgradients of f at the points z, where f has multiple subgradients,
and g, where f is differentiable.

The next theorem shows this and other relations between conjugate functions and subgradients.
In spite of its simple proof, this is one of the most used theorems throughout the whole text since
it establishes useful relations regarding subgradients and Fenchel conjugates. As one will see, the
proof basically shows that the points which attain the supremum in the definition of conjugate (that
is, the point of contact when the sliding hyperplane hits the graph of the function in our intuitive
discussion) are subgradients of the function.

Theorem 3.5.2 (|59, Theorem 23.5]). Let f: E — (—o0, +00] be proper and convex and let z, z* € E.
Then, the following are equivalent:

(i) «* € df(x);

)

(ii) z attains the supremum sup,cg((z*,2) — f(2)) = f*(z*);
(it) f*(z*) + f(z) < (=", 2);
(iv) f + f(@) = (z", 2).
Moreover, if (cl f)(z) = f(), the following can be added to the list:

(v) z € 0f*(z");

(vi) 2* attains the supremum sup,..g((z*,z) — f*(2*)) = f(z);
(vii) 2* € d(cl £)(x).

Proof. |[(i) <= (ii)|] Note that z* € 9f(x) if and only if f(z) > f(z) + (z*,z — z) for every z € E,
that is, if and only if (z*,z) — f(x) > (z*,2z) — f(z) for every z € E. Since equality holds for z = z,
we are done.

[(iii) <= (iv)] By the Fenchel-Young inequality, f(z*) + f(x) > (z*,z). Thus, f(z*) + f(z) <
(x*, ) if and only if equality holds.
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[(ii) <= (iv)] we have (z*,z) — f(x) = f*(2*) = sup,cg((z*, 2) — f(2)) if and only if the latter
supremum is attained at z = x.

For the remainder of the proof, suppose (cl f)(z) = f(x). By Theorem 3.4.2, this implies that
f(x) = f(z)

[(iv) <= (v)] By the equivalence of (i) and (iv) applied to f*, we have x € df(z*) if and only
if (2,2%) = f*(2) + f*(") = f(2) + /*(2).

[(v) <= (vi)] By the equivalence of (i) and (ii) applied to f*, we have x € 9f*(x*) if and only
if  attains sup,.cg((2*, ) — f*(2*)) = f*(x) = f(z).

[(v) <= (vii)] By the equivalence between (i) and (v), we have z* € 9(cl f)(x) if and only if
x € 0(cl f)*(x*) = Of*(«*), where the last equation holds since (cl f)* = f* by Theorem 3.4.2. O

For the sake of concreteness, let us compute the subdifferential of the indicator function of a
convex set. In order to do so, we need to define normal cones. The normal cone of C at x € C' is
the set No(z) == {d € E: (d,z —z) <0 for every z € C'} and it is the empty set for every ¢ € E\ C.
That is, a direction d € E is in the normal cone of a set C' C E at « € C' is the inner product of d
with any vector starting at x and point into the set C' is non-positive. In the two-dimensional case
(i.e., C C R?), this is equivalent to saying that the direction d forms a degree of at least 90 degrees
with any vector starting at x and pointing into C. The idea of normal cones of convex sets and the
following lemma will be fundamental for the study of optimality conditions in the next section.

Lemma 3.5.3. Let C' C E be a convex set. Then, for every x € C' we have
Ne(x) = 9(6(-[ C))(x).

Proof. Let x € C' and z* € E. By definition, z* € (04(-| C))(x) if and only if (2 |C) > §(z|C) +
(x*,z —x) = (z*,z — x) for every z € E, that is, if and only if 0 > (z*,z — x) for every z € C. O

If we have a collection of m functions from E to (—oo, 400, all of them differentiable at a point
Z € E, then the gradient of the sum of the m functions at Z is just the sum of the gradients of each
function at Z. In the case where the functions are subdifferentiable at T instead of differentiable,
things are not that simple. The subdifferential of the sum of functions at a point may be equal to
the sum of the subdifferentials, but this depends on some conditions on the relative interior of the
effective domains of the functions we are looking at.

Theorem 3.5.4 ([59, Theorem 23.8]). Let f1,..., f;m: E — (=00, +00] be proper convex functions
and set f =3 ", f;. Then
Ofi(z) + -+ dfm(z) COf(2),
and equality holds if (), ri(dom f;) # @.
It is high time we relate subgradients and gradients. As one may already guess, if a convex
function f: E — (—o0,400] is differentiable at a point x € E, then V f(z) is a subgradient of f.

The next theorem shows that V f(x) is the only subgradient of f at x and, maybe more importantly,
shows that if the subdifferential of f at x is a singleton, then f is actually differentiable at x.

Theorem 3.5.5 ([59, Theorem 25.1]). Let f: E — (—o0, +00] be convex, and let € dom f. If f is
differentiable at x, then 0f(x) = {V f(z)}. Moreover, if df(x) is a singleton, then f is differentiable
at x.

From Theorem 3.5.2, we know that in the case of a proper closed convex function f: E —
(—00, +o¢], the point z* € E is a subgradient of f at x € E if and only if z is a subgradient of f*
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at *. That is, the conjugacy operation switches the roles of subgradient and point of evaluation of
the function. This together with the above theorem shows a fact in the case where both f and f*
are differentiable which will be extremely important for Chapter 5: the gradient map of f is the
inverse of the gradient map of f*

Corollary 3.5.6. Let f: E — (—o0,+0o0]| be a closed proper convex function. Moreover, let
D, D* C E be open convex sets such that f is differentiable on D and f* is differentiable on D*.
Then, for every x € D such that Vf(x) € D*, we have Vf*(Vf(z)) = x, and for every z* € D*
such that Vf*(z*) € D we have Vf(V f*(z*)) = a*.

Proof. Let © € D be such that Vf(z) € D*. By Theorem 3.5.5, we have 0f*(Vf(z)) =
{Vf*(Vf(z))}. Thus, by Theorem 3.5.2 items (i) and (v) we have z € f*(V f(x)) = {Vf*(Vf(x))},
that is, Vf(Vf*(x)) = x. Since f is closed, f = f** by Theorem 3.4.2, which together with what
we have just proved yields that if * € D* is such that V f*(z*) € D, then Vf(Vf*(z*)) =2*. O

3.6 Optimality Conditions

Since the focus of this text is the optimization of convex functions (often over convex sets), it is of no
surprise that we are interested in necessary and sufficient conditions for = € E to attain inf,cc f(x),
where f: E — (—o00,400] is a proper convex function and C' C E is a convex set. First, let us look at
one of the nicest facts about minimizers of convex functions: if a point minimizes a convex function
“locally”, then it is a (global) minimizer of the function.

Lemma 3.6.1. Let f: E — (—o0, +00] be a proper convex function and set B := {x € E: (z,z) < 1}.
If z € E is such that there is € > 0 such that f(z) < f(z) for any z € B + z, then f(z) < f(2) for
any z € E.

Proof. Let & € E and € > 0 be as in the statement of the lemma, and let z € E\ {Z}. By the
convexity of f, for any A\ € (0,1] we have

fE+Az—17) - f(=

f@+Az—-1)) = f(z) SAM[f(T) - f(2)) = 3

) < 1) - f@).

Set -
f=————>0.
(z — %,z — ) ~

Then, for any A € (0, 0], we have A(z — z) € B. Thus, for any A € (0, 4],

@+ Az —-7)) - f(%)
A

The above lemma is one of the reasons why convex functions are so ubiquitous in optimization:
if we find a point Z which minimizes a convex function f locally, we know that it is also a global
minimizer of f.

When devising algorithms for optimization, sufficient (and hopefully necessary) conditions of
optimality are extremely helpful. There are well-known optimality conditions from Calculus, but to
hold they usually rely on the functions to be differentiable. Fortunately, subgradients are specially
useful as tools to check optimality in the case of convex and not necessarily differentiable functions.
Indeed, let f: E — (—o0,4+00] be a proper convex function and z € E be such that f(z) < f(z) for
any z € K. Equivalently,

0<

<f(2) - @) = f(@) < f(2) s

F(@)+ (0,2 — 7) = f(z) < f(z), Vzek.
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That is, £ minimizes f if and only if 0 is a subgradient of f at Z! Even though this condition
does not apply for the optimization problem inf,cc f(2) where C' C E is convex, it forms the basis
for the optimality condition we look next. The proof of the next theorem relies on the fact that
inf,ec f(x) = infoer(f(z) + 6(x | C)) and then applies the subgradient condition we have just seen
with Theorem 3.5.4 which shows the form of the subdifferential of the sum of functions.

Theorem 3.6.2 ([59, Theorem 27.4]). Let C' C E be a nonempty convex set and let f: E —
(—o0, +00] be proper convex function. A sufficient condition for a point = € E to attain inf,cc f(2)
is that 0f(z) N (—Nc¢(x)) is nonempty. If ri(dom f) NriC # @, this condition is also necessary.

Proof. Define F:= f +6(-|C) and let £ € C. In this way we have inf,cc f(z) = infyeg F(x) and
attains the former infimum if and only if it attains the second infimum. Moreover, by the definition

of subgradient we have that  attains inf,cg F'(x) if and only if 0 € OF (z). By Lemma 3.5.3 we
have 9(0(-| C))(z) = Ne(z). Thus, by Theorem 3.5.4,

9f(z) + Ne () € OF (z), (3.7)

and equality holds above if ri(dom f) NriC # &. Finally, note that 0 € 9f(Z) + N¢(Z) if and only
if 9f(x) N (—N¢(x)) is nonempty. Thus, if 9f(x) N (—N¢c(x)) # @, then 0 € 0F(Z) and, thus, =
attains inf,cg F'(z). Moreover, if ri(dom f) NriC # &, then (3.7) holds as an equation and, thus,
0 € OF () in this case if and only if df(z) N (—N¢(x)) is nonempty. O

3.7 Convex Spectral Functions

On some parts of the text, mainly on Chapter 6 and on Section 7.3, we will deal with convex
functions on the space of d x d symmetric matrice S% equipped with the trace inner product given
by (X,Y) = Tr(XY) for every X,Y € S? Luckily, the matrix functions we meet in this text are
special: they depend only on the eigenvalues of the matrix given as input, which we call by spectral
functions. In this section we develop tools to compute conjugates, gradients, and subgradients of
such spectral functions based on the results from previous sections.

First, let us define spectral functions. Let f: R? — [—o0, +-00]. Define the function fg: S —
[—00, +00] by

fs(X) = fN(X),  vXesd

where \T: §% — R? extracts the eigenvalues of the matrix given as input in non-decreasing order
(this and other definitions can be found on Section 1.1.3). Moreover, the function f is symmetric if
for every permutation matrix P € R™? and z € R? we have f(Pz) = f(z). Functions on S? which
can be expressed as hg for some symmetric function h: E — (—oo, +00] are said to be spectral. We
require the functions over which spectral functions are based on to be symmetric since the order of
the eigenvalues should not change the function’s behavior, even though in our definition of spectral
functions we use the eigenvalues in increasing order.

Before looking at the Fenchel conjugates of spectral functions, we need a result which connects the
inner products from S? and from R%. We skip the proof of this inequality for the sake of conciseness,
but it is of fundamental importance for the remainder of the results of this section.

Theorem 3.7.1 ([45, Theorem 2.2]). Let X,Y € S% Then

Tr(XY) < AT(X)TAT(Y).
If equality holds, then there is an orthogonal matrix @ € R%*? such that QT XQ = Diag(A\T(X))
and QTY Q = Diag(AT(Y)).
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Let us look now at the Fenchel conjugate of spectral functions. Let f: E — (—o0,+o0] be a
symmetric function. Intuitively, if we know the conjugate f* of f, we should be able to compute the
conjugate (fs)* of fs. Not only that, ideally one would hope (fs)* = (f*)s to hold. This is indeed
the case, holding even for not necessarily convex functions.

Theorem 3.7.2 ([17, Theorem 5.2.2]). Let f: R? — (—o0, +0c] be a symmetric function. Then

(fs)* = (f)s-
Proof. Let X* € S%. Then

(fs)"(X7) = sup ((X*, X) — fsa(X))

Xesd

= sup ((X*, X) — fM(X)))

Xesd

< sup (AT(X*)TAT(X) — F(N(X)))
Xesd

= sup (\'(X*)Tz - f(x))
r€RY
= FFN(X) = (f)s(X).
Moreover, by the Spectral Decomposition Theorem (Theorem 1.1.1), there is an orthogonal matrix
Q € R such that X* = Q Diag(AT(X*))QT. Since QTQ = I and Tr(AB) = Tr(BA) for any matrices
real matrices A and B of appropriate dimensions, we have

(f7)s(X7) = :g@(AT(X*)Tx - f(=))
(Tr(AT — f(\'(QDiag(z)QT)))
= sup, (Tr(Diag(A'(X*)) Diag(«)) — f5(Q Diag()Q"))
= sup (Tx( (QTQ Diag(A'(X*))Q"Q Diag(x)) — f5(Q Diag(z)Q"))
= sup, (Tr(Q" X*Q Diag(x)) — fs(Q Diag(z)Q"))
= :;H@(Tr (X*QDiag()QT) — fs(Q Diag(2)QT))
Tr(X*X) - fs(X))

fs(X))

= sup
z€R4

< sup (Tr(
Xesd
(X

= sup
Xesd

= (fo)"(xX7). 0

With the above theorem in hands, many results for spectral functions can be almost directly
obtained from results from sections Sections 3.4 and 3.5. For example, the next corollary states
that a spectral function based on a closed convex function is also closed convex function. The proof
follows almost directly from the above theorem and Theorem 3.4.2 (the “double conjugacy theorem”).

Corollary 3.7.3 (|17, Corollary 5.2.3]). Let f: R? — (—o0, +00] be proper symmetric closed convex
function. Then fg is a proper closed convex function.
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Proof. The fact that fs is a proper convex function is trivial. Thus, we need only o show that
cl(fs) = fs holds. Using Theorem 3.4.2 and Theorem 3.7.2 we have

c(fs) = (fs)™ = ((f)s)" = (f)s = (I f)s = fs. O

Since we will often need look at infima regarding spectral functions, it is of no surprise that we will
need to compute subgradients or even gradients of these functions at some points. Although we skip
the proofs for the sake of conciseness, the proofs of the following corollaries follow from the results
from Section 3.5 together with Theorem 3.7.2 and, sometimes, the conditions for Theorem 3.7.1 to
hold as an equation.

Corollary 3.7.4 ([17, Corollary 5.2.4]). Let f: R? — (—o0, +0c] be proper, symmetric, closed, and
convex. Then, for any X,Y € S% the following are equivalent:

() Y € 9fs(X);

(i) AT(Y) € 9f(A\T(X)) and there is an orthogonal matrix Q € R%*? such that QTXQ =
Diag(AT(X)) and Q7Y Q = Diag(AT(Y)).

Corollary 3.7.5 ([17, Corollary 5.2.5]). Let f: RY — (—o00,40oc] be proper, symmetric, closed,
and convex, and let X € S . Then fs is differentiable at X if and only if f is differentiable
at AT(X). Moreover, if fs is differentiable at X, then, for any orthogonal matrix @ € R%*? such
that QT XQ = AT(X), we have

Vfs(X) = QDiag(VF(A'(X))Q".

3.8 Norms

On the Euclidean space [E, norms are functions which assign non-negative “lengths” or “sizes” to
each point in [, assigning length zero only to the zero vector. In the case of R%, one is most used

with the euclidean norm ;
1

zeR— (Zl‘?)z
i=1
In this text we will be interested in cases where we use a bit less standard norms. Thus, let us define
what properties a function needs to satisfy to be a norm and then let us see some concepts and
results related to convex analysis duality applied to norms.
Let ||-||: E — R. We say that [|-|| is a norm on E if, for all u,v € E,

(1) |lv|| > 0, and equality holds if and only if v = 0,
(i) ||aw]|] = |al||v|| for every o € R,
(iii) |lu+v| < |lu]l + ||v||, also known as triangle inequality.

If ||-|| satisfies only conditions (ii) and (iii) and ||v|| > 0 for any v € E, then |- is a semi-norm
on E. Condition (ii) and the non-negativity imply that semi-norms and norms are convex functions.
Moreover, one may verify that if ||-|| is a norm on E, then it is a continuous® function on E.

3The definition of continuous function itself (at least at first sight) depends on a norm, so say that all norms are
continuous without defining continuity is a somewhat circular statement. Thus, we use the following definition of
continuity: a function f: E — [—o0, +0o0] is continuous at a point Z € E if for every & > 0 there is § > 0 such that,
for any © € E with (Z — z,T — z) < §, we have |f(Z) — f(z)| < e. That is, we use the (squared) euclidean norm in E
to define continuity.
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The euclidean norm or ¢s-norm on E is the norm ||-||2 given by ||z||2 = /(z, z) for every x € E.
Additionally, throughout the text we may use some special and known norms for R%:

e the /;-norm given by ||z||; == Zle\xﬂ for every z € R?,
e the {o-norm given by [|z[|o = max;c(g|x;| for every x € R,

e the /,-norm for p € (1, 00) given by

d 1
lz|lp = (Z]:}:Z\p) - vz e RY.
i=1

As we have already said, our main focus in this chapter is to define and gain intuition about
duality relations and concepts in convex analysis. One very interesting dual object related to norms
are the dual norms. If ||-|| is a norm on E, the dual norm of ||-|| is the norm* ||-||« on E defined by

lz*||« = max{ (x*, x) : x € E,||z| < 1}, Vz* € E.

At first sight, the definition of the dual norm ||-||« of a norm ||-|| on E hardly has any intuitive
meaning. There are two ways of looking at ||-||« which may be helpful in gaining some intuition. One
way is to see dual norms as special cases of support functions. Set B == {z € E: [|z[| <1}, that
is, By | is the unit ball (w.r.t. the norm ||-||). Then, by the definition of conjugate function we have

%[« = 0" (=™ | By.)), vz* € E.

This way of seeing the dual norm as the support function of the unit ball of the original norm
may be useful in some cases, but it is arguably yet too abstract. A more concrete way of seeing
norms is as norms in the space of linear functionals on [E, that is, linear functions from E to R. Let
xz* € E and fix a norm ||-|| on E. The point x* can be seen as representing the linear functional T~
given by Ty«(x) == (z*, x) for every x € E. Given that we have the norm ||-|| to measure the sizes of
elements in E, it would be interesting to have a related way to measure the “size” of T,«. Intuitively,
we want a measure such that the bigger the norm of T« (x) when compared to the norm of z € E,
the bigger is the size of T,«. That is, we want to measure how much 7« stretches the vectors when
we measure lengths with ||-||. Of course, for distinct non-zero vectors x,y € E the ratios T, (x)/||z||
and T+ (y)/|ly|]| may differ. Thus, we measure a linear functional by the direction which it stretches
the most, that is,

%
sup Tor(@) _ sup 2% 2) _ sup (z*,z) = ||z ..
seiNfoy 1zl semvioy Nzl 2eE: o)<t

Let us look at some properties and interesting special cases of dual norms. One interesting fact
that we will use repeatedly during the remainder of the text, usually without reference, is that the
ly-norm on E is self-dual, that is, we have (||-||2)« = [|*||2-

Lemma 3.8.1. The dual norm of ||-||2 on E is ||-[|2.

Proof. Let ||-||2,+ be the norm dual to ||-||2. By the Cauchy-Schwarz inequality we have, for any
z* € E\ {0},

2% o = max{ 2™ Tz : x € B, [|z]l2 < 1} < max{[|z*|[2]z[|2 : @ € E, [l[|l2 < 1} = a2,

and since the above inequality holds as an equation for x = ||2*||; *z*, we have ||-||2+ = |- O

4We skip the proof that the dual norm is indeed a norm for the sake of conciseness.
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As expected, we show in the next theorem that the dual norm of a dual norm is the original
norm. Maybe more interestingly, the proof follows relatively easily when we use the results about
Fenchel conjugates, mainly the fact that the conjugate of the conjugate of a closed function if the
function itself. Since norms are continuous, and thus closed, functions, we are guaranteed that the
conjugate of the conjugate of (the square of) a norm is the norm itself.

Theorem 3.8.2. Let ||| be a norm on E. Then (3[|-|?)* = 3|/|2. In particular, |||/ = |-||.

Proof. Let 2* € E. Note that

*
(3l1%)" (%) = sup((z*, @) — ll]?) < sup(|l2*[|llz[| - 3ll=[I*) = 3", (3.8)
el z€E
where in the last inequality we used that sup,cp(f|* ||« — @?/2) is attained by ||z*|.. Let j € E
attain max{ (x*,x) : x € B, ||z|| < 1} = ||2*||«, and set & := ||x*||.y. We have

(@*,2) = 511z = ]2+ {2", §) — glle* 21717 = =1 = 3l 7] = 3ll="]15.

Hence, (3.8) holds as an equation. Finally, since 3|-[|? is continuous (and, thus, closed), by what we
have just proved and by Theorem 3.4.2 we have

L2, = QIR = GIHPY™ = 3112,
that is, |- = [I]. =

One result that we will use extensively in this text is the fact that /1 and £,,-norms are dual to
each other.

Lemma 3.8.3. The dual norm of ||-||; on R? is ||-]|sc-

Proof. Let z* € R? and let 2 € R? such that ||z|; < 1. We have

d d d
(@)Te =3 afa; <Y Jafllail < e¥loo Yzl < [l2*|oc.
i=1 =1 =1

Since the above chain of inequalities holds as an equation for z == |z.|e;., where i* € arg max;c(q|7]],
we are done.

When we start to look at regret bounds for OCO algorithms, most of them will depend on the
norms of the subgradients of the functions used by the enemy. Thus, one may already imagine that if
the player is able to have any control on the norm which measures the sizes of the subgradients, she
could pick a norm under which the enemy functions’ subgradients have small norm. Still, to make
such a choice, the players needs to have some information on the functions the enemy is allowed to
pick. In optimization problems one usually assumes that the functions which one has to handle are
Lipschitz continuous, that is, the functions cannot change too much between points which are close
to each other (w.r.t. to some fixed norm). For differentiable functions, Lipschitz continuity means
that the derivative in any direction is bounded by a constant. Interestingly, Lipschitz continuity
and the (dual) norms of the subgradients of the function are deeply connected. Before proving this
result, let us define Lipschitz continuity.

Let p > 0. A function f: E — (—o0, +00] is p-Lipschitz continuous on a set X C dom f w.r.t.
a norm ||-|| on E if

[f(@) = fWl < plle —yll,  Va,ye X,

and when X is not explicitly stated, assume X = dom f.
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Theorem 3.8.4 (Based on [67, Lemma 2.6]). Let X C E be a convex set with nonempty interior,
and let f: E — (—o0,400] be a proper closed convex function which is p-Lipschitz continuous on X
w.r.t. a norm ||-|| on E. Then, for every x € X there is g € 9f(x) such that ||g||« < p. Additionally,
for every x € int X we have 0f(x) C{g €€ E: ||g]l+« < p}.

Proof. First, let us show that
o#£0f(@) C{ycE: |ly[ <p}, VieintX. (3.9)

Let ¢ € int X and let v € 9f(z), which exists by Theorem 3.5.1 since X C dom f and, thus,
int X C int(dom f). Moreover, since the set B := {v € E : ||v]| < 1} is compact®, sup,cp (v, u) = |lu|
is attained. Let

y € T + arg max(u, v). (3.10)
veEB

Additionally, for every A\ € [0,1] define z) := 2 + A(y — &). Since z € int X, there is € > 0 such that
ze € X. Therefore,

10)

10) . } . , L, 3
e(u,y — ) = (u, 2e — &) < f(ze) = f(2) < pllze — 2l = pelly—z|| < pe,

(3.
ellull« =

where in the first inequality we just used the subgradient inequality. Hence, ||u||« < p. This completes
the proof of (3.9).
Let z € X, let € int X, and define

kE+1

By Theorem 3.2.1, we have xj, € int X for every k € N. Thus, by (3.9), for every k € N there is
uy, € Of (zg) with |lugll« < p. That is, {ug }ren is a bounded sequence and therefore it has a convergent
subsequence. Namely, there is an increasing injection 7: N — N such that limg o0 tury) = @ for
some @ € E with ||a||« < p. Moreover, since f is closed, by Theorem 3.2.6 we have

T f(2n() = 1) (3.11)
— 00
Finally, by the subgradient inequality we have, for every k € N and z € N,

f(2) = f(@rmy) + (Unr)s 2 — Tary)-

Taking the limit for k tending to 400 in the above inequality together with (3.11) (and since the
inner product= is a continuous function) yields

f(z) > f(z) + (u,z — z), Vz e K,
that is, u € 0f(Z). O

1
Tk :::%+<1—>(:E—:%), Vk € N.

On Chapter 6, we will look at (semi-)norms on R? which have a special form: they are the
£o-norm skewed by a positive semi-definite matrix A € Si. Formally, for every A € Sﬁlr, define the
(semi-)norm induced by A by

||| = VaT Az, vz € RY.

The next lemma shows us that the functions that we have just defined are indeed semi-norms.
Moreover, it shows that in the case of positive definite matrices, the above functions are indeed
norms and that the dual norm of a norm induced by A € Si . is the norm induced by the inverse
matrix AL

Recall that any norm in I is a continuous function.
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Lemma 3.8.5. Let A € S?. Then ||| 4 is a semi-norm, and if A = 0, then [|-|| 4 is actually a norm
whose dual norm is [|-]| 4-1.

Proof. Since A = 0, we have that by Proposition 1.1.4 AY/2 ¢ Si exists and is unique. Thus,
|vlla = ||AY?v]|2 for any v € R% Since v € R? — AY2v is a linear function, it is clear that
v € R? i ||AY?0)||5 is non-negative everywhere on R% and that it satisfies properties (iii) and (ii)
from the definition of norm. Suppose A > 0. Then A'/2 is invertible, and for any v € R? we have
A2y = 0 if and only if v = A=1/20 = 0. Thus, in this case, ||-||4 is a norm on R%. Finally, by
Proposition 1.1.4 we have (A=1)1/2 = A=1/2 = (A'/2)~1. With this, note that for every z € R?
there is y = A2z € R? such that z = A~'/2y. Thus, R = { A=1/2y: y € RY}. Therefore, by
Theorem 3.8.2 and since the f-norm is dual to itself we have, for any z* € R,

(31M11%)* (") = sup ((27)Tx — gllz]%) = sup ((x*)TA‘l/Qy - %IIA_I/QyHi)

rER yeR4
= sup ((A_1/2{L‘*)Ty _ %yT(A—l/QAA—l/Q)y> = sup ((A_1/2$*)Ty o %yTy)
yER4 y€ERd
_ T Thm 3.8.2 | ,_ N
= sup ((47720) Ty = Byl ) TS AT =
yER4
Thus, by Theorem 3.8.2 we conclude that the norm dual to ||-]|4 is ||| 4-1- O

Finally, at some points of the text we shall need some norms for the space of real square matrices.
One of the better-known norms for matrices are the operator norms, which are based on norms
for R%. In this text we shall restrict our attention only to the operator norm induced by the fo-norm.
Formally, the operator norm (induced by the fo-norm) of A € R4 is

| All2 = max{ ||Az||2 : z € R, ||z|s < 1}.

The next lemma shows useful connections between the operator norm of a matrix and its eigenvalues.
We skip its proof for the sake of conciseness.

Lemma 3.8.6 ([39, Example 5.6.6]). If A € S then ||A2 = max{|)\I(A)|, |)‘II(A)|} In particular,
if A >0, then [|Alj2 < Tr(A).

3.9 Strong Convexity

In some situations, we need convex functions whose graphs have at least some kind of “curvature”.
In other words, we need convex functions R: E — (—o0, +00] such that, for any two points z,y € E,
the line segment between R(z) and R(y) lies strictly above the graph of the functions (except, of
course, for the points R(x) and R(y)). In this section we study two classes of convex functions which
satisfy this condition: strictly and strongly convex function. Even though the focus of this section is
strong convexity, looking at strict convexity first helps to build intuition.

A convex function R: E — (—o0,+0o0] is strictly convex on a convex set X C E if, for any
distinct z,y € X and any A € (0, 1), we have

ROz + (1— A)y) < AR(2) + (1 — N R(y). (3.12)

It is immediate from the definition that the sum of a strictly convex and a convex function is strictly
convex and that strict convexity is preserved under multiplication of positive scalars. The above
inequality basically translates the intuition from the previous paragraph: the relative interior of the
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segment between two points of the graph of a strictly convex function R lies strictly above the graph
of R.

As an example of a non-strictly convex function, consider the affine function = € R% — (a, z) + 3
where a € R? and 8 € R. Thus function clearly satisfies (3.12) as an equation everywhere. Thus,
affine functions are not strictly convex. Indeed, the graphs of affine functions have exactly the form
that we want graphs of strict convex to avoid: they are flat everywhere.

To look at some concrete examples of strictly convex functions, we will use the following lemma
(without proving it). It gives a criterion to detect convexity through a function’s hessian similar
to the convexity criterion from Lemma 3.1.1. Still, one should note that Lemma 3.1.1 gives a
characterization of convexity, while the following lemma only gives a sufficient condition for strict
convexity.

6

Lemma 3.9.1 ([16, Proposition 1.2.6]). Let X C R? be a convex set and let R: R? — (—o0, +00]
be twice continuously-differentiable on R?. If V2R(x) = 0 for every 2 € X, then R is strictly convex
on X.

The above lemma allows us to quickly detect strict convexity of many functions. A classic
1-dimensional example of strictly convex function is the exponential function given by o € R — e®.
Its second derivative at @ € R is e* and, by Lemma 3.9.1, we conclude that the exponential
function is strictly convex. Another interesting example is the squared f3-norm. Namely, define
R(z) = &||z||3 = (z,x) for every z € R? (the § factor is not necessary but it is a nice normalization
factor, as we are going to see). In this case we have, for every = € R% we have

VR(z) == and V2R(z) =1,

where one should recall from Section 1.1.3 that I denotes the identity matrix with fitting dimensions.
By Lemma 3.9.1 we conclude that the squared fs-norm is strictly convex on R¢.

Hopefully the above examples helped the reader gain some intuition about strictly convex
functions. Although we have looked at some examples, we have not yet seen any properties of
strictly convex functions which may be of use in optimization. The following lemma shows the main
property of strictly convex functions that we shall use: if a minimizer of a strictly convex function
exists, it is unique.

Lemma 3.9.2. Let R: E — (—o0, 400] be a proper strictly convex function on a convex set X C E.
Then inf,c x R(x) is attained by at most one point.

Proof. Suppose there are distinct z,y € E such that both x and y attain inf,ex R(x). Then
%l‘ + %y € X and, by the strict convexity of R,

R(3z+ 3y) < 3R(z) + 3 R(y) = inf R(x),

a contradiction. O
As discussed earlier, the graph of a strictly convex function R: E — (—o0, +00] is curved, that
is, a line segment joining any two distinct points of its graph lies strictly above the graph. However,

the definition of strict convexity does not state how curved R is. That is, for any distinct =,y € E
and A € (0,1), we know that

AR(z) + (1 — NR(y) — ROz + (1 — N)y) (3.13)

6 Although the lemma states the result only for R?, it holds for an arbitrary euclidean space with minor changes in
terminology (such as positive-definiteness). We state it for R? only for the sake of simplicity.

64



is positive, but we do not know how far away from zero it is, no matter the distance between x
and y. For example, the following lemma shows that in the case where R is the squared fo-norm
on E, the value of (3.13) is fully determined by the distance (w.r.t. the fo-norm) between x and y
besides, of course, the value of A € (0,1).

Lemma 3.9.3. Let z,y € E and A € [0,1]. Then,
Allzll3 4+ (1= Nyll3 = 1Az + (1 = Nyl = ML = Az — ylf3
Proof. We have

Mlzll3 + (1 =Nl = 1Az + (1 = Nyll3
= Alzl3 + (1 = Nyl = Allz]3 = (1= 2)?[lyl3 = 221 = A){z, y)
= A1 = NIzl + A1 = Nllyl3 = 2A(1 = X)(z, )
= A1 = M) (ll2lI3 + llylI3 - 2z, y))
= A1 =Nz - y]*. O
With the above lemma, we know that the value of (3.13) for the squared f3-norm is invariant to

translations, that is, the value of (3.13) for somex,y € E is the same for the points  + d and y + d
for any direction d € E. This is not the case for the exponential function, for example.

Lemma 3.9.4. Let A € (0,1) and let 6 € R. Then

lim Ae® 4 (1 — A)eletd) — grat(1=Nlet+d) (3.14)
a—r—00
Proof. Let a € R. Since e® is the gradient of the exponential function at «, it is also a subgradient
by Theorem 3.5.5. Thus, by the subgradient inequality we have

A= NOH0) > o0 L c¥(Na 4+ (1= N (a+6) —a) = e + (1 — N)J = Ae® + (1 — A)e®(1 + 6).
Therefore,
Ae® + (1= N)et0 — Aot (1=N(eH0) < (1 — ) (20 — (1 46)) = (1 — N)e(e? — 1 —6).

Since the limit of the right-hand side for « tending to —oo is 0 and since the limit in (3.14) is
nonnegative due to the convexity of the exponential function, we are done. O

That is, for scalars a, 8 € R, the bigger the value of § € R, the better the line segment between
the points e* % and e®~% approximates the graph of the exponential in the interval [ — 0,8 —9]. In
other words, the further one goes in the direction of —oco in the real line, the flatter the graph of the
exponential function is.

As one may expect, there are cases which we need a function which has a certain curvature
throughout the space we are considering, such as in the case of the squared fo-norm in E. Additionally,
how much curved the function is should matter in these cases. This idea of more “uniformly curved”
functions is translated into the definition of strongly convex functions.

Let o > 0. A function R: E — (—o0, +0o0] is o-strongly convex on a convex set X C E (with
respect to a norm ||-|| on E) if for every z,y € X and A € [0, 1] we have

R\ + (1= N)y) < AR(2) + (1 = VR(y) = M1 = V]l — y|*
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If the set X is not explicitly stated, consider X := E. Moreover, we may omit ¢ and/or the norm
||-]| whenever their knowledge is not necessary.

Let R: E — (—o00, +00] be a o-strongly convex function on a convex set X C E w.r.t. a norm |||
on E. Then, in particular, R is strictly convex on X. Still, the definition of strong convexity requires,
in some sense, for the function to be curved at least by a factor of o throughout X. Formally, for
any z,y € X and X € (0, 1), the difference in (3.13) in the case where R is o-strongly convex w.r.t.
||| is at least SA(1 — A)||lz — y||*.

There is another property of o-strongly convex functions w.r.t. a norm ||-|| which may help the
reader to gain some intuition: it is a function which has, at each point, a quadratic (on ||-||) lower
bound. For simplicity’s sake, let us first look at the case where ||-|| is the euclidean norm on E. The
next lemma shows a characterization of strong convexity for this latter case which helps us show the
existence of such quadratic lower bounds

Lemma 3.9.5. Let R: E — (—o0, +0o0| be proper and let ¢ € Ry ;. Then R is o-strongly convex
w.r.t. ||-|l2 if and only if R — &||-||3 is convex.

Proof. For any x,y € E and A € (0,1) we have
RO + (1= Ny) = 212 + (1= Nyl < A(RG@) - Zl2l3) + (1 = 2) (Re) - Zll)
= ROw + (1= 2y)) £ AR(@) + (1= VR(y) = 2 (Alel + (1= )yl3 — 13z + (1 = 2yl}3)

M RO + (11— My)) < AR(@) + (1= VR(y) — SA1L = Nl -yl O
It directly follows from Lemma 3.9.5 that 1|-[|3 is 1-strongly convex on E w.r.t. |-||2. More

importantly, the above lemma allows us to derive a stronger version of the subgradient inequality for
strongly convex functions w.r.t. the fo-norm. Namely, let 0 € Ry and let R: E — (—o0, +00] be a
proper o-strongly convex w.r.t. ||-||2 function. Moreover, let = € E be such that there is g € OR(x).
By Lemma 3.9.5 the function R’ := R — %||-||3 is convex, and by Theorems 3.5.4 and 3.5.5 we have
the subgradient g — oz € OR/(x). Thus, by the subgradient inequality, for every z € E we have

R'(z) > R(x)+ {9 — ox,2 — x)
> R(2) — l1zl3 > R(z) — §llzl3 + (9,2 — 2) — oz, 2) + o/ =|3
< R(2) > R(z) + (9,2 — z) + 5|23 — o(z, 2) + 5|z[l3
> R(z) > R(z) + (9,2 — z) + 5|z — =||3.

That is, at each point € [E on which R is subdifferentiable there is a quadratic function which
lower bounds R and meets it at least at 2. On R?, such lower bounds as simply parabolas, and in
this simpler case one is able to see how strong convexity implies that the function is curved: having
parabolas as lower bounds makes it impossible for the function to be linear (or “flat”) anywhere.

Although we are looking only at the fo>-norm case, it happens that the above “strong version”
of the subgradient inequality holds for strongly convex function w.r.t. arbitrary norms on E. Even
more surprisingly, such strong subgradient inequality characterizes strongly convex functions. That
is, a function R is strongly convex if and only if such strong subgradient inequality holds on every
point where R is subdifferentiable. To prove this claim, we will first show an interesting fact: to
check if a closed convex function is strongly convex or not, it suffices to look at the relative interior
of its domain.

Lemma 3.9.6. Let R: E — (—o0,+00] be a proper closed convex function and let X C E be a
convex set such that X Nri(dom R) is nonempty. If R is o-strongly convex w.r.t. a norm |[|-|| on
X Nri(dom R), then R is o-strongly convex on X w.r.t. ||-||.
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Proof. Suppose R is o-strongly convex w.r.t. a norm ||-|| on X Nri(dom R). We need to show that,
for every =,y € X,

RAx+ (1 —=XNy) < AR(x)+ (1 —NR(y) — \(1 — )\)%HCL‘ —yl?, YA€ (0,1). (3.15)
By assumption, we know that the above inequality holds for z,y € X Nri(dom R). Let us show that

If (3.15) holds for every x € X Nri(domR) and for y = gy for some y €  (3.16)
X N (dom R), then (3.15) actually holds for every x € X and for y = .

Let y € XN(dom R) be as in the above claim. Since (3.15) holds trivially for z € X'\ (dom R), we only
need to show that it holds for every x € X N (dom R). Let Z € X N (dom R), let z € X Nri(dom R),
let © € [0,1), and define x,, :== (1 — p)@ + pZ. By Theorem 3.2.1, x,, € ri(dom R) and z,, € X since
X is convex. Let A € (0,1). By setting z) := Az + (1 — A\)g and z) = AZ + (1 — A\)y we have by
assumption (since z, € X Nri(dom R))

R((1— )y + ) = R((1 = p)(Ad + (1= N)g) + u(Az + (1= 1))
= R(/\l’u + (1 — )\)37) (3.17)
< AR(x,) + (L= MRE) = M1 =N 2, — 1

By Theorem 3.2.1, we have z), = Az + (1 — \)y € ri(dom R) since A > 0. Thus, since R is closed, by
Theorem 3.2.6 we have

lim R((1 — p)zx + pzx) = R(Z)) and lim R(z,) = R(Z).
it st

Therefore, taking the limit as p tends to 1 from below on (3.17) yields
_ _ _ _ _ g, _ _
ROT+ (1= N)7) = R() SARE) + (1= MR@) = A1 = V)5 llz - gl
This proves (3.16).

To ease the notation, for every z,y € E and X € (0,1), define Fy(z,y) = AR(z) + (1 = M) R(y) —
A(1 = NS |z — y||%. Now, note that

Rz + (1 —Ny) < Fi\(z,y), VA e (0,1),Vz,y € X Nri(dom R)
GO R+ (1= Ny) < Fa(z,y), VYA€ (0,1),Vy € X Nri(dom R), Ve € X
— R(A\y + (1 — N)z) < Fi(y,x), VA€ (0,1),Vy € X Nri(dom R),Vx € X
G ROy + (1= Na) < Fa(y,z), YA€ (0,1),Vz,y € X. 0

Let us now show that strongly convex functions are characterized by the “strong subgradient
inequality” about which we discussed earlier.

Theorem 3.9.7. Let R: E — (—o0,400] be a proper closed convex function and let X C E be a
convex set such that X Nri(dom R) is nonempty. Then R is o-strongly convex on X w.r.t. a norm
||I|| on E if and only if for every = € ri(dom R) N X, every y € X, and every g € OR(z) we have

R(y) > R(x) + (9. — =) + iy — al]”. (3.18)
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Proof. Suppose R is o-strongly convex on X C E w.r.t. a norm ||-|| on E, let x € ri(dom R) N X, and
let y € X. Moreover, let A € (0,1). By the definition of strong convexity, we have

R(x) + AM(R(y) — R(x)) — (1 - A)A%II:E — 3yl = Rz + Ay — x)).

Thus, rearranging the above inequality and using the subgradient inequality for any u € OR(x)
(which exists by Theorem 3.5.1),

R() — @)~ (1= N ja —y|? > TEHXM N ZRD Ny =)y,

Taking the limit with A\ tending to zero on the above expression yields (3.18).
For the converse, let us first show that

if (3.18) holds for every x,y € ri X, then R is o-strongly convex on ri(dom R)NX  (3.19)
w.r.t. |||

Suppose that (3.18) holds for every z,y € ri X, let 2,y € X Nri(dom R), let A € (0,1), and define
zy = AT+ (1= N)y.

Since ri(dom R) is convex, z) € ri(dom R). Hence, by Theorem 3.5.1 there is vy € 9f(z)). By (3.18),
we have o
(& = 22) < R(@) = R(z2) = 5 [l# — 2]

and o
(.9 = 22) < R(G) = R(=) = 5lli = 2al”

Taking a convex combination of (v, — z)) and (vy,y — z)\) with weights given by \ yields
<'U)\, )\(lo' — Z)\) + (1 — /\)(]j — Z)\)> = <1))\, AT+ (1 — )\)]j — Z)\> = <U)\, 2\ — Z)\> = 0.
Therefore,

0= )\<’U)\,:i’ — Z)\> + (1 — )\)<’U)\,:& — Z)\>

< A(R(@) = R(za) = Sl = 22) + (1= N (R() = R(za) = Sl = 21

= AR(&) + (1= NR() = R(=2) = 5 (A& = 2l + (1 = )15 = 22P)

= AR(&) + (1= NR() = R(z2) = S (A0 = V@ = 92 + (1 = )N = 1)
= AR(@) + (1 = VR(G) = R(z2) = M1 = N 12 = 1]

This finishes the proof of (3.19), and by Lemma 3.9.6 we are done. O

The following proposition, which we state without proof, gives another characterization of strongly
convex functions and shows that the conjugate of a strongly convex function is very well-behaved: it
is finite and differentiable everywhere. On the next section we shall see that this properties on the
conjugate of strongly convex functions is part of a dual relation regarding strong convexity with
strong smoothness.

Proposition 3.9.8 (|60, Section 12H]). Let 0 > 0 and R: E — (—o0, +00] be a proper, closed, and
convex function. Moreover, let ||-|| be a norm on E and let X be a nonempty convex set. Then, the
following are equivalent:
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(i) R is o-strongly convex on X w.r.t. |||,
(i) for every x,y € XNri(dom R) and every u € OR(x), we have R(y) > R(x)+(u, y—$>+%||:n—y\|2;

(iii) for every z,y € X Nri(dom R), every u € OR(z), and every v € OR(y), we have (u—v,z—y) >
allz —yl*

Moreover, if R is strongly convex on E, then R* is finite and differentiable on E.

As an application of the above properties, let us show that the negative entropy on R? is 1-strongly
convex w.r.t. ||-||1 on (multiples of) the unit ball of the ¢;-norm. Interestingly, the negative entropy
is only strictly convex on R%. Thus, we need to restrict the negative entropy to get strong convexity.
First we will show a known inequality regarding the exponential of a scalar and then we shall prove
the strong convexity of the negative entropy.

Lemma 3.9.9. For each a € R,
e*>1+a.

Moreover, for every 8 € Ry,
Ing<p—1.

Proof. Let us divide the proof in three cases. For @ < —1 the statement is trivially true. Suppose
that a > 0. By definition,

o
o=y
7!

i=0
Since a > 0, each term of this series is nonnegative. Hence,

i

o —
e —E —Z_!—l-i-a—i-g 2,!214—&
=0 i=2

Suppose now that —1 < a < 0 and define 8 := —«a. Hence, 0 < 8 < 1 and

0 i
a _ —fB _ (_5)
e*=e " = E -

=0

It is easy to see that the terms of this alternating serie decreases in modulus since 0 < 3 < 1. Hence,

Z(_?)izo — 6_5:1—B+Z(_6)i>1—ﬁ.
i =2

7! 7!
=2

Finally, note that due to what we have just proved, e~ > j for every 8 € Ry, which implies that
Ing < 8 —1 holds. O

Lemma 3.9.10 (|68, Lemma 16|). Define R(z) := Zle[mi > 0lz; Inz; + 6(x | RL) for every z € RY
and let # € Ry, . Then R is closed and (1/6)-strongly convex on By := {z € R?: ||z|; < 6} w.r.t.

[RI®

Proof. First, note that R(x) is continuous and differentiable on int(dom R) = Ri 1. Moreover, by
Proposition 3.4.4 R is closed. Let us now show that R is (1/6)-strongly convex w.r.t. ||-||; on By.
By Proposition 3.9.8, we just need to show that

(VR(z) = VR(y),z —y) > gz —yli,  Vz,ye BynRE,.
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Let z,y € By HRL, and define w € R? by
w; = (VR(x); — VR(y)i)(zi —vi) = (Inx; — Iny;)(z; — i), Vi € [d].
Since the logarithm is an increasing function on (0, 4+00), we have w > 0 and w; = 0 if and only

if x; = y; for each i € [d]. Set supp(w) = {i € [d]: w; # 0} = {i € [d]: z; # y;}. Then, by the
Cauchy-Schwarz inequality and the definition of w,

III‘yII%:(zd:(I‘iyi))Q:( > (%‘*%))2:( > MW>2

=1 i€supp(w) i€supp(w)
C )2
(X w)( X v
i€supp(w) i€supp(w)

LTi — Yi
= (VR(z) — VR(y),z — y>( > m)
i€supp(w) ‘ '

Thus, it only remains to prove
(X momi)=*
i€supp(w) 0Ly = MY

In order to prove the above inequality, let us first show that

Ti—Yi Ti + Y
Inz; —Iny; = 2

Vi € supp(w). (3.20)

Let ¢ € supp(w) and, without loss of generality, suppose z; > y;. Define
d(a) =[a>0]2(a—vy) — (a+yi)(lna — Iny,)), Va € R.
Note that ¢(y;) = 0. Moreover, for every o € Ry we have

CiemY_ MY g
«Q «Q « (6%

¢ () =2— (Ina—Iny) —

a+yi
[0

where in the last inequality we used In 3 < 5 — 1 for any € R4 (see Lemma 3.9.9). Therefore, ¢
is a non-increasing function, and since ¢(y;) < 0 we have ¢(a) < 0 for every a € [y;, +00). Since
yi < x; we conclude that ¢(z;) <0, which finally implies (3.20). Therefore,

Ty — Vi ><< l‘i+yi) < 2/l + Nyl <9 0
( Z Inz; —Iny;/ — Z 2 - 2 -

i€supp(w) i€supp(w)

The focus of this text is ultimately optimization of convex functions. As we have seen on
Section 3.6, convex functions are easier to optimize since (among other facts) their local minima
on convex sets are also global minima. At the beginning of this section we have seen that when
we restrict our attention to strictly convex function, we have the additional property that, if the
infimum over a convex set is attained, it is actually attained by a unique point (this uniqueness will
be important in Section 3.11). One natural question is: when we further restrict our attention to
strongly convex function, do we have additional properties regarding their infima over convex sets?
Fortunately, the answer is yes and the additional property we earn will be fundamental in many
algorithms seen in the next chapters.
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We will show in the next results that the infimum of a proper closed strongly convex function
R over a closed convex set X C E is guaranteed to be attained. The intuition behind this results
is that the level sets of R are bounded and, thus, compact. The boundedness is an implication of
the “curvature” of the graph of these functions, as we shall see soon. Then, since the intersection of
non-empty nested compact sets is non-empty (Cantor’s Intersection Theorem), the intersection of all
level-sets of the function is non-empty, that is, there is a point which attains inf,cg R(z). Finally,
since R+ (- | X) is also a closed (usually proper) strongly convex function, then inf,cx R(x) is also
attained. First, let us show that the level sets of R are compact. To do so, we will use the following
theorem, which we state without proof.

Theorem 3.9.11 (|59, Thm. 8.4]). Let C C E be a nonempty closed convex set. Then C is
unbounded if and only if there is d € E \ {0} such that C + ud C C for every p € R,

The idea of the above theorem has a very nice intuition. If a set C' C E is convex and unbounded,
there must be a direction d € E\ {0} such that, starting at any point in C, we can go in the direction
d as much as we want. With this result, we are able to prove boundedness of the level sets of strongly
convex functions.

Lemma 3.9.12. Let R: E — (—o00, +0] be a proper closed strongly convex on E function. Then,
for every o € R such that inf,cg R(z) < a the set L, .= {x € E: f(z) < a} is nonempty and
compact.

Proof. Since R is closed, by Theorem 3.2.4 we have that L, is closed for any o € R. Thus, we
only need to prove boundedness. Suppose there is a € R with inf,ecg R(z) < « such that L, is
unbounded. By Theorem 3.9.11, there is d € E \ {0} such that « + ud € L, for any = € L, and
any € Ry. Let & € L, and for every v € Ry with v > 1/||d|| define

1 1

Ty =T +yd € Ly and Ay = |z — x| - yid]l
Y

€ (0,1].

Thus, by the definition of strong convexity, for every v € R4 with v > 1/|d|| we have
R((1=M)& + M) < (1= M)R(E) + A Rla,) = A (1= 1) | — |
= (1= M)R(@) + M R(e,) = (1= 1) 5[ — |
<a—(1-X)7dl
Note that for any v € R4y we have (1 — \,)Z + Ayzy = & + ||d|| 'd € L,. This together with the

fact that R is proper implies that R((1 — A\y)Z + A\yzy) = R(Z + ||d||~'d) # —oc for any v € Ry 4.
However, lim, 0. a — (1 — A,)§~||d|| = —o0, a contradiction. O

Finally, let us show that infima of closed strongly convex function over closed convex sets are
attained. As we have discussed earlier, the proof relies mainly on Cantor’s Intersection Theorem,
which we state next. Following it, we prove the attainability of the infima.

Theorem 3.9.13 (Cantor’s Intersection Theorem [64, Theorem 2.36]). Let {K;}:2, be a collection
of nonemtpy compact sets on E such that K; 11 C K; for every i € N. Then ()2, K; is nonempty.

Lemma 3.9.14. Let R: E — (—o0, +00] be a proper closed strongly convex on E function. Then
inf,cg R(z) is attained by a unique point. In particular, if X C E is convex such that (epi R)N(X @R)
is a closed nonempty set, then inf,cx R(x) is attained by a unique point. In particular, if X is
closed and (dom R) N X is nonempty, then inf,cx R(x) is attained by a unique point.
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Proof. For every n € N, define p, = inf,cg R(x) + n%_l and L, == {z € E: R(z) < p,}, where
the latter sets are nonempty and compact for every n € N by Lemma 3.9.12. Since L,41 C
L, holds for every n € N, by Cantor’s Intersection Theorem (Theorem 3.9.13), we have that
{z € E: R(z) <infyeg R(z)} = (2o Ln is nonempty, that is, inf,cg R(x) is attained. The unique-
ness of the minimizer comes from the fact that R is strictly convex on E (since R is strongly convex
in E) and by Lemma 3.9.2.

In particular, let X C E be a convex set such that (epi R) N (X @ R) is closed and nonempty.
Note that if we define R’ := R+ §(-| X), then epi " = (epi R) N (X @ R) is a closed nonempty
set. Thus, we have that R’ is a proper strongly convex function which is closed by Theorem 3.2.4.
Thus, inf,cg R'(x) = inf,cx R(x) is attained by a unique point by the result we have just proved.
Finally, note that if X C E is closed and (dom R) N X is nonempty, then X & R is closed and
(X ®R) N (epiR) is a closed nonempty set. O

3.10 Strong Convexity and Smoothness Duality

As we have discussed on the previous section, the fact from Proposition 3.9.8 that the conjugate of
a strongly convex function is finite and differentiable everywhere is, in fact, a corollary of a much
more fundamental result. We investigate such a result in this section. Namely, we study the duality
relation between strongly convex and strongly smooth functions.

Let 8 € Ry4. A function R: E — R is S-strongly smooth (with respect to a norm ||-|| on E)
if R is everywhere differentiable and if for every z,y € E we have”

IVR(z) = VR(y)l+ < Bllz -y

From the definition, one can see that strong smoothness restricts how rapidly the slope of a
function can change from one point to another. As an example of a smooth function, one may easily
see that R := 3||-||3 is 1-strongly smooth w.r.t. the f;-norm. This holds since VR(z) = z for any
x € E and since the fo-norm is self-dual. Another example of strongly smooth function (this time
with respect to any norm) is any affine function, that is, any function of the form R(z) := (a,z) + «
for every x € E for some a € E and o € R. The latter function is in fact e-strongly smooth w.r.t. a
norm ||-|] on E for any € > 0 since VR(z) — VR(y) = 0 for any z,y € E. Thus, in some sense, affine
functions are the most extreme example of strongly smooth functions. This was expected since the
slope of affine functions are constant throughout E.

At this point, it is not clear yet how strong convexity and strong smoothness may be related at
all. The following lemma, which we state without proof, shows that strong smoothness implies a
condition dual to Theorem 3.9.7: at each point = € E a strongly smooth function R is upper-bounded
by a quadratic function which touches the graph of R at least at x.

Lemma 3.10.1 ([55, Lemma 1.2.3]). If R: E — (—o00,400] is a f-strongly smooth function w.r.t.
a norm ||-|| in E, then, for every x,y € E we have

R(y) < R() + (VR(),y ) + 2y — o

Another way to interpret the above result is as a bound for the error of approximating a strongly
smooth function by its first-order Taylor expansion. It shows that §-strongly smooth functions can
be well-approximated by its first-order Taylor expansions, and the smaller the value of S the better
the approximation.

"That is, VR is B-Lipschitz continuous with respect to ||-|.
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Finally, the next theorem shows a dual relation regarding strongly convex and strongly smooth
functions. Namely, the conjugate of a strongly convex function is strongly smooth and, maybe
surprisingly, the converse also holds. It is important to notice that the theorem only holds for
functions which are strongly convex throughout E. Thus, if a function R: E — (—o00, +00] is strongly
convex only on a closed convex set X C E, one may apply the lemma to R+ 4(- | X) but not to R
itself.

Theorem 3.10.2 ([41, Theorem 3|). Let R: E — (—o0, +00] be a closed convex function, let |||
be a norm on E, and let ¢ > 0. Then R is o-strongly convex on E w.r.t. ||| if and only if R* is
(1/0)-strongly smooth w.r.t. ||-||..

3.11 Bregman Divergence and Projection

In the algorithms we will see in the next chapters, we shall use different norms in order to obtain
algorithms with better guarantees. However, this may force us to change other aspects of the
algorithm, such as the way we measure distances. For example, if one needs to project a point x € E
onto a (convex) set X C E, a natural way to do so is by using euclidean projection. Namely, to
pick the (unique) point which attains min,cx ||z — z||2. This clearly depends on the euclidean norm,
which will not be ideal in some applications we shall see. Moreover, simply replacing the f2-norm
by any norm of our choice often does not work as intended. For example, consider the situation
where we have the all ones vector 1 € R? and want to project it onto the two-dimensional simplex
Ay ={zx€ Ra_ : £1 + w9 = 1} using distances based on the ¢1-norm. This does not work as intended
since the point which attains inf,ca,||1 — z|[1 is not unique. In fact, |1 — z||; = 1 for any z € Ao,
rendering the idea of projecting 1 onto the simplex meaningless. A notion which works better as a
way of measuring “distances”® when we use a norm different of the £o-norm as the “reference norm”
is the idea of Bregman Divergences.

Let R: E — (—o0,+0o0] be a function which is differentiable on an open set D C E. The
Bregman divergence associated with R is the function

Bgr(z,y) = R(z) — R(y) — (VR(y),z —y), VzxeEyeD.

On Figure 3.5 we give a illustration of the Bregman Divergence with respect to R. By looking at
the figure the main idea behind the Bregman Divergence at (Z,y) € E x D is made clear: it is the
difference between the value of R at  and value of the first-order Taylor expansion of R around ¥
evaluated at Z. Although we define Bregman Divergence for arbitrary differentiable functions, when
the function R is convex at least one nice property arises: Br(x,y) > 0 for any = € E and y € E and
equality holds at least when x = y. Intuitively, we want the divergence between two points z,y € E
to be a measure of how different these points are when one looks at them through the lens of R.

From the above discussion, one may have noticed that the usefulness of the Bregman Divergence
depends on the function R being curved throughout E. As an extreme example, on may note that
if R is of the form (a,-) + 8 for some a € E and 8 € R, then Bp is identically zero. In words,
the Bregman Divergence associated with a flat function is zero everywhere. As we shall see, the
divergence function starts to look nicer and have more interesting properties when R is strictly or
even strongly convex, for example.

Before looking at some of the properties of Bregman Divergences, let us look at a classic example
of Bregman Divergence. Namely, set R := %H /||3. In this case, R is differentiable on E with VR(y) = y

8Saying that we measure distances with Bregman Divergences is misleading since Bregman Divergences do not
satisfy the conditions of a distance function.
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T R(y) + (VR(y),z — )

QL=
S+
8

Figure 3.5: Illustration of the Bregman Divergence associated with R.

for every y € E. Thus,

1
(1113 + lyll3 = 2(y. 2)) = 5ll= = yll3.

N | =

1
Br(z,y) = 5 (I2[5 = |2 - 2(y, 2 — v)) =

That is, the Bregman Divergence associated with the squared euclidean norm is the squared
euclidean distance. Later we shall look at a more interesting example of Bregman Divergence.
Namely, we shall show that the Bregman Divergence associated with the negative entropy z € R% —
- Zle[:vi > 0lz;Inz; + 0(-|R%L) is (practically) the Kullback-Leibler divergence (also known as
relative entropy).

Let us now look at simple but useful properties of Bregman Divergences. First, let us see the
form of the (sub)gradients of Bregman Divergences.

Lemma 3.11.1. Let R: E — (—o00,400] be a proper convex function which is differentiable on a
convex set D C E. Then,

In particular, V(Bg(-,y))(x) = VR(z) — VR(y) for every x,y € D.

Proof. Let y € D and define Ly(z) = R(y) + (VR(y),y — z) for every x € E. For every z € E we
have OLy(z) = {VLy(z)} = {-VR(y)} by Theorem 3.5.5. Thus, by Theorem 3.5.4 we have, for
every x € E,

I(Br(-,y))(x) = OR(x) + OLy(x) = IR — VR(y).
In particular, if z € D, then by Theorem 3.5.5 we have OR(z) = {VR(x)}. O

Let us look now at the Bregman Divergence associated with a strongly convex function R: E —
(—o0, +0oo] which is differentiable on a convex set D C E. By definition of Bregman Divergence, for
every y € D we have that Br(-,y) is the sum of R, which is strongly convex, and the linear function
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x€E— —R(y) — (VR(y),x — y). Thus, Bg(-,y) is also strongly convex for any y € E. Although
trivial, we state this result in the next lemma for future reference since it shall be important in the
next results and chapters.

Lemma 3.11.2. Let ||-|| be a norm on E, let ¢ € R4, and let R: E — (—o00, +00] be a proper
o-strongly convex on X w.r.t. ||-|| function which is differentiable on a convex set D C E. Then, for
every y € D, the functionBg(-,y) is also o-strongly convex w.r.t. ||-]|.

Proof. Let y € D and define L, (x) := R(y)+(VR(y),z—y) for every € E. Then Bg(-,y) = R—L,,.
Since —L, is convex and R is o-strongly convex on X w.r.t. ||-||, we conclude that Br(-,y) is also
o-strongly convex on X w.r.t. ||-||. O

For the sake of brevity, we do not show more properties regarding Bregman Divergences since
they will not be used in the remainder of the text. Still, many properties (and applications) of
Bregman Divergences can be found, for example, in [24, Section 11.2] and in [19, Section 5.1].

Now, let us look at the idea of Bregman projetions which is extensively used in the algorithms
seen in Chapter 5. Let R: E — (—o0, +00] be a proper convex function which is differentiable on
a convex set D. Further, let X C E be a closed convex set and let z € D. If inf,cx Br(x,Z) is
attained by a unique point, then the Bregman projection I1%(Z) of Z onto X (with respect to R)
is given by

{11%(z)} = arg min Bg(z, %).
zeX
The operator I1% is called the Bregman projector onto X w.r.t. R. As an example, if R = %||||%7
then IT{ recovers the well-known euclidean projection onto X since B becomes (half of) the squared
euclidean distance.

As we briefly discussed at the beginning of this section, one of our motivations for using Bregman
Divergences is to project points onto (convex) sets in ways which do not rely on the euclidean norm.
The above definition of Bregman projection assumes that the projection is unique at every point
where the function R is differentiable. The following lemma shows that the existence and uniqueness
of the projection are guaranteed when the function R is strongly convex. Thus, in applications we
usually will have Bregman projections w.r.t. strongly convex function. Additionally, it is worth
noting that the norm associated with the strong convexity will usually play a major role in the
analyses of the algorithms we shall see in future chapters.

Lemma 3.11.3. Let R: E — (—o00,400] be a closed and strongly convex function which is differen-
tiable on D and let X C EE be such that (dom R) N X is nonempty. Then inf,cx Bgr(z,y) is attained
by a unique point for any y € D.

Proof. Let y € D. By Lemma 3.11.2, Br(-,y) is strongly convex. Since (dom R) N X is nonempty,
by Lemma 3.9.14 we conclude that inf,cx Br(x,y) is attained. Uniqueness of the minimizer follows
directly from the strict convexity of R and Lemma 3.9.2. O

Finally, it shall be very useful to have sufficient and necessary conditions for a point to be the
Bregman projection of another onto some convex set. The next lemma derives some conditions of
this form by basically applying the optimality conditions from Section 3.6 and writing them in a
more palatable way.

Lemma 3.11.4. Let R: E — (—o00, +00| be a proper strictly convex function which is differentiable
on an open set D C E and let X C E be a convex set. Finally, suppose ri X Nri(dom R) # &. Then,
for any z,z € D we have

¢z =T1%(2) < VR(z) — VR(z) € Nx(z). (3.21)
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In particular, if y € E is such that R* is differentiable at y and VR*(y) € D, then, for any € dom R,
z=TE(VR*(y)) < y— VR(z) € Nx(x). (3.22)

Proof. Let x,z € D. Recall that, by definition of the Bregman projector, x = Hf}(z) if and
only if z (is the unique point which) attains inf,cx Bgr(u,z). Since dom R = dom Bg(-,x) and
ri X Nri(dom R) # &, by the optimality conditions given by Theorem 3.6.2,

x € arger)n(in Bgr(u,z) <= VR(z) — VR(z) = =V(Bg(+, 2))(x) € Nx(z),

and the uniqueness of the projection follows from the strict convexity of R (which implies that
Bpg(-, z) is strictly convex as well). Let y € E be such that R* is differentiable at y and that
VR*(y) € D. By Corollary 3.5.6 we have VR(VR*(y)) = y. Therefore, taking z = VR*(y) on
(3.21) yields (3.22). O

Finally, let us look at another classic example about which we have briefly talked about earlier on
this section. The next proposition shows that the Bregman Divergence associated with the negative
entropy on R? is almost equal to the well-known Kullback-Leibler divergence (where equality holds
when we look at the divergence among points in the simplex). Moreover, we also show that the
Bregman projection w.r.t. the negative entropy in the simplex boils down to a normalization w.r.t.
the ¢1-norm. Thus, Bregman projection associated with the negative entropy might be seen as a
better way of computing projections when one has as a “reference norm” the ¢;-norm (one may recall
the failed attempt of projecting onto the simplex by minimizing the distance w.r.t. the £1-norm from
the beginning of this section).

Proposition 3.11.5. Define R(z) = Z?:l[xi > 0)z;Inz; + (x| RL) for each z € R Then, for
anyxER‘i andyER‘i+,

d

T
Bute.n) = Y- (los > Oaitn( ) )yl ol
i=1 '
In particular, if X : = Ay is the (d — 1)-dimensional simplex, then
1
1

Proof. Let x € Ri and y € RL. Then,
Br(z,y) = R(x) — R(y) = (VR(y),z —y)

([w; > OlziIna; —yilny; — (1 + Iny;) (2 — vs))

I
AM&
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Il
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In particular, set X := A4. Then, since all points in X have same same £1-norm,

(114 ()} = arg min (i([ > st (2) )+l - ux||1>

zeX i—1

— arg minzd: ([:ci > 0]z ln<$i>> .

zeX i—1 Yi

Define 7 = ||y||;'y. By Corollary 3.2.3, 1i Ay = {z € RL, : ||z|; = 1} CR%, =1iR%. Therefore,
by Lemma 3.11.4 we have § = [1%(y) if and only if VR(y) — VR(y) € Nx (7). We have

VR() - VR() = Y ei(1 4 Iy~ 1~ Ini) = Zei<lnyi—1n( v )) — In(llyl)1,

2 2 Tyl

and, for every u € Ay, we have

n(lly[l) (T, w —g) = Wn(llyll)([ully = [g]) = 0.

Therefore, VR(y) — VR(y) € Nx(y) and, thus, § = IT%(y). O
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Chapter 4

The Follow The Regularized Leader
Algorithm

Intuitively, the best point for a player to pick in an online convex optimization game is one that
performs best on the already-seen functions. This strategy in its purest form, known as Follow
the Leader (FTL), a name first coined in [42], fails to attain sublinear regret even in simple cases
(see Section 4.1 or [67, Example 2.2]). Still, it is possible to tweak it to make it work well on a
rich class of OCO problems. One issue with FTL is that simply picking a point that minimizes
the cumulative loss of the past functions makes the player’s choices overly susceptible to enemies’
strategies, e.g. consecutive points from the player may be forced to be far from one another. As a
matter of fact, a point picked following the FTL strategy does not leave any room for the player to
skew this choice in any way, leaving the possibility for the enemy to direct the player’s decisions
through a smart choice of functions. A better strategy for the player is to pick a point that minimizes
the cost of the already-seen functions plus a (convex) regularization term, which makes the choices
of the player change less wildly between consecutive rounds. This idea is the basis of the Follow the
Regularized Leader (FTRL) algorithm, which we describe and discuss in this chapter.

We first describe the algorithm in a more general and adaptive form, with a time-dependent
regularizer. Later, we derive its classical version, that is, the one with a static regularizer, and apply
both the classical and adaptive FTRL strategies to some problems. Even though the non-adaptive
FTRL algorithm in the OCO context was first presented by Shalev-Shwartz and Singer in [69] (and
by Shalev-Shwartz in [68]) its adaptive version and the analysis techniques here presented are due to
McMahan [48|.

4.1 The Follow the Leader and Follow the Regularized Leader Al-
gorithms

As a warm-up and to build intuition for most of the algorithms of this chapter, let us look at the
Follow the Leader algorithm for online convex optimization. For the sake of simplicity, let us first
look at the randomized prediction with expert problem. As we have seen on Proposition 2.6.2, to
obtain a good (in expectation) randomized player oracle for the expert’s problem P = (A¥, A,Y, L),
where E is a finite set of experts and A is a set of actions, it suffices to build a player oracle for the
OCO instance C := (Ag, F) which attains sub-linear regret, where Ag is the simplex on R” and

F={peRF2Tp:ze[-1,1"}.
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Consider the situation in which a certain player oracle for C has already played T' € N\ {0} rounds
against an enemy oracle ENEMY for C. Moreover, suppose that z € ([~1,1]%)T is such that, for
every t € [t] the function f;: RF — R given by fi(p) == 2 p for every p € R¥ is the function chosen
by ENEMY on round ¢. In this case, at least intuitively, which is a good choice in Ag for the player
at round T + 17
All the information the player has at round 7"+ 1 to make her choice is comprised in the
sequence z. In particular, for each expert e € E she can compute its cumulative cost Zthl zi(e), e,
the sum of all the costs attributed to this expert throughout the game. Instinctively, the lower the
cumulative loss of an expert, the better its advice have been up to round T. Thus, an idea for an
strategy for the player at round T + 1 is for her to follow the expert with minimum cumulative cost.
More generally, the player may pick at round T+ 1 the probability distribution over the experts
which minimizes the sum of the expected losses from rounds 1 to 7', that is,
T
pr41 € arg min Z(zt,m. (4.1)
PEAE 4

That is the main idea behind the Follow the Leader (FTL) algorithm: at round ¢ + 1 the player
picks point which minimizes the sum of the already-seen functions. On Algorithm 4.1 we define an
oracle which formally implements the FTL algorithm.

Algorithm 4.1 Definition of FTLX((fl, o fT)
Input:
(i) Functions fi,..., fr € F for some T € N and F C (—o0, +-00]®,
(ii) A set X C E such that argmin, Zle fi(x) is attained.
Output: z741 € X

. T
Compute z7y € argmingcx >, fi(z)
return rr4;

One may be wondering how good the FTL algorithm performs in certain classes of OCO problems.
Although there are some certain classes of OCO problems in which the FTL algorithm is able to
attain sub-linear regret (we shall look at this case in details in Section 4.8), there are quite natural
OCO problems, such as the experts’ problem, in which FTL fails to attains sub-linear regret in the
worst-case scenario. Note that when discussing the idea of the algorithm in the expert’s problem, we
ended up with the formula on (4.1). Since in the latter we are minimizing a linear function on the
simplex, we have that for some expert ¢ € E the vector e; attains the minimum. That is, at each
round the FTL algorithm may choose to follow one expert deterministically and, as we have seen
on Proposition 2.3.3, this is bound to fail in the worst-case scenario. For the sake of concreteness,
let us build an enemy oracle for an instance of the expert’s problem (with only two experts) against
which the FTL algorithm suffers linear regret.

Proposition 4.1.1. Define E := {1, 2} and define the OCO instance C := (Ag, [-1, 1]¥). Moreover,
define
%62 ift=1,
zt =14 e —ey if tis even, vt € N\ {0},
—e1+ ey iftisodd and t # 1,

and define the enemy oracle ENEMY for C by

ENEMY ((p1,...,pr)) = (z € RE — (2741)Tx), VI eN,¥pe (Ap)T.
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Then,
Regrety(FTLAZ, ENEMY, {e1, e2}) > T — 2.

Proof. Let T € N and define
(p, f) = OCO¢(FTLA# , ENEMY,T).

First, let us derive a closed formula for the player’s choices. Namely, let us show that

e1, iftis even
= vVt e [T 1}. 4.2
b {eg, if ¢ is odd, I (4.2

From the definition of z;, by an easy induction one may see that

i e1 — tep, if tis even
Sa=g T vt € [T). (4.3)
P 562, if ¢ is odd,

Therefore, for every t € {1,...,T — 1}

t
Dt+1 € arg min(z zi)Tp = argmin ([t is even|p; + (—1)""'py) =
PEAE i=1 PEAE

{{el} if t is odd

{ea} if tis even.

This proves (4.2). Using (4.2) together with the definition of z; for each t € [T], we have

T

T
Z (1) *21p1+2ztpt—z1p1+21>T—1

t=2 t=2

Finally, by the definition of z; for each t € [T] together with (4.3) we have, for any i € E,

th 61 =

As one may have noticed, one of the problems of the FTL algorithm is that the enemy has too
much power over the player’s decisions. In the above proposition, the enemy is able to make the
player switch from one expert to another while making, at the same time, the expert chosen by the
player suffer the maximum amount of loss possible. It seems that if we could make the choices of the
player change less widely from one round to another, the algorithm would be less susceptible to such
kind of malicious enemy. One way to stabilize the player’s choices is to add to the functions being
minimized an extra function R: E — (—o0, 00|, a reqularizer. Intuitively, when a regularizer with
certain properties is added to the functions being minimized in the Follow the Leader algorithm,
it is harder for the iterates from one round to the next to be very different from one another. On
Algorithm 4.2 we define an oracle which formally implements the FTL algorithm with the addition
of a regularizer, strategy known as the Follow the Regularized Leader algorithm.

We shall leave the discussion about which functions work well as a regularizer for later sections.
For now, let us try to understand the FTRL oracle and look at some nice properties for regularizer
functions to have.

One may have noticed that while on Algorithm 4.1 the oracle is parameterized by the set on
which the minimization shall happen, on Algorithm 4.2 the algorithm is only parameterized by the
regularizer function. This is possible since we can embed the set restriction into the regularizer

Zt ]

MH

t=1
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Algorithm 4.2 Definition of FTRLR(<f1, .. ,fT>)
Input:
(i) Functions fi,..., fr € F for some T € N and F C (—o0, +-o0]¥,
(ii) R: E — (—o00, +00] such that, for every t € {0,..., T}, the function R+ Yi_, fi is proper
and its infimum over E is attained.
Output: z741 € dom R CE

Compute x4 € argmingcp (R(:U) + Zg‘rzl ft(x))
return x4

through the use of indicator functions. For example, for any set X C [E we have FTRLg(.| x) = FTLX.
More generally, given a function R: E — (—o0,+0o0], we can use the function R + §(- | X) as a
regularizer for FTRL to enforce the points chosen by the algorithm to lie in a set X C E.

Finally, the biggest issue now is to properly choose regularizer functions for FTRL for a given
OCO instance C = (X, F). Without trying to think about which conditions the regularizer ought to
have in order for the FTRL algorithm to attain sub-linear regret, there are some basic properties
which it should have to either make the analysis simpler and/or to certify that the FTRL algorithm
with such a function as a regularizer is properly defined. These conditions as encapsulated in the
concept of classical FTRL reqularizer.

Definition 4.1.2 (Classical FTRL regularizer). Let R: E — (—o00, +00] be a convex function and
let C := (X, F) be an OCO instance. Then R is a (classical) FTRL regularizer for C if

(4.4.1) R is closed, proper, and convex,
(4.4.i1)) dom R C X, and

4.4.iii) for any T € N and any f € F7, the function R + T: fi is closed, proper, convex, and
=1
its infimum over E is attained.

Property (4.4.1) ensures that a FTRL regularizer is well-behaved, which shall allow us to use
many of the tools developed on the previous chapter. Property (4.4.ii) is only to ensure that the
points picked by the FTRL oracle are valid points for the player to pick at the OCO game. Finally,
property (4.4.iii) ensures that minima which the FTRL algorithm computes are well-behaved.

4.2 The Adaptive FTRL Algorithm

In the previous section we have briefly looked at the Follow the Regularized algorithm. In a nutshell,
the algorithm picks at round a given round ¢ € N the point which minimizes the sum of the
already-seen functions plus a regularizer function. However, no matter which functions the enemy
play, the algorithm is stuck with the same regularizer throughout the whole game. In this section we
look at a generalization of the FTRL algorithm which works similarly to the FTRL algorithm with
the key difference that, at each round, it chooses a different regularizer.

Namely, let fi,..., fi: E — (—o0,+00] be closed proper convex functions played by an enemy
oracle until round ¢ in an OCO instance. That idea is that, at round ¢ + 1, the player u picks a
function Ryy1, the regularizer at round ¢ + 1, and then picks a point that minimizes R;yq + Zle fi
as her choice for the round. One important aspect of R;1; is that it may depend on fi,..., f; and
on the past player choices. In order to derive bounds on the regret and define the algorithm more
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concisely, it is convenient for us to write Ry as the sum of t 41 functions! 1,79, . .. ,Tt4+1, Where r;
is chosen by the player on round i for each i € {1,...,¢+ 1}. In this way, at round ¢ + 1 the player
picks the point that minimizes ZZI% T + Z';f:l fi- This algorithm is known as Adaptive Follow the
Regularized Leader (Adaptive FTRL or AdaFTRL), and an oracle that implements it is formally
defined in Algorithm 4.3.

Algorithm 4.3 Definition of AdaFTRLz ({f1,..., fr))
Input:
(i) Functions fi,..., fr € F for some T € N and F C (—o0, 4+o0]¥,
(i) R: Seq(F) — (—o0,40oc]® such that, for every t € {1,...,T + 1}, the function
Zfi} R((f1,--, fi—1)) + Zle fi is proper and its infimum over E is attained.
Output: z741 € domR(()) CE
fort=1toT+1do

Ty < R(<f17 v 7ft—1>)
R; + [t > 1]Rt_1 + 71y

Compute z7y1 € arg ming g (RTH(JJ) + 23:1 ft(x)>
return rp

To formalize the dependence of the regularizer function ryy1 on the past functions fi,..., fs,
the AdaFTRL oracle is parameterized by a function R from Seq(F) to (—oo, +0c]® for some F C
(=00, +0c]®. Such R is what defines the strategy behind the choice of the regularizers for the
player. In other words, at a round ¢ € N the regularizer increment r; of the player is given
by R({f1,..., fi—1)), where fi,..., fi—1 were the functions played by the enemy in past rounds.
Moreover, the regularizer function used in the minimization by the player is the sum of all the
regularizer increments computed up to round ¢.

To use AdaFTRL in games for an OCO instance C := (X, F), we want the algorithm to behave
exactly as the FTRL algorithm but with a different regularizer at each round. Thus, we usually want
to use AdaFTRL with a function R: Seq(F) — (—00, +00] which, for any 7' € N and any f € F7,
the function Rpy; = ZtT:Jrll R({f1,-.-, ft—1)) is a classical FTRL regularizer. Moreover, to make
the analysis easier it is good that R(f) is a well-behaved (proper closed convex) function for any

f € Seq(F).

Definition 4.2.1 (FTRL regularizer strategy). If C := (X, F) is an OCO instance, we say that a
function R: Seq(F) — (—oo,+o0] is a FTRL regularizer strategy for C if, for any 7' € N and
any f € FT,

(4.5.1) R(f) is closed, proper, and convex,
(4.5.11) z:ll R(f1:4—1) is a classical FTRL regularizer for C

Property (4.5.1) from the definition of FTRL regularizer strategy guarantees that the regularizer
increments are well-behaved. Property (4.4.ii) from the definition of classical FTRL regularizer
together with (4.5.ii) from the definition of FTRL regularizer strategy ensures that the iterates picked
by AdaFTRLg are valid points for the player, that is, AdaFTRLg(f) € X for any f € Seq(F).

"We can usually do that since, given functions Ry, Rz,...,Ri;+1, we may define r; == R; — [i > 1]R;—1 for
1€ {1,...,t+ 1}. However, we will usually go the other way around, defining the “increment” functions r; first. In
this way, we can guarantee some properties on these increment functions, such as convexity, which will be useful
mainly on the next chapter.
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Finally, property (4.4.iii) together with (4.5.ii) from the definition of FTRL regularizer strategy
guarantees that the infimum of the function minimized by the AdaFTRL oracle when applied to
any sequence from Seq(F) is attained. Most of the convexity properties stated above will not be
used until Section 4.4 (and this is made clear in the statements of the results). Still, it is worth
standardizing these conditions for FTRL regularizers from the outset since they will be ubiquitous
throughout most of the remaining of the text.

At first sight, one might think that R should also receive the points chosen by the player in
the past rounds as input, since it may be a good idea for the player to choose regularizers based
also on the points she picked in the past rounds. Note, however, that for every round ¢ € N, the
point z41 = AdaFTRLR ((f1,..., f)) depends deterministically only on fi,..., fi and R. Thus,
at round t + 1, which is when R receives as input f1,..., f, the regularizer strategy R knows (or
can compute) the points picked on past rounds by the player, even without receiving such points
explicitly as input.

Before we continue, we need to address a technical problem. The definition of AdaFTRL% is
ambiguous, since different choices of points in the set of minimizers could lead to different evaluations
of AdaFTRL% given the same arguments. In order to fix that, not only for this definition but for
other oracles that we will define throughout this chapter, we assume that every set A is equipped
with an arbitrary relation <4 which defines a well-ordering of the elements on A. Thus, every time
we have to pick a point from a nonempty set A, we will use the convention that such a point is the
minimum with respect to <4. This solves the technical problem and, since the order is arbitrary,
it does not restrict us in any way. We stress here that the sole purpose of this assumption is to
guarantee that, if we give the same input at different points in the text to any oracle that we define,
the outputs of the oracle in these cases are the same, i.e., the oracle is a function. This assumption
is used for no other purpose besides this one.

Finally, let us look at some regularizer strategies examples for the sake of concreteness. Let
C = (R™, F) be an OCO instance such that every function in F is differentiable on R™. Probably
the most classical example of FTRL regularizer strategy is the (static) fo-norm squared. Namely,
let n € Ry be some fixed positive constant, define R = ﬁ””%, and define the FTRL regularizer

strategy R by

R(h) = [h = (R = [h = <>J;711-\|%, Vh € Seq(F),

That is, the regularizer increment in the first round is the £3-norm squared (scaled by a constant),
and all the other increments are 0. It is easy to see that R satisfies the conditions of a classical FTRL
regularizer for C, which implies that R is indeed an FTRL regularizer strategy for C. Indeed, since
the fo-norm is convex and continuous on R?, we have that R satisfies (4.4.1), and (4.4.ii) is easily
satisfied since we are in the unconstrained case (i.e., the player’s decision space is R?). Finally, since
the squared £3-norm is strongly convex on R? (see Lemma 3.9.5) and since dom f = R%, we have that
R+ ZZ;I f¢ is also strongly convex on R? for any 7' € N and any f € F'. Thus, condition (4.4.iii)
for R is a consequence of Lemma 3.9.14, which states that the infimum of a closed strongly convex
function over the entire space is always attained.

Let us now look if we can obtain a closed formula for the iterates of AdaFTRL with this
regularizer. Let T € N and f € F' be a sequence of linear functions, that is, there is g € (R%)”
such that f; = g/ - for each t € [T]. By definition we have

t—1

. 1

x¢ = AdaFTRLR (f1.4-1) € argﬁlm(%Ha:H% + E fi(:n)), vt € [T).
zeR® i=1

Since the whole function being minimized above is differentiable, with V fi(z) = g; and dfi(x) =
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{Vfi(x)} (the latter by Theorem 3.5.5) for any x € E and ¢ € [T], optimality conditions (Theo-
rem 3.6.2) yield, for each ¢ € [T7,

t—1 t—1
me=-nY Vfi(zi)=-nY g = x=[t>1)(z-1—ngi1),
=1 =1

where the implication follows by a simple induction since 1 = 0 in this case. That is, in this
unconstrained case the Adaptive FTRL with squared ¢ regularization is exactly the well-known
gradient descent algorithm! A reader familiar with gradient descent is probably thinking how to use
time-varying values for 7, the step size. For this case, define R by

R(h) = (1 S O]1>1\-||§, Vte N he F,
Nt+1 ne) 2

where n: N\ {0} — Ryy. Then, following similar steps to the static fo-norm case, we get the
update rule z; = [t > 1](x¢—1 — mtgi—1). On Section 4.5 we will look at the general case with static
regularizers, and on Section 4.6 we will look at time-varying step sizes. Moreover, the connections
among FTRL and different variants of gradient descent will be further investigated in Chapter 5.
There are several other regularizer strategy examples which we will look at throughout the remaining
of the text. For example, in both of the previous examples we have always used squared norm as the
regularizer at each round, changing only maybe the scaling factor. One option is too look at the
squared distance from the previous iterate, that is, use at round ¢ a regularizer increment of the type
r €E s ||z — x4]|2. We will look at these types of regularizers on Section 4.7. Another interesting
option is, for each t € N\ {0}, to have a positive definite matrix A; € R"*", and to use at round ¢
a regularizer of the type € R™ s 2T Ayz. That is, at each round use a different (squared) norm
induced by some matrix. This is a path which we investigate on Chapter 6.

4.3 Fundamental Lemmas for Regret Bounds

Our goal now is to prove general upper bounds on the worst-case regret of AdaFTRL. The main
ingredients for our bounds will be proved in this section. Namely, we will prove Lemmas 4.3.1
and 4.3.2. The first is also known as the Strong FTRL Lemma, a very general result which does not
depend on convexity, and even though it is not that useful by itself, it highlights which quantities we
should focus on to obtain meaningful bounds. On Section 4.9 we will compare this lemma to the
similar Follow the Leader-Be the Leader Lemma by Kalai and Vempala [42|, which is often used to
bound the regret of non-adaptive FTRL algorithms. Lemma 4.3.2 is the second ingredient, whose
proof shown here relies heavily on convex analysis concepts and duality, and is the tool that makes
the bounds given by the Strong FTRL Lemma more concrete by connecting these guarantees with
the convexity parameters of the functions played by the enemy.

Lemma 4.3.1 (Strong FTRL Lemma [48, Lemma 5|). Let F C (—o0, +00]® and R: Seq(F) —
(—o00,+0c]®. Let T € N and f € F'. Moreover, define

2y = AdaFTRLR((f1, ..., fi1))  foreach t € {1,..., T +1},

re =R f1,-.., fi1)) for each t € {1,...,T + 1},
t+1 t

Ht::Zn—FZfi for each t € {0,...,T},
i=1 i=1
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and set xg := 1. If Hy is proper and its infimum over E is attained for every t € {0,...,T}, then,
for every u € E,

T+1 T
Regret(AdaFTRLg, f,u) < Z(n(u) —re(xe—1)) + Z(Ht(:vt) — Hi(x441)). (4.6)
t=1 t=1

Proof. For each t € {0,...,T}, define hy == ry11 + [t > 0] f;. In this way, we have

t—1
xy € argmin Hy_;(x) :argminZhi(:c), Vte{l,..., T +1}. (4.7)
z€E z€E i—0
Let us now bound the regret of the points x1, ...,z with respect to the functions h1,..., hr and to

a comparison point u € E (plus a —hg(u) term):

T T
Z ht Jj‘t th ZIIt Z Ht Z‘t Ht—l(xt)) — HT('LL)

t=1 t=1
an L

..p

< Z (He(z¢) — Hi—1(x¢)) — Hr(xr41)
=1

= (Hi(w:) = He(e11)) — Ho(z1),
t=1

where in the last equation we just re-indexed the summation, placing Hpyi(xp41) inside the
summation, and leaving Hy(z1) out. Re-arranging the terms and using Hy = hg = r1 and xg = 21
yield

T T
Z fe(@e) + i1 (@) — fe(u) — g1 (u)) = Z(ht(zt) — hi(u))
=1

t=1
which implies
T T+1 T
Regret(AdaFTRLg, f,u) = Y (fi(we)—fi(w)) < Y (re(w)=re(we))+ D> (Hi(wr) = Hi(weyr)). O
t=1 t=1 t=1

The above lemma has a quite straightforward proof, so much so that one may finish reading
it with a feeling that we have not done much by proving this lemma. Indeed, most of the proof
boils down to rewriting the regret expression in a way in which the terms are displayed in a more
palatable way. Interestingly, the only inequality used in the whole proof of the lemma is due to (4.7),
which holds by the definition of the AdaFTRL algorithm.

The Strong FTRL Lemma bounds the regret of AdaFTRL by two sums. The first is usually
bounded by some kind of per-round diameter, as measured by the regularizer, of the set X C E
where the player is making her predictions (assuming u € X as well). This already shows that
the choice of a regularizer will be heavily influenced by the set X. The second sum translates the
intuition we talked about in the beginning of the chapter: it measures the stability of consecutive
iterates. The player then has to balance two competing factors. On the one hand, she wants to
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minimize the raw values of the functions H; by the definition of the AdaFTRL oracle. On the other
hand, her choices from one round to another should not change too abruptly, so the terms of the
form Hi(xy) — Hy(x441) on the bound do not become too high.

As one may have noticed, consecutive iterates from the AdaFTRL algorithm are minimizers of
functions which are, in some sense, similar. More explicitly, let F C (—o0, —l—oo]E be nonempty, let f €
Ft for some t € N\ {0}, and let R be any appropriate regularizer strategy for F. Define consecutive
iterates x; = AdaFTRLg((f1,...,ft—1)) and x¢y; = AdaFTRLz((f1,...,ft)). Note that x:
minimizes H = Zle r; + Zf;} fi, and x411 minimizes H + f; + 741, where 7; := R({f1,..., fi)) for
each i € {0,...,t}. Looking from this perspective, one may wonder if we can say something about
the distance between z; and x;y; (or the difference between the values of H + f; 4+ 741 at these
points). For example, in the case where f; + 441 does not vary much throughout E we can guess
that x; and x¢y1 and the values of H + f; + r¢41 at these points are close. Unfortunately, if we allow
the functions from f and the regularizers delivered by R to be arbitrary, we cannot guarantee much.
This is a point where convexity starts to play a major role in the analysis of AdaFTRL. The next
lemma shows that if H + f; is strongly convex?, then the distance between z; and x4 is bounded
by the dual norm of the subgradients of f; at x;. Even though a bound which depends on the dual
norm of the subgradient may seem to lack any intuitive meaning at first, recall that such a quantity
is deeply connected with the Lipschitz continuity constant of f; (see Theorem 3.8.4). Thus, the
following lemma tell us that if f; is p-Lipschitz continuous for small p and H is strongly convex (for
example), then adding f; to H does not move much the points which attain the minimum. It is
worth noting that, when we apply this result, it is not always that case that F' from the statement
is of the same form as the function H from our current discussion (though usually F' will only be
slightly different from H). As a matter of fact, the different functions the we plug into F' in different
applications of the lemma when bounding terms from the Strong FTRL Lemma yield similar bounds,
but with important “off-by-one” differences which will be discussed in the next section.

Lemma 4.3.2 (|48, Lemma 7). Let F, f: E — (—o00, +00] be closed proper convex functions such
that F'+ f is o-strongly convex with respect to a norm ||-|| on E and such that inf, g F'(z) is attained,
and let z € argmin,p F'(z). If ri(dom F') Nri(dom f) is nonempty, then inf,ecr(F(z) + f(x)) is
attained and, for any g € 9f (%),

Iz =gl < Zllgll. Ve argGIIIElin(F(ﬂf) + f(x))
T

and

F(@)+ (&)~ (F) + [) < 5ol VueE

Proof. Let g € 0f(Z) and define ¢ .= F + f — (g,-). Since F + f is o-strongly convex w.r.t. |||l
and —(g,-) is convex, we have that ¢ is also o-strongly convex w.r.t. [|-||. Thus, by the strong
convexity /smoothness duality (Theorem 3.10.2), we have that

¢* is Z-strongly smooth with respect to ||| (4.8)

By Theorem 3.2.7, the sum of closed convex functions is itself a closed function. Thus, F' + f is
closed, and since F' + f is strongly convex, by Lemma 3.9.14 there is § € argmin, g (F'(z) + f(x)).

2We do not add 741 here since we want to use bounds which depend on the subgradients of f;, not of f; + riy1.
How we deal with this extra r;y1 term will become clear when we apply Lemma 4.3.2 to derive regret bounds in
the next section. One example of a case where it is easy to deal with this term is in the classical FTRL case, where
we use a static regularizer (i.e., one that does not change throughout the game). In this case, R(f) = 0 for any
nonempty f € Seq(F). Thus, H + fi + 41 = H + f; for any ¢t € [T] since r, =0 for t € {2,...,T + 1} in this case.
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Assume for now that

T =V¢*(0) and y=Vo*(—g). (4.9)
We will prove the above claim later. With that, since ¢* is (1/0)-strongly smooth, by the definition
of strong smoothness and since ||-||«« = ||-|| by Theorem 3.8.2 we have
1
Iz - g1 2 1V (0) - V6" (~9)] < ~ gl

To prove the second inequality from the statement, note that by Theorem 3.5.2 (items (iv) and (v))
together with (4.9), we have

(0,2) "="(0,V$*(0)) =TT 97(0) + ¢(VeH(0) = 67(0) + ¢(2) (4.10)
— F(#) + /(@) — (9,2) = 6(2) = =¢"(0)
and
(~g.) ' = oot TR g g) 4 (Ve () B o () £ 0) ()

Fy) + f(@) = 0@) +{9,9) = —¢"(—9)-

Moreover, (4.8) together with Lemma 3.10.1 implies

G(5) < 6@+ g -0 VO @)+ 5y -2l VeyeE (112

Therefore, for every u € E,

P+ 10~ (0.5) = (P + 1)
F(@) + 1(8) = (9.3) = (FG) + /@) since § € g min(F(a) + /(2)
=—¢"(0) + ¢*(—g) by (4.10) and (4.11)
< (~9,V6"(0)) + 5 oIl by (4.12)
= ~(g.2) + -l by (4.9)

Since the (g, ) terms above cancel out, this yields the second inequality from the statement.
Finally, it only remains to prove (4.9). Since ri(dom F')Nri(dom f) is nonempty, by Theorem 3.5.4
we have

0¢(x) = OF () + 0f (z) — g, Vz € E. (4.13)

Since Z minimizes F', we have 0 € 0F(Z) by the definition of subgradient. Thus, g € 9f(z) together
with (4.13) implies 0 € 9¢(Z). Since F, f, and (g, -) are closed we have that ¢ is closed as well by
Theorem 3.2.7. Thus, by Theorem 3.5.2, we have & € 9¢*(0).

Similarly, since § minimizes F' + f, we have 0 € O(F + f)(y) = 0F(y) + 0f(y), where the
equality holds by Theorem 3.5.4. This with (4.13) yields —g € 9¢(y), and again by Theorem 3.5.2
we have y € 0¢*(—g) since ¢ is closed by Theorem 3.2.7.

To complete the proof of (4.9), note that since ¢* is strongly smooth, it is differentiable by the
definition of strong smoothness. Therefore, by Theorem 3.5.5 we have 0¢*(z) = {V¢*(z)} for every
x € E, which completes the proof of (4.9). O
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We stress here that the condition over the relative interior of the domains of the functions on
the above lemma is extremely fundamental for its proof, but normally one need not worry (much)
about it. As we are going to see on the next section, we will need this condition to be satisfied,
for every t € N, by the domain of functions whose form? is usually the sum of enemy choices and
regularizer increments up to round ¢ with the domain of the regularizer increment 7,1 of round
t + 1. In many applications, such as the problems described in Section 2.5, the functions played by
the enemy have all the same domain (usually E), and the player has control over the regularizers.
Therefore, we will hardly meet an OCO instance in the next sections and chapters where such
conditions are not satisfied. Still, every time we need this type of condition on the domains of the
functions for some result, we clearly describe it in the statement of the result. In this way, every
condition needed for the results to hold, even if met by most or all of the problems we see in this
text, are always clearly stated. Thus, one may keep in mind that the sole purpose of most of the
stated conditions about the intersection of the relative interiors of function domains in the results of
this chapter are meant to enable us to apply the above lemma.

4.4 Regret Bounds for the Adaptive FTRL Algorithm

We may finally derive useful regret bounds for AdaFTRL for a rich class of problems by using the
results from the last section. Theorems 4.4.3 and 4.4.4 below both bound the regret of AdaFTRL,
yet the latter holds only for specific kinds of regularizer strategies. Namely, Theorem 4.4.4 holds for
proximal regularizer strategies.

Definition 4.4.1 (Proximal FTRL regularizer strategy). We say that a FTRL regularizer strategy
R: F — (—o00,+oc]® is proximal if

AdaFTRLR ((f1,..., fi_1)) € argmin[R({f1, ..., fi_1, f)](x), Vf e Fi vt e N\ {0}.

z€E

In words, the point chosen by the player (using the AdaFTRL oracle) on round ¢ € N\ {0}
minimizes the value of the regularizer increment of the round ¢ 4+ 1. The name comes from the
connection of this definition with proximal operators. We will briefly discuss more about proximal
operators and algorithms on Section 5.3.

Before diving into the theorems and their proofs, it is worth noting that one of the main features
of AdaFTRL (as of some of the other algorithms that we shall see in later chapters) is its ability to
adapt as time goes on. In the regret bounds, this adaptiveness is translated through different norms
for each round of the game. Therefore, throughout the remainder of the text, we often manipulate
norms with indices, such as [|-[|(;), whose dual norm we denote by |[|-|(;) . It is worth noting that
we use the parentheses to differentiate indices which enumerate different norms from indices which
define p-norms, such as the fy-norm |[|-||2 or the ¢;-norm ||-||;. Even though this notation may seem
cumbersome and visually cluttered, it follows the notation from [48], and is one of the few we found
which still makes norms visually recognizable, as opposed to naming norms with non-standard
notation.

As hinted at the end of the previous section, the slightly different ways in which we apply
Lemma 4.3.2 in the general and proximal cases are going to lead to the differences in the regret
bounds. Since this lemma requires some assumptions on the strong convexity and the relative
interiors of the effective domains of some functions, one can guess that the general and the proximal

3Not all results require the intersection of the relative interior of functions which are exactly of this form. Still, all
such conditions on the next results are similar.
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cases will need slightly different assumptions. These assumptions are encapsulated in the concept of
strong regularizer strategy.

Definition 4.4.2 (o-strong and o-proximally strong FTRL regularizer strategies). Let T € N, let
o € RT,  let C := (X,F) be an OCO instance, let f € FT, and let R be an FTRL regularizer
strategy for C. Define

T = ((fl,...,ft_1>) for each t € {1,...,7 + 1} and

41
ZTerZfz for each t € {0,...,T}.
=1
We say that R is o-strong for f (with respect to norms ||||1y, [|-|2); - - - [I[|(7) on E) if

4

(i) Hi—1+ fi is oy-strongly convex® w.r.t. ||| for each t € [T] and

(ii) ri(dom Hy—1) Nri(dom f;) is nonempty for each t € [T7].

Il = [llay = Ill@) = === = [Ill(z), we may say that R is o-strong w.r.t. [|-[|. Likewise, we say
that R is o-proximally strong for f (with respect to norms |||y, [|*[l(2), - - [Ill () on E) if
(i) Hy-1 is op-strongly convex w.r.t. ||[|4) for each t € [T],

(i) ri(dom(H¢—1 + r¢41)) Nri(dom f;) is nonempty for each t € [T, and
(iii) R is proximal.
Il = l-lley = [Ill2) = === = [Ill (1), we may say that R is o-proximally strong w.r.t. [-[|.

The second condition in each of the above definitions is a technical assumption to apply
Lemma 4.3.2 which is usually easily satisfied. Even though it is important to know that such
a condition on the effective domains is needed, in the most common OCO instances this condition
will be easily satisfied. Usually, the functions from the set F C (—o0, +00]® from where the enemy
picks his functions have all the same domain. In this way, it is not hard to design regularizers which
satisfy either (ii) or (ii) for the proximal case. We shall see some examples soon. The first condition
on each of these definitions deals with the the strong convexity parameters o of the functions, which
will play a major role in the following regret bounds. Moreover, it is worth saying that even though
the strong convexity assumption is over the “cumulative functions” H;, since the functions played by
the enemy are convex, o will usually be determined single-handedly by the regularizer strategy.

For example, consider the OCO instance C := (R? F), where F is a set of closed proper
convex functions on R? with effective domain equal to R?. Recall from Lemma 3.9.5 that the
function (1/2)||-||3 is 1-strongly convex w.r.t. ||-||2. Thus, for any 7 € N and f € F the function
(1/2)|1-13 + ZtT:1 ft is also 1-strongly convex w.r.t. ||-||2 since summing convex functions to a strongly
convex function preserves strong convexity. Finally, since dom f = R? for each f € F, we conclude
that the FTRL regularizer strategy given by R(f) = [f = ()](1/2)|-||3 for each f € Seq(F) is
1-strong for any function sequence in Seq(F), where 1 is a properly sized sequence with all entries
equal to 1. One example of proximally strong FTRL regularizer strategy is one with the regularizer
increment on round ¢ € N of the type « + ||z — [t > 1]a;_1||, where x;_; is the iterate from the
previous round. We will look at these type of regularizers in details on Section 4.7. Let us now
prove general regret bounds for the Adaptive FTRL oracle with strong and proximally strong FTRL
regularizer strategies. Again, we note that the following proofs rely mainly on the lemmas from the
previous section.

“Note that, for each t € [T], the norm I/l ) may be influenced by the regularizer increments r1,..., 7, i.e. the
ones chosen up to round t.
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Theorem 4.4.3 (General AdaFTRL Regret Bound). Let C :== (X, F) be an OCO instance such that
each f € F is proper and closed. Let R: Seq(F) — (—o0, +00]® be a FTRL regularizer strategy, let
T € N, and let ENEMY be an enemy oracle for C. Moreover, define

(z, f) := OCO¢(AdaFTRLg, ENEMY, T,

re = R(f1,-- -, fi-1)) for each t € {1,...,T + 1},
Finally, suppose there exists® g; € df;(x;) for each t € [T]. If o € Ri 4 and R is o-strong for f
w.r.t. norms |||y, .-, |||y on E, then & € Seq(X) and
1 1
Regret(AdaFTRLg, f,u) < Z ri(u) = ri(w)) + 5 ; ;tHQtH%t)’*

Proof. Define
t+1

ZTZ+ZfZ for each t € {0,...,T}.

First of all, since infyeg Hi(z) = infrep (Y201 mi(z) + 300 fi(2)) is attained for every ¢ € {0,..., T},
we have that AdaFTRL% ({(f1,..., fi)) is properly defined for each t € {0,...,T}. Moreover, since
domr; C X, we have ¢ € Seq(X) by the definition of AdaFTRL%.

Define zg := x; and 711 = AdaFTRLg ({f1, ..., fr)). By the Strong FTRL Lemma (Lemma 4.3.1),
we have

T+1 T
Regret(AdaFTRLg, f,u) < Z(rt( ) —ri(ze—1)) + Z Hy(zy) — Hi(x441))
t=1 t=1

T+1 T
= —ri(wo) + Y re(u) + Y (He(we) — Hy(ze) — rea(ze))  (414)
t=1

t=1

!

T
= —ri(x1) + > rera(u) + > (Hi(we) — Hi(@is) — rega ().
t=0 t=1

Let t € [T]. By assumption, ri(dom H;_1) Nri(dom f;) is nonempty and H;_; + f; is o4-strongly
convex w.r.t. ||-[|4). Thus, since z; € argmin,cg Hy—1(7), by Lemma 4.3.2 with F':= H; 1 (which is
closed since the sum of closed functions is closed by Theorem 3.2.7) and f := f; we have

Hy(z1) — Hi(zeg1) — rv1(2e) = Hi—a () + filze) + repa(2) — Hi—a(zg1) — fi(zig)

- Tt+1(l’t+1) - 7’t+1($t)
1 2
< Ta_tHgtH(t),* = Te41(Te41)-

Plugging the above inequality for every ¢ € [T into (4.14) yields

T
1 1
(re1(u) = reva(@e41)) + 5 > OTtHgtH%t),*

= (4.15)
(re(u) —re(ze)) + 5 Z ‘gtH

Regret(AdaFTRLg, f,u) <

f';'“Mﬂ

“
I
—

®From Theorem 3.5.1, we know that a convex function is always subdifferentiable on the relative interior of its
domain. Thus, it is usually hard to find a case where the functions played by the enemy are not subdifferentiable at
the iterates from the player.
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We are almost done: there is still an extra term in the first summation when compared to the
bound on the statement. Note, however, that if we set rr11 = 0, then the iterates delivered by
the AdaFTRLg oracle over the sub-sequences of f would still be z1,...,zp. We can do such a
modification formally by defining R’ by R'(f) := 0, and by making it equal to R on Seq(F) \ {f}.
In this way, we have xy = AdaFTRLg/({f1,..., fi—1)) for each t € [T], as argued. Therefore,

Regret(AdaFTRLR, f,u) = Regret(AdaF TRL%/, f,u)

415
S ZTt —ri(we)) + 5 Z*HQtH 0
t=1

Theorem 4.4.4 (Proximal AdaFTRL Regret Bound). Let C := (X, F) be an OCO instance such
that each f € F is proper and closed. Let R: Seq(F) — (—oo, +00]® be a proximal FTRL regularizer
strategy, let T' € N, and let ENEMY be an enemy oracle for C. Moreover, define

(z, f) == 0OCO¢(AdaFTRL%, ENEMY, T),

re =R f1,. .., fie1)) for each t € {1,...,T + 1},
Finally, suppose there exists g, € df;(z;) for each t € [T]. If o € Ri + and R is o-proximally strong
for f w.r.t. norms ||-[|1),..., |||y on E, then & € Seq(X) and
d 1em 1
Regret(AdaFTRLg, f,u) < > (req1(u) — resr (@) + 5 > 0_71||gt‘|%t+1),*
=0 =1t

Proof. Define
t+1

ZTZ—FZ]% for each t € {0,...,T}.

First of all, since inf cp Hy(z) = infzeE(Zfﬂ ri(z)+ 30, fi(x)) is attained for every t € {0,...,T},
we have that AdaFTRL% ({f1,..., ft)) is properly defined for each t € {0,...,T}. Moreover, since
domr; C X, we have € Seq(X) by the definition of AdaFTRL%.

Define z¢ := z; and 741 = AdaFTRL(f). By the Strong FTRL Lemma (Lemma 4.3.1), we
have

T

T
Regret(AdaFTRLg, f,u) <> (rig1(u) — repa(@)) + > (Hi(zy) — Hy(xer1)). (4.16)
t=0 t=1

LetS ¢ € [T]. By assumption, ri(dom(H;_1+7¢41))Nri(dom f;) is nonempty and Hy = Hy_1+7r441+ f;
is oy11-strongly convex w.r.t. ||-[|41). Moreover, we have z; € argmin,cg H; 1(x) and z; €
arg min,cp ryy1(z) (recall that R is proximal). Thus, z; € argmin(H;—;(z) + r¢41(x)). Finally, we
can apply Lemma 4.3.2 with F':= H;_1 + ;41 (which is closed since the sum of closed functions is
closed by Theorem 3.2.7) and f := f;, which yields

1
Hi(xe) — Hi(zi41) = Fxe) + f(2) = F(we1) — f@g) < Tm”gtn%ﬂ-l),w Vg € Ofi(x).

Plugging the above inequality for every ¢ € [T] into (4.16) yields the bound from the statement. [J

5Up to this point, the proof is identical to the one from Theorem 4.4.3. The main differences appear from now on,
which is when we use Lemma 4.3.2.
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Let fi,...,fr € F for some F C (—oo,+0o]¥, and let R: Seq(F) — (—oo, +oo]®. When
applying AdaFTRL%, we usually choose regularizer functions which are strongly convex. That is,
we choose R such that the sum of regularizer increments Zﬁzl r; is strongly convex for each t € [T1],
where r; == R({f1,..., fi—1)) for each i € [T]. However, on the regret bounds stated above, we make
assumptions on the strong convexity of the functions H; := Zfi% r; + 2221 fi- The reason for that
is to capture the case where the functions f; themselves are strongly convex, sometimes making
AdaFTRL have low-regret guarantees without any regularization at all.

Let us now compare both of these theorems. Note that they are very similar, with the main
difference appearing on the indices of the norms on the second summation on each of the bounds. Let
us try to understand better what are the implications of these “off-by-one” differences. Let fi,..., fr
and 71,...,rp41 be as in Theorem 4.4.3, and let ¢t € {1,...,7 — 1}. Recall that, at round ¢, the
player and the enemy choose, respectively, x; and f; simultaneously. Since z; as defined by the
AdaFTRL oracle is the first iterate which depends on 74, it is at round ¢ that the player has to
choose the regularizer ry.

Note that on both theorems the norm [|-[|4) is related to the regularizers rq,...,7. Since
these regularizer increments are up to the player to choose, then the player partially” chooses the
parameters of strong convexity and the norms ||-||. With that in mind, the player will probably
want to choose a regularizer strategy which yields norms and parameters that give better guarantees
on the regret. That is, at round ¢ the player will try to come up with a regularizer increment r;
strongly convex w.r.t. a norm |[-[|;) which makes small the terms measured with its dual norm.
Note, however, that on the general case (Theorem 4.4.3) we measure the norm of the subgradients
of fi, which the player does not know until round t + 1, with the norm ||-[|;), which the player has
control over only up to round t. That is, the player has to pick a regularizer on round ¢ aiming to
control the norm of the subgradient of the function she will get to know only on the next round,
i.e., round ¢t 4+ 1. In contrast, on Theorem 4.4.4 the subgradients of f; are measured with the norm
[|ll (¢+1y, which the player has some control over up to round ¢ + 1, since [|-||(;4+1) on Theorem 4.4.4
depends on 71, ...,741, and ry41 is chosen at round ¢t + 1 by the player. Thus, on the case of a
proximal regularizer strategy, the player can craft the norm ||-|(;11) with knowledge of f; whose
subgradient norms she wants to control in order to get good regret guarantees. The implications
of this, as we are going to see later in applications, is that AdaFTRL algorithms with proximal
regularizer strategies may need less prior information about the functions the enemy will play in
order to get good regret bounds.

With these bounds, one can already expect the bounds on the regret of FTRL algorithms to
depend heavily on the (dual) norms of the subgradients of the functions given by the enemy. Thus,
for these bounds to be meaningful, we may need to assume a bound on the norms of the subgradients.
Although such an assumption may seem artificial at first glance, it happens to be somewhat natural
due to an interesting connection with Lipschitz continuity (see Theorem 3.8.4), the latter being a
traditional hypothesis in convergence proofs of many optimization algorithms. One may note at least
one of the reasons why Lipschitz continuity may be a sensible assumption: if the function can change
drastically between two close points, intuitively, the algorithm will have a harder time optimizing
over this function. Thus, if the functions played by the enemy are p-Lipschitz continuous, and this is
usually the case in the cases studied in the next sections, most of the subgradients of the functions
have dual norm bounded by p.

"We say “partially” here because the strong convexity parameter depends also on the functions played by the enemy.
However, if the regularizer increments are strongly convex (which is usually the case), summing convex functions to
these regularizers preserves the strong convexity property. Thus, one may ignore the “partially” in this sentence to
build intuition.
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4.5 The Classical FTRL Algorithm

Using the tools from the previous sections, let us now analyze the performance of the FTRL
algorithm as define in Section 4.1. As expected, the classical FTRL algorithm is a special case of
AdaFTRL: for any function R: E — (—o0,+0o0] we have FTRLr = AdaFTRLz where R is given
by R(f) = [f = ()] R for every f € Seq((—oc,+00]®). A natural choice for a regularizer function
R: E — (—00,+00] is the squared ¢o-norm, that is, R := 3|-/|3. As we have briefly seen at the end
of Section 4.2, in the unconstrained case against linear functions, FTRLg boils down to steps in the
direction of minus gradient at each round. Still, we do not yet know in which OCO instances and
with which kind of regularizers FTRL performs well, that is, attains sublinear regret.

Looking at the bounds given by the theorems from the last section, we know that the dual
norms of the subgradients play a major role our FTRL regret guarantees. As discussed at the
end of the last section, this naturally directs our attention towards OCO instances with Lipschitz
continuous functions. Consider the OCO instance for the randomized experts problem C := (Ag, F),
for example, and set d := |E|. As we are going to see later on this section, the functions from F are
V/d-Lipschitz continuous w.r.t. ||-||2, and this together with the theorems from the last section yield
a V/dT bound on the regret. Besides, later we will see that choosing a different regularizer which
is strongly convex w.r.t. the £;-norm will yield an regret bound which has an exponentially better
dependence on the dimension.

Naturally, the functions R: E — (—o00, +00] we use in FTRLR will usually be classical FTRL
regularizers for the OCO instances in which we are going to use the FTRL oracle. Additionally, we
want FTRL regularizers which allow us to apply Lemma 4.3.2 so that we can use the regret bounds
from Section 4.4. Thus, in a way similar to the adaptive case, we encapsulate the usually required
assumptions on the regularizer function R for FTRLp for the application of Lemma 4.3.2 in the
concept of g-strong classical reqularizers.

Definition 4.5.1 (o-strong classical FTRL regularizer). Let 0 € R be such that o > 0, and let |||
be a norm on E. We say that a classical FTRL regularizer R for C is o-strong for C if

(i) R is o-strongly convex w.r.t. ||-||, and
(ii) for any f € FT, we have that ri(dom(R + ZtT:_ll ft)) Nri(dom fr) is nonempty.

Again, one may note that the notion of strong FTRL regularizer is closely related to the notion of
strong regularizer strategy. If a classical FTRL regularizer R is o-strong for C, then, the regularizer
strategy R: Seq(F) — (—o0, +00]® given by R(f) = [f = ()]R for each f € Seq(F) is a o-strong
regularizer strategy for any f € Seq(F), where o € Seq(R) is a sequence of appropriate size with
each entry equal to . Note, however, that we require o-strong classical FTRL regularizers to be
strongly convex. Thus, this definition does not cover cases in which the player could use non-strongly
convex regularizers (such as in cases against enemies which play strongly convex functions). Still, it
is insightful to look at this simpler and quite common class of FTRL regularizers.

Moreover, it is worth noticing that the notion of strong classical FTRL regularizer is defined
with respect to all possible sequences of functions the enemy can play, while the concept of strong
FTRL regularizer strategy was defined only with respect to a single sequence. The reason for this
difference is that, in future chapters, some FTRL regularizer strategies will be o-strong with varying
values of o depending on the functions played by the enemy, that is, the regularizer strategies will
be adaptive. Since the classical FTRL regularizer is not adaptive by definition, we do not need to
specify the parameter of strong convexity for each of the possible function sequences separately.

Before deriving a regret bound for the classical FTRL oracle, let us prove that if R is a o-strong
classical FTRL regularizer for some OCO instance C, then for any positive constant y € Ry, we
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have that uR is a (uo)-strong classical FTRL regularizer strategy. This will be useful to obtain
optimal constants in the final regret bounds for the classical FTRL. The only condition from the
definition of classical FTRL regularizer which might not hold for a positive multiple of the regularizer
is condition (4.4.iii). In general, it is not clear if multiplying the regularizer by a positive constant
affects the attainability of the infimum in some case of (4.4.iii). Fortunately, if R is strongly convex,
the infimum will still be attained due to Lemma 3.9.14, which states that the infimum of closed
strongly convex functions is always attained.

Lemma 4.5.2. Let C := (X, F) be an OCO instance such that each f € F is proper and closed, let
o€ R4y, and let R: E — (—o0, +00] be a o-strong classical FTRL regularizer for C. Then, for any
€ Ryt we have that puR is a (uo)-strong FTRL regularizer strategy for C.

Proof. Let p € Ry and set R := pR. Let us first show that R’ is a classical FTRL regularizer for C.
Since R is closed, proper, and convex (property (4.4.1) of a classical FTRL regularizer strategy),
then so is R’ since p > 0. Moreover, dom R' = dom R C X, that is, R’ satisfies property (4.4.ii).
Let T € N and let f € FT. Note that F' := R’ + Zthl ft is closed since the sum of convex and
closed functions is also closed by Theorem 3.2.7, and it is proper since R + Zthl ft is proper
and since dom F' = dom(R + Zthl ft). Finally, since R is strongly convex and p is positive, F' is
strongly convex. Thus, by Lemma 3.9.14 we have that inf,cg F'(x) is attained, that is, R’ satisfies
condition (4.4.iii) from the definition of classical FTRL regularizer or C.

Let us now show that R’ is (uo)-strong. Since pu is positive, it is clear that R’ is (uo)-strongly
convex. Moreover, since dom R’ = dom R, we have that R’ clearly satisfies condition (ii) from the
definition of (uo)-strongness for a classical FTRL regularizer of C. O

Corollary 4.5.3 (Derived from Theorem 4.4.3). Let C := (X, F) be an OCO instance such that
each f € F is proper and closed. Let R: E — (—o0, +0o0] be a o-strong classical FTRL regularizer
for C. Let T € N, let ENEMY be an enemy oracle for C, and define

(z, f) := OCO¢(FTRLp, ENEMY, T).

Finally, let g; € Ofi(x;) for each t € [T]. Then « € Seq(X) and
Regret(FTRLg, f,u) < R(u) — mlnR + o0 ZHgtH*v Vu € E. (4.17)

In particular, if every function in F is p-Lipschitz continuous w.r.t. ||-|| on a convex set D D X with
nonempty interior® and there is § € R, | such that? § > sup{ R(z) — R(y) : * € X,y € X Ndom R},
then

20T
Regretp(FTRLz, ENEMY, X) < py/ =—,

where R == (pﬁ/\/ﬂ)R

Proof. Note that FTRLr = AdaFTRLg where R is given by R(f) = [f = ()] R for every f €
Seq((—o0, +00]®). Moreover, since R is a o-strong FTRL regularizer, R is a o-strong regularizer
strategy for f w.r.t. ||-||, where o == (0,...,0) € RT. Therefore, the first inequality is a direct
application of Theorem 4.4.3 together with the fact that R(z1) = mingeg R(x).

8Nonempty interior is need only for us to apply Theorem 3.8.4 to bound the dual norms of the subgradients.
9One may think of this value as the diameter of the set X measured through the lens of R.
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If each f € F is p-Lipschitz continuous w.r.t. ||-|| on a convex set D O X with nonempty
interior, then by Theorem 3.8.4 we have that, for each f € F and x € X, there is g € 9f(x)
such that ||g||« < p. Using such subgradients with bounded dual norm in (4.17) and the fact that
mingeg R(x) = minge x R(z) yields

T 2
Regret(FTRLg, ENEMY, u) < R(u) — min R(x) + 2—”. (4.18)
e g

Moreover, suppose there is § € R4 such that § > sup{ R(z) — R(y) : x € X,y € X Ndom R}, and

define
VT
200

Note that R’ is a (pvoT/v/26)-strong classical FTRL regularizer by Lemma 4.5.2. Thus, plugging
R’ into the above inequality yields, for every u € X,

vT . VOT VoT VoT 20T
PX(R(u) ~min R(x) + 2= < PV = 4 PV = = py [ 5=
V200 zeX V20 V2o V20 o

where in the second inequality we took the supremum over u € X. 0

R = R.

Regret(FTRLg, ENEMY, u) <

Let us look at the problem of prediction with expert advice. As we have seen on Chapter 2
(namely, on Proposition 2.6.2), in order to obtain a low-expected-regret randomized player oracle
for the experts’ problem instance (A”)Y, A, L), it suffices to devise a player oracle for the OCO
instance C := (Ap, F), where the set F is given by F = {p € R¥ s yTp: y € [-1,1]P}. The next
proposition shows that FTRL with £s-regularization in any instance of the randomized experts has
low expected regret.

Proposition 4.5.4. Define the OCO instance C = (Apg, F), where E is a finite set and F =
{peRF —yTp:ye[-1,1]F}. Set d = |E| and define R := %||-[|3 + (- | Ag). Moreover, let T € N
and define R’ := v/dTR. Then, for every enemy oracle ENEMY for C we have

Regret; (FTRL, ENEMY, Ag) < vVdT.
Proof. First, let us show that
R is a 1-strong FTRL regularizer for C w.r.t. ||-||2. (4.19)

We have that %||-|| is closed (in fact, continuous) and that §(- | Ag) is closed, the latter since Ag
is closed. Thus, R is a sum of closed functions and, hence, closed by Theorem 3.2.7, which means
that R satisfies condition (4.4.1) of a FTRL regularizer. Moreover, clearly dom R C Apg, that is, R
satisfies condition (4.4.ii). Let 7" € N and f € FI'. Let us show that inf,cga(R(x) + Zthll fi(x))
is attained. First, notice that since the f3-norm is induced by the euclidean inner product, by
Lemma 3.9.5 we know that 3||-[|3 is 1-strongly convex on R¥ w.r.t. |-||2, which implies that so is
3113+ 6(-| X) = R. Therefore, R+ Zgl ft is also strongly convex. It is also proper and closed, the
latter by Theorem 3.2.7 since it is the sum of closed functions. Thus, by Lemma 3.9.14 we have that
the infimum of R + ZtT:ll fi over R¥ is attained. Therefore, R satisfies condition (4.4.iii), and we
conclude that R is a classical FTRL regularizer. To see that R is a 1-strong FTRL regularizer, note
first that R is 1-strongly convex w.r.t. ||-||2 again by Lemma 3.9.5. Finally, since every function in F
is linear, we have that dom f is the entire space for any f € F. Since R is proper, this implies that
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ri(dom(R + ZtT:lfl f+)) Nri(dom f7+) is nonempty for every f € F* and any T’ € N. We conclude
that R is 1-strong w.r.t. ||-||2, which proves (4.19).
Let show now that

every function in F is V/d -Lipschitz continuous on R® w.r.t. |- 9. 4.20
Yy p

Let y € [—1,1]¥ and define f,(x) = y' for every = € [—1,1]¥. By the definition of dual norm, for
every u,v € R and for every norm |[-|| on R¥ we have

|fy(w) = £y () = ly" (u— )| < llyllsllu -]

Since the £3-norm is self-dual and since [|y||2 < v/d for every y € [~1,1], from the above inequality
we conclude that every function in F is v/d-Lipschitz continuous w.r.t. ||-||2 on R¥ which proves (4.20).
Finally, let us show that

1
sup (R(z) — R(y)) < 7 (4.21)
w,yEAE
Indeed, note that
1 1 1
sup R(z) == sup ' < = sup 1'a==.
T€EAER 2 T€EAER T€EAER 2

This together with the fact that R(z) > 0 for any x € R¥ proves (4.21). Since by definition we have

VT
R =VdTR=""-
V20

where p = /d is the Lipschitz constant from (4.20) and 6 := 3 is from (4.21), by Corollary 4.5.3 we
have, for every enemy oracle ENEMY for C,

Regret(FTRLg, ENEMY, Ag) < VdT. (4.22)
O

It is natural to ask if this regret bound is optimal, especially since our choice of regularizer
was mainly due to the self-duality of the f5-norm for the sake of simplicity. It turns out that the
dependence on T" on the bound given by Corollary 4.5.3 is optimal: there is a class of OCO instances
of the type (X, F’), with each function in F’ being Lipschitz continuous, such that the worst-case
regret in 7" rounds of any player oracle in such instance is no better than Q(v/T), where the constants
hidden by the asymptotic notation may depend on other parameters of the instance, such as the
dimension [2]. The fact that such an intuitive algorithm already attains optimal regret asymptotically
(w.r.t. T) is surprising. Still, this lower bound says nothing about the dependence on the dimension,
which can be high, even more so in machine learning applications.

However, a smarter choice of regularizer already improves exponentially the dependence of the
regret bound for FTRL on the number of the experts, which can be seen as the dimension of the
problem.

Proposition 4.5.5. Define the OCO instance C := (Apg, F), where E is a finite set and F =
{peRF —yTp:ye[-1,1]F}. Set d = |E|, define R(z) = Y ,cplz; # Olz;Inz; + §(z| Ag) for
every x € R¥ let T € N, and set R’ := (/T/(2Ind))R. Then, for every enemy oracle ENEMY

for C we have

Regret(FTRLg, ENEMY,Ag) < /2(Ind)T.
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Proof. First, let us show that
R is a 1-strong FTRL regularizer for C w.r.t. ||-||;. (4.23)

By Lemma 3.9.10 and since Ag is closed, we know that R is proper, closed, and convex, that is,
it satisfies condition (4.4.1) from the definition of FTRL regularizer. Moreover, we clearly have
dom R C Ap, which means that R satisfies condition (4.4.ii). To show that (4.4.iii) holds, let 77 € N
and let f € FI'. Since each function in F is closed, we have that F := R + ZtT:ll ft is the sum of
closed functions and, thus, closed by Theorem 3.2.7. Moreover, by Lemma 3.9.10 we know that R,
and thus F', are strongly convex. Finally, by Lemma 3.9.14 we have that inf cpa F'(z) is attained,
which proves that R is a classical FTRL regularizer for C. Let us prove that it is a 1-strong regularizer
for C w.r.t. the ¢;-norm. Indeed, by Lemma 3.9.10 one more time we know that R is 1-strongly
convex w.r.t. ||-||;. Additionally, by the definition of F we have dom f; = R? for any ¢ € [T”]. Since
R is proper, this implies that ri(dom(R + Zf;i fi)) Nri(dom f;) is nonempty for every ¢ € [T']. This
completes the proof of (4.23).

Note now that, since the dual norm of ||-||1 is ||-||ec, by Holder’s inequality we have, for every
y € [-1,1]% and every u,v € RE,

T T T
[y u—y vl =y (u—2v)] < [lyllooflu = vl < flu—wvl

Thus, we conclude that every function in F is 1-Lipschitz continuous w.r.t. ||-||1 on R¥. To conclude,
let us show that
sup (R(z) — R(y)) <Ind. (4.24)
x7y€AE

First, since [a > OJalna < 0 for every a € [0,1], we have sup,ca,, R(z) < 0. Thus, we need only
show that infyea,, R(y) is attained by d~'1. Indeed, note that for every x € Ag we have

VR ')z —d 1) = — (11 +Y eiln d_l)T(x —d'1)
i€l
=—(1-(nd)1)"(z—d 1)
= (1-lnd)(1—1)=0.

That is, —VR(d"'1) € Na,(d"'1). By the optimality conditions from Theorem 3.6.2 we conclude
that infyea, R(y) = R(d"'1) = —Ind, which proves (4.24). Since

_ T_p\/TR
~V2Ind 20

where p := 1 and 6 := Ind, by Corollary 4.5.3 we have, for every enemy oracle ENEMY for C,

R/

Regret(FTRLy, ENEMY, Ag) < v/2(Ind)T. 0

It is interesting to try to understand the intuition behind the difference between the regret
bounds given by the entropic regularizer (which is strongly convex w.r.t. the ¢;-norm) and the
squared ¢y regularizer on the prediction with expert advice problem with d experts. Notice that
in the case of /5 regularization, even though the “diameter” of the set where the player is making
her choices (i.e., the simplex in this case) is less than 1/2, the functions the enemy can pick behave
badly under the lens of the the 5 norm. Namely, the functions played by the enemy on the experts’
problem are v/d-Lipschitz continuous w.r.t. ||-|[z. In the case of the entropic regularizer, we have
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that the functions behave way better w.r.t. the ¢; norm: they are 1-Lipschitz continuous on the
simplex w.r.t. the /;-norm. However, this improvement on the Lipschitz constant is not for free: the
diameter of the simplex through the lens of the entropic regularizer is In d, not a constant anymore if
compared to d. Still, in this case the trade-off is quite advantageous. Thus, when looking for FTRL
regularizers R for an OCO instance C := (X, F), the intuition that one should balance two factors.
The first is the diameter of X through the lens of R, that is, any two points inside X should not
have values of R which are too far away. At the same time, this regularizer is usually associated
with a norm ||-|| with respect to which R is strongly convex. In this case, one wants the functions
played by the enemy to be “well-behaved” under ||-||, that is, to have small Lipschitz constant w.r.t.
||I-]|. To study the Lipschitz constant of the functions from F, it is usually useful to look at the dual
norms of the subgradients since, for any z,y € E and any convex function f: E — (—oo, +00] which
is subdifferentiable at x, the subgradient inequality yields, for any g € df(x),

f@) = f(y) <{g,2—y) < lglllz =yl

4.6 Regularization Regardless of the Number of Rounds

)

At the end of the last section, we have seen how to attain good regret guarantees in the experts
problem with the classical FTRL algorithm. However, one may note that to attain these bounds the
player needs to know beforehand the total numbers of rounds T of the game she is going to play. If
she uses a regularizer designed for a game with 7" rounds in a game with significantly more (or less)
rounds, the regret guarantees would change, and the dependence on the number of rounds would not
necessarily be sublinear anymore. One way to circumvent this problem is to use the Doubling Trick
(see [67, Section 2.3.1]), where one re-starts the algorithm, not necessarily FTRL, at increasing time
intervals, adjusting the player oracle on each interval to the proper time horizon of that interval. We
define a player oracle which implements this strategy formally on Algorithm 4.4, parameterized by a
function PFAMILY from N to the set of possible player oracles. That is, PFAMILY is a family of
player oracles, where for each T' € N the oracle PFAMILY 7 is guaranteed to perform well in a game
with 7" rounds.

Algorithm 4.4 Definition of DOUBLINGS pp vy ((f1s- - - f1)
Input:
(i) An OCO instance C := (X, F) (which we omit if clear from context).
(ii) A function PFAMILY from N to X5¢4) such that for each 7" € N the function PFAMILY v
is a player oracle for C.
(iii) Functions fi,..., fr € F.
Output: z741 € X
T+ 2lleT],
Let x741 ¢+ PLAYERT/(fT/:T)
return rp

Let us look at an example of an example of a “player family” oracle as used by the DOUBLING
oracle. Consider a instance C := (Ap, F) of the randomized experts’ problem, define R = 3|-||3,

and set d := |E|. By Proposition 4.5.4, the FTRL oracle with regularizer v/dT'R performs well in
games against any enemy for C in a game with T rounds. Thus, a good example of a player family
oracle to be used in the doubling oracle is

PFAMILY 7 := FTRL /77, VT € N.
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Soon we will prove that DOUBLINGS gy iy performs well in games with any number of rounds.

Let us look more closely at Algorithm 4.4. The idea of the algorithm is to divide the rounds of
the game into intervals, each with double the size of the previous one. The sizes of these intervals are,
in some sense, estimates of the duration of the game. With that, the DOUBLING oracle starts to
play with a player oracle for a small number of rounds (the number of rounds of the first interval). If
the game goes beyond the timeframe given by the interval of rounds the DOUBLING oracle defined
last, the oracle doubles its estimate of the number of rounds, and starts to play from scratch, using
a brand new player oracle. That is, the oracle does not use the information of the functions given by
the enemy in the past round intervals.

The reason to not use the oracle with full information is that, in order to use the player oracle
for T functions fi, ..., fr, one usually needs to compute the point given by the player oracle for
fi,y..., ft for each t € [T]. In an OCO game this is natural since the oracle receives only one new
function per round. However, the DOUBLING oracle picks a brand new player oracle on each
different section, and it would be inefficient'® to compute all the points this new player oracle would
have played in previous rounds in order to use this new oracle with complete information in the
next rounds. In Algorithm 4.4, the number 7" is the last round on which the DOUBLING oracle
re-started, doubling its estimate of the number of rounds. A nice property of the this strategy is
that 7" in Algorithm 4.4 is also the size of the current section of rounds which the DOUBLING
oracle is considering.

Maybe surprisingly, if the original time-dependent player oracle has a O(\/T) regret bound in a
game with T" rounds, the next theorem shows a regret bound for the DOUBLING oracle which is
worse by only a constant factor.

Theorem 4.6.1. Let C := (X, F) be an OCO instance and let PFAMILY: N — ES¢4(/) be a
function such that PFAMILY 7 is a player oracle for C for each T" € N. If there are U C E and
a € Ry such that, for every T' € N and every enemy oracle ENEMY for C,

Regret,(PFAMILY 7, ENEMY, U) < aV/T,

then, for every T' € N and every enemy oracle ENEMY for C we have

2
Regret(DOUBLINGppamity; ENEMY, U) < ( ﬂf l)a\/f.

Proof. Let ENEMY be an enemy oracle for C. Moreover, let T' € N and define
(.’13, f) = OCOC (DOUBLINGPFAMILy, EN'EI\/[Y7 T)

Note that T' < 2U87I+1 1. Set 77 := 2U8TI+1 _ 1 and define'! f' € (FU{0})T by f/ == [i < T|f;
for each i € [T']. In words, f’ is just f extended with zeroes. In this case, note that

Regret(DOUBLINGPFAMILy, f, u) < Regret(DOUBLINGPFAMILy, f/, u), Yu € E.

Thus, we may assume without loss of generality that T = oUgT|+1 _ 1,

OTnefficient here is about practical implementations. All oracles in this text are defined in such a way that they
“re-compute” all the previous iterates at every round. Still, often these oracles need little effort to generate one iterate
given the past ones. This would not be the case for the DOUBLING player if it had to re-compute, even in practice,
all the past iterates once he changes his player oracle.

"Here we are using 0 to denote the identically zero function on E.
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To ease the notation, define p(n) := 2" for every n € N. Recall that, by our notation definition,
fi.j = (fi, fix1, ..., fj). Then, by the definition of the DOUBLING oracle, for any v € U,

g 7]
Regret(DOUBLINGpramiLy, f,u) = Z Regretp(i) (PFAMILYP(Z-), fp(z) p(i+1)—1 w)
1=0

llg T] g T] ; UgT|+1
» ) a(%)

IA
Q
g
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o
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§a<\/ﬁ_11>§a\/f< V2 ) O]

V2 -1

Even though the Doubling Trick does guarantee regret bounds only a multiplicative constant
worse than the bound from Corollary 4.5.3, re-starting the algorithm several times seems wasteful.
What we can do instead is to use the AdaFTRL algorithm with a regularizer strategy that uses
always the same regularizer function, but with a different constant multiplying it at every round.
That is, we are still using a static function as our main regularizer, but at each round we adjust the
constants multiplying it so that it takes into account the duration of the game without the need
of re-starting the whole algorithm. Before jumping into Corollary 4.5.3, we need to prove a simple
lemma.

Lemma 4.6.2. Let a;...,a, € Ry with a; > 0. Then,

Proof. The proof is by induction on n. The statement holds trivially for n = 1. Let n > 1, and
define s := " | a;. By the induction hypothesis,

Finally, note that

2\/5—an—l—?—} <25 = 2¢/s(s —ay) <25 —a, <= 4s(s —an) < (25 — a,)?
s

— 48% —4sa, < 4s* —4sa, + a2 = 0<d>. O

Corollary 4.6.3 (Derived from Theorem 4.4.3). Let C := (X, F) be an OCO instance such that
each f € F is proper and closed. Let R: E — (—o00,400] be a 1-strong FTRL regularizer for C w.r.t.
a norm ||-|| on E, and suppose pR is also a classical FTRL strategy for C for any p € Ri4. Let
n: N\ {0} — Ry, and define the regularizer strategy R: Seq(F) — (—00,+0c]® by, for each ¢ € N,

R(f) = (1 7S 0]1)3, vf e Ft.

Mt+1 M

Let T' € N and let ENEMY be an enemy oracle for C. Define

(z, f) = OCO¢(AdaFTRLz, ENEMY, T).
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Finally, let g; € 8f;(x;) for each t € [T] and define & € RT by o} :=n, ! for each t € [T]. Then, R

is a FTRL regularizer strategy for C which is o-strong for f w.r.t. ||-||, € Seq(X) and, for every
ue X,
/1 1 1 o
Regret(AdaFTRLg, f, u) < Z(n —[t> 1]7“) (R(w) = R(z) + 5 > mllgell?. (4.25)
t=1 Nt = =1
In particular, consider the case where every function in F is p-Lipschitz continuous w.r.t. ||-|| on

a convex set D DO X with nonempty interior and there is # € Ry, such that it holds that 6 >
sup{ R(z) — R(y) : x € X,y € X Ndom R}. If we define

1 /6
n = p\/;, vt € N\ {0}, (4.26)
then,

Regret(AdaFTRLg, f, X) < 2pVvOT.

Proof. Define r, == R({f1,..., fi—1)) for each t € [T]. Note that, for each ¢t € [T], the function

t t t
LSO IR LEDIN
i=1 i=1 Mt i=1

is (1/m¢)-strongly convex w.r.t. ||-||. Therefore, R is a o-strong FTRL regularizer strategy for f (the
other necessary properties are easily implied by the fact that puR is a classical FTRL regularizer for
any p € Ryy). Therefore, (4.25) and @ € Seq(X) follow directly from Theorem 4.4.3.

Suppose that every f € F is p-Lipschitz continuous w.r.t. ||| on a convex set D O X with
nonempty interior, that there is § € R, as in the statement, and that 7 is given by (4.26). By
Theorem 3.8.4, for each ¢ € [T] there is ¢+ € 9 fi(x¢) such that ||g¢]|« < p. Therefore, by (4.25), for
every u € X we have

L1 1 2
Regret(AdaFTRLg, f,u) <0 ( —[t> 1]) I m
t=1 -

where in the last inequality we have used Lemma 4.6.2. 0l

The above regret bound is a v/2 multiplicative factor worse than the bound given by Corollary 4.5.3.
Yet, this bound holds at every round of the game, without the need of any prior knowledge on the
number of rounds. Still, note that we need to know the Lipschitz constants of the functions in order
to use the above regularizer strategies.

Even though we know the Lipschitz constant in some important examples, such as in the expert’s
problem, there are many cases where we do not have this information. Not only that, but even in
the cases in which we do know the Lipschitz constant, the enemy may pick many functions that have
subgradients with small dual norm, far from the upper bound given by the Lipschitz constant. We
may hope that, if the regularizer strategy could “notice” and adapt to subgradients with small norm,
the algorithm would perform better in these “easy” cases. On Chapter 6 we will investigate this idea.
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4.7 An Adaptive Proximal Example

Up to this point, we have not given application examples of AdaFTRL with regularizer strategies
with interesting proximal properties (as opposed to a static regularizers which are trivially proximal).
Actually, from the discussion at the end of Section 4.4, one may expect that AdaFTRL with proximal
regularizer strategies may be able to adapt better to the enemy choices if compared to a general
regularizer strategy, thus yielding better regret guarantees. In this section, we will look at relatively
simple proximal regularizer strategies. Despite their simplicity, analyzing their performance and
comparing it to the regret bounds from the previous section is insightful.

For example, we have already seen that (1/2)|-||3 is a good static regularizer for some OCO
instances, even more so if properly scaled at each round as in the last section. A natural way to
make this regularizer strategy proximal is to change the regularizer increment from round ¢ € N\ {0}
to a multiple of # € E — |z — [t > 1]z4_1||3, where z;_; is the iterate from round ¢ — 1. Thus,
this regularizer strategy is, in some sense, generated by the function R: E x E — (—o0, 00| given
by R(z,y) = ||z — y||3 for every x,y € E. As expected, this change in the regularizer increments
preserves strong convexity, that is, R(-,y) is strongly convex w.r.t. the f3-norm for any y € E.
Further, we have the freedom to choose where our regularizer is minimized: y € arg min g R(x,y)
for any y € E. This regularizer does not yet fully exploit the capabilities of AdaFTRL since all
the regularizers are strongly convex w.r.t. the same norm. Still, regularizer strategies of this form,
which we call proximal FTRL regularizers, already cover some interesting cases, and we prove on
Corollary 4.7.3 that they have good regret guarantees. Let us formalize this discussion before jumping
to the corollary.

Definition 4.7.1 (Proximal FTRL regularizer). Let R: E — (—o0, +00] be a convex function and
let C == (X, F) be an OCO instance. The function R: E x X — (—o00,40o0] is a proximal FTRL
regularizer (for C) if

(i) For every T € N\ {0} and each & € X7, we have that Zz;l R(-,x¢) is a classical FTRL
regularizer strategy

(ii) For every y € X we have that inf,cg R(z,y) is attained by y.

As expected, the above definition builds upon the one of classical FTRL regularizers, significantly
adding only the proximal property by (ii). Indeed, it is tailored to naturally build a proximal FTRL
regularizer strategy. To see that, let g € X, and define the FTRL regularizer strategy R for C in a
recursive fashion by

R(() = R(:,w0),

R(f) = R(-,AdaFTRLR ((f1,..., fi-1)), Vf e F vt e N\{0}. (4.27)

One may check that R is a proximal FTRL regularizer strategy for C. Finally, let us make a proximal
version of the definition of o-strong classical FTRL regularizer. This time we cannot simply re-use
the definition of o-strong since we need slightly different condition to apply Lemma 4.3.2.

Definition 4.7.2 (o-proximally strong proximal regularizer strategy). Let 0 € R4 4 and let R be a
proximal FTRL regularizer for C. Then R is o-proximally strong for C w.r.t. a norm ||-|| on E if

(i) R(-,x) is o-strongly convex for any =z € X, and
(i) ri(dom( 7 R(-, ) + 215t f1)) Nri(dom fr) is nonempty for every @ € X7+ f e FT,
and 7' € N.
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Again, the above definition is tailored in a way such that the functions which will be minimized by
the Adaptive FTRL oracle satisfy the conditions of Lemma 4.3.2. Indeed, if R used in the definition
of R as in (4.27) is a o-proximally strong FTRL regularizer for an OCO instance C, then R is a
FTRL regularizer strategy which is o-proximally strong for any f € Seq(F), where o € Seq(R) is a
properly sized sequence with all entries equal to o. This leaves us in position to use Theorem 4.4.4.
This discussion outlines the roadmap of the proof of the next corollary, except that in the actual
proof we take additional care with constants multiplying the regularizer (which one can interpret as
step sizes of the algorithm).

Corollary 4.7.3 (Derived from Theorem 4.4.4). Let C := (X, F) be an OCO instance such that
each f € F is proper and closed. Let R: E x X — (—o00,4+0c] be a 1-proximally strong!? FTRL
regularizer for C w.r.t. a norm |[|-|| on E. Let n: N\ {0} — R4+, let z € X, and define the regularizer
strategy R: Seq(F) — (—oo, +0o]® by

R(f) == (1 _ 1)R(~,AdaFTRLR(<f1, L f)), Ve N\{0},Vf e FL.
M+1 Nt

Let T € N and let ENEMY be an enemy oracle for C. Finally, define
(x, f) = OCO¢(AdaFTRL%, ENEMY,T),

set kg == x1, let g, € Ofi(xy) for each ¢t € [T], and define o € IR{L by oy = nt_l for each ¢t € [T]. Then
R is a FTRL regularizer strategy for C which is o-proximally strong for f w.r.t. ||-||, € Seq(X),
and, for every u € X,

Regret(AdaFTRLR, f,u) < Z(ml —[t>0]— )(R(u,xt) (¢, 7)) Zntﬂugtu (4.28)
+

In particular, consider the case where every function in F is p-Lipschitz continuous w.r.t. ||-|| on a con-
vex set D O X with nonempty interior and there is § € R, such that § > sup{ R(z,2) — R(y,2) : x,z2 € X,y € X N«
is finite. In this case, if we set n; := 1 and define

1 0
= =4/ — teN 1 4.2
Nt p ‘ 17 v € \ {07 }7 ( 9)

then,
Regret(AdaFTRLR, f, X) < 2pVvVOT.

Proof. Let us show that
R is a FTRL regularizer strategy for C which is o-proximally strong for f w.r.t. ||-||. (4.30)

Since R is a proximal FTRL regularizer, we have that R is a proximal FTRL regularizer strategy.
It only remains to show that it is o-proximally strong. Define ry := R({f1,..., fi—1)) for each
te{l,..., T+ 1}. Note that, for each t € [T], the function

t

. 1
>rie a3 (5 - 0 JRn + 3o

=1

12Supposing that R is 1-proximally strong instead of o-strongly convex for some o € R4 can be made without loss
of generality since we can adjust the strong convexity constant by multiplying the regularizer the a positive constant.
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is (1/m)-strongly convex w.r.t. |-||. Indeed, the sum S°%_, r; of strongly convex functions is also
strongly convex, with strong convexity pararneter equal to the strong convexity parameter of each one
of them added, which is Zz (7 =1t> 0]7]1_ )=mn; !, Moreover, since multiplying the regularizers
by positive constants does not change their effective domains and since R is a 1-proximally strong
FTRL regularizer, we conclude that R satisfies property (ii) of the definition of o-proximally strong.
This proves (4.30). With that, we conclude that (4.28) follows directly from Theorem 4.4.4.

Suppose that every function in F is p-Lipschitz continuous w.r.t. ||| on a convex set D DO X
with nonempty interior, that there is § € R4 as in the statement, and that 7 is given by (4.29). By
Theorem 3.8.4, for each ¢ € [T] there is g+ € 9 f:(x¢) such that ||g¢||« < p. Therefore, by (4.28), for
every u € X we have

T
Regret(AdaFTRLR, f,u) <6 Z( — [t >0 > + = Zntﬂ

M+1
T
R

where in the last inequality we have used Lemma 4.6.2. O

w\s
x\

The bounds on Corollaries 4.6.3 and 4.7.3 are not much different. At first sight, this seems to
point into the opposite direction of the idea that FTRL with proximal regularizer strategies are able
to adapt better, as discussed at the end of Section 4.4. Nonetheless, it was expected that the regret
bounds of these corollaries were similar. The point is that the regret bound for proximal regularizer
strategies from Theorem 4.4.4 differs from the regret bound of the general case (Theorem 4.4.3) on
which norm is used to measure the subgradients. Thus, if we develop strategies which are oblivious
to the subgradients of the functions played by the enemy, as in Corollaries 4.6.3 and 4.7.3, there is
no reason for the regret bounds to be significantly different. On Chapter 6 we develop regularizer
strategies which take into account the subgradients from the functions played by the enemy on past
rounds, and a bigger difference between regret bounds for general and proximal regularizer strategies
appears.

For the sake of concreteness, let us apply a proximal regularizer strategy to the (randomized)
experts’ problem C := (Ag, F), where F is given by F := {p € RE s ¢yTp:y € [-1,1]F}. As we
have seen at the end of Section 4.5, every function in F is v/d-Lipschitz continuous w.r.t. ||-||2
on R¥ where d := |E|. Moreover, define R: E x E — (—o0,+00] by R(z,y) = i|lz — yl|3
for every x,y € E. Note that R(-,y) is 1-strongly convex w.r.t. the fy-norm for every y € E
by Lemma 3.9.5 since the fs-norm is induced by the euclidean inner product. Finally, define
R: Seq(F) — (—00,+00]® as in Corollary 4.7.3. Since R(z,y) < (=] + |ly[[)? < 2 for every
r,y € Ag, we have sup, , .(R(y,z) — R(z,z)) < 2. Therefore, by Corollary 4.7.3,

Regret(AdaFTRLg, f,X) < 2v2dT VT e N,Vf e FT.

It is interesting to compare the above regret bound with the one on (4.22) derived by using the
classical FTRL algorithm with the (squared) f>-norm. Note that the above bound is a factor of 2v/2
worse than the one on (4.22). A factor of v/2 of this difference is due to the difference on the bounds
given by Corollaries 4.5.3 and 4.7.3. Nevertheless, the remaining difference is due to the different
upper bounds given on the value of the regularizers: a bound of 1/2 for 3||z|3 for z € Ag when using
Corollary 4.5.3, and a bound of 2 for %Hff — y||3 with z,y € Ap when using Corollary 4.7.3. Still,
this difference might be artificial and not hold in practice because we are loosely bounding ||z — y||3.
To see why this bound may be loose in practice, recall that the bound on %H:z: — | is used to bound
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the sum ZtT:Jrll re(u) = ZtT:O $|lu — z¢||3 from Theorem 4.4.4, where u is the comparison point on the
regret formula, and the points z; are the iterates from of the Adaptive FTRL algorithm. Intuitively,
one should expect the iterates x; to be closer to a “good” comparison point u in the regret formula
than to 0 (for example, one might expect in the experts’ problem to see iterates attributing a high
weight to good experts), which would imply that ||u — 2¢||3 < ||u — 0|3 = ||ul|3 for each iterate ;.

4.8 Logarithmic Regret Against Strongly Convex Functions

As we have seen on Section 4.5, in a game with 7 rounds FTRL attains a dependence of O(v/T) on
its worst-case regret, which is optimal for OCO instances with Lipschitz continuous functions [2].
Still, if we are dealing with an instance about which we know more about the functions the enemy is
allowed to use, we may improve the regret bounds. Indeed, the next corollary shows a bound on the
worst case regret bound of FTRL (pratically without a regularizer) for OCO instances with strongly
convex functions which is exponentially better than the one from Corollary 4.5.3.

Corollary 4.8.1 (Derived from Theorem 4.4.4). Let C = (X,F) be an OCO instance such
that X C E is closed and that each f € F is o-strongly convex and p-Lipschitz continuous
w.r.t. a norm ||-|] on E on a convex set D O X with nonempty interior. Moreover, suppose
(ri(dom(R + S/, f¢)) Nri(dom fr1) is nonempty'® for any f € F7+! and T € N, and define R :=
d(-] X). Then, for any enemy oracle ENEMY for C and T' € N, we have

2
Regret,(FTRLg, ENEMY, X) < 5(1 +InT).
(o

Proof. Let T € N, let ENEMY be an enemy oracle for C, and define
(z, f) = OCO¢(FTRLg, ENEMY, T).

Note that FTRLr = AdaFTRLgz where R is given by R(f') = [f = ()]R for every f' €
Seq((—o0, +00]®). Let us show that

R is a proximal FTRL regularizer strategy for C which is o-proximally strong  (4.31)

for f, where o € R” is given by'# ¢, := (t — 1)o for each t € [T7].
First, let us show that R is a FTRL regularizer strategy. Let t € [T]. Since X is closed and
convex, R = §(-| X) is closed, proper, and convex. Moreover, dom R = X by the definition of
indicator function. Finally, since each h € F is Lipschitz continuous on D 2 X, we have that
domh O X. Therefore, we have that dom(R + 2221 fi) = X, and by Lemma 3.9.14 we conclude
that inf,cg(R(x) + Y'_, fi(x)) is attained. Thus, to prove (4.31) it only remains to show that R is
o-proximally strong for f. Note that R is proximal, and that, since f; is o-strongly convex for every

t € [T], we have that
t

t—1 t—1
D OR(fre s i)+ D fi=0CIX)+ D i (4.32)
=1 =1

i=1
is (t — 1)o-strongly convex for each ¢ € [T]. Moreover, we have that the condition on the intersection
of the relative interiors of the domain from the definition of proximally strong FTRL regularizer

13The sole purpose of this assumption, which is satisfied in most usual applications, is to enable us to apply
Lemma 4.3.2.

140One may find weird that o1 = 0, which means that the first regularizer is not strongly convex. Note, however,
that o1 does not affect the bound from Theorem 4.4.4.
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(property (ii)) is satisfied by assumption. This shows that R is o-proximally strong for f, which
finishes the proof of (4.31).

Let g: € 0f(z¢) be such that ||g¢« < p, which exists by Theorem 3.8.4, for each ¢t € [T]. Thus,
by (4.31) and Theorem 4.4.4, for every u € X we have

T T

1 1 p?

Regret(FTRL < = - 2
egre ( Rafau) =9 tzz; tO’HgtH* > Z

w\»—t

p—1

<o (1+nT). O

20 P

Despite the appeal of such a good regret bound, there is no free lunch. In the application examples

we have seen of AdaFTRL, the functions played by the enemy were usually linear, or linearizing

them with the use of subgradients did not affect much the regret guarantees. This usually allowed

us to derive closed formulas for each application of the AdaFTRL. However, we cannot linearize the

functions given by the enemy in this case, otherwise we lose the strong convexity property which

yields the above regret bound. Thus, an efficient player oracle for the strongly convex case depends
on an efficient way to solve the minimization problem from AdaFTRL.

4.9 Follow the Leader—Be the Leader Lemma

In this chapter we presented the classical FTRL algorithm as a special case of the Adaptive FTRL
algorithm, whose regret analysis was based on the Strong FTRL Lemma. However, it is interesting
to give a quick look at the main tools for the original analysis of the classical FTRL algorithm, and
how the Strong FTRL Lemma yields slightly tighter bounds. The following lemma, originally proved
by Kalai and Vempala [42], and known as the Follow the Leader-Be the Leader (FTL-BTL) Lemma,
is the classical lemma for the analysis of FTRL-like algorithms.

Lemma 4.9.1 (Follow The Leader-Be The Leader Lemma, [42]). Let T € N, let R, f1,..., fr: E —
(—o0, +00] be proper and such that, for every ¢ € {1,...,7 + 1}, the function R + Zf;i fi is
proper and its infimum over E is attained. Moreover, define x; :== FTRLg({f1,..., fi—1)) for every
te{l,..., T+ 1}. Then, for every u € E,

R(z1) + th (z041) < R(u) + th (4.33)
t=1
and .
Regret(FTRLE, f,u) < R(u) — inf R(z) + > (fulme) = fulwisn)). (4.34)
t=1

Proof. First of all, note that by re-arranging (4.34) we get (4.33). Thus, it suffices to prove that (4.33)
holds, and we will do so by induction on T". For T' = 0 the inequality holds since z1 € argmin,cp R(x)
by definition. Suppose T' > 0. Then, for every u € E,

T T—1 T—1
R(z1) + Z ft(zi1) = fr(vrir) + R(zy) + Z fi(xip1) < fr(zrq) + R(epg) + Z fe(xr41)
=1 =1

= R(z741) +th zr41) < R(u +th

where in the first inequality we used the induction hypothesis with (4.33) specialized to u = xp41,
and in the second we used that x4 € argmin,cx(R(z) + Y/, fi(x)) by definition. O
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One may note some “intuitive similarities” between the above lemma and Lemma 4.3.1. As in
the latter, the FTL-BTL Lemma bounds the regret by two terms. The first is R(u) — R(x1), which
can be seen, when we assume dom R C X for X C E, as the diameter of the set X where the player
is making her predictions. The other term translates the idea that, in order for the FTRL algorithm
to perform well, the algorithm should be stable: for any round ¢, the values of the iterates x; and
Zry1 on f; should not be too far away.

Let us quickly derive a regret bound similar to the one from Corollary 4.5.3. Let R, f1,..., fr
and z1,...,z7r41 be as in Lemma 4.9.1. Moreover, suppose that R is o-strongly convex and that,
for each t € [T, the function f; is closed, convex, and that there is g, € 9f;(z;). Finally, let ||-|| be a
norm on [E. By the subgradient inequality and by the definition of dual norm, we have

flxe) = fleer) < (9620 — ze1) < ||gell«llee — zega ], vt € [T].

For each t € [T], we have z; € argmin, cg(R(z) + >.i_; fi(x)). Thus, Lemma 4.3.2 yields'®

1
|2t — e ]| < =llgell  VEE[T].
g

Therefore, by Lemma 4.9.1, for every v € E,

T

Regret(FTRLg, f,u) < R(u) — min R(x) + > (filz:) = filwern))
t=1

T
1
< — inf - 2,
< R(u) — inf R(z) + ~ ;—1 el

Note that the above bound is slightly worse (only by a multiplicative constant) than the one
from Corollary 4.5.3. One factor that contributed to this difference is that we used, for a norm ||-||
on E, the inequality

(u,v) < |lull||v]l«, Yu,v € E, (4.35)

to bound the differences of the form f(z:) — f(x¢41). Note that the inequality from Lemma 4.3.2
that bounds the values of the functions themselves, which is the one used on the adaptive case, is
tighter by a constant.

We can modify the FTL-BTL Lemma to bound the regret in the case when we have different
constants multiplying the regularizer, as in Section 4.6. However, the analyses start to be slightly
more ad hoc and technical in cases where the functions that the enemy plays are strongly convex
themselves, or when we do not want to use (4.35) in order to obtain tighter bounds. Additionally, it
is not clear how to use this lemma when we have a different regularizer at each round. Intuitively,
the Strong FTRL Lemma (Lemma 4.3.1) helps us by carrying, for each round, the information of the
regularizers and the functions from all the past rounds through the functions H; on Lemma 4.3.1.
This allows us to capture a wider range of cases without needing to change the lemma itself.

"»Keep in mind that in order to apply Lemma 4.3.2 we need to ensure that ri(dom(R + >'Z] fi)) Nri(dom f;) is
nonempty for each ¢ € [T'], which is usually the case.
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Chapter 5

The Online Mirror Descent Algorithm

In the previous chapter, we have shown that Follow the Regularized Leader algorithms yield good
regret bounds. Not only that, the description of the method is fairly straightforward. In spite of
that, it is not clear how to efficiently implement the AdaFTRL oracle in general. Additionally, in
many applications one has access to the functions only through “first-order oracles”; that is, given
a point x and a function f, one may compute f(z) together with a (sub)gradient g of f at . In
these cases, one usually wants to make a constant number of queries to the first-order oracle of
the enemy’s function at each round and wants the actions of the algorithm at each iteration to use
the subgradients and the value of the function at the current point in an efficiently implementable
fashion, that is, it should take time close to linear on the sizes of the subgradients to perform the
actions of the algorithm at each round.

In this chapter we explore Online Mirror Descent algorithms, which are the online (and adaptive)
counterparts of the Mirror Descent algorithms from classical convex optimization. The latter are a
generalizations of the well-known Gradient Descent technique, and it was first proposed by Nemirovski
and Yudin [54]. The general idea is to perform, at each iteration, a step on the direction of negative
subgradient of the current function. However, this subgradient step occurs on the dual space E*
of linear functionals on E, and the connection between E and E* depends on functions, which we
call mirror maps, that the player can choose depending on the problem. The intuition behind the
choices of mirror maps is that the functions played by the enemy and the set where the optimization
is taking place are both better behaved (subgradients with smaller norm and smaller diameter w.r.t.
the mirror maps) when we look at them through the lens of the mirror map. One may notice that
this intuition is similar to the considerations we had to make when choosing FTRL regularizers, and
indeed there are interesting connections between online mirror descent and FTRL algorithms.

In this chapter we first describe the Adaptive Online Mirror Descent (AdaOMD) algorithm,
following the presentation from [48], and look at the form of the iterate updates with some static
regularizers. We then show connections of AdaOMD with proximal operators and to the AdaFTRL
algorithm, and from the latter connection we derive regret bounds of AdaOMD. We also describe
the Adaptive Dual Averaging (AdaDA) algorithm, a variation of the AdaOMD algorithm, which can
be seen as a version of AdaOMD with lazy projections. We prove the interesting fact that AdaDA
is practically equivalent to AdaFTRL when applied to linear functions. Finally, we discuss sufficient
conditions under which the non-adaptive versions of Online Mirror Descent and Dual Averaging
are equivalent. The content of this chapter is based on many sources [13, 18, 19, 48, 57, 67]. More
specific references will be given on each section.
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5.1 Adaptive Online Mirror Descent

As described at the beginning of this chapter, the Adaptive Online Mirror Descent (AdaOMD or
Adaptive OMD) algorithm is an adaptive and online version of the Mirror Descent algorithm for
classical convex optimization first proposed by Nemirovski and Yudin [54]. The general idea of
Mirror Descent is to start at a point and then perform, at each iteration, a step in the direction
of minus subgradient of the current function. The difference on intuitions of this method to the
one of the well-known (sub)Gradient Descent algorithm is that, on Mirror Descent, the subgradient
step is seen as taking place on the dual space E* of E, that is, the space of linear functionals on
E, and the connection! between primal and dual spaces is made through a “mirror map”. In a way
similar to the Adaptive FTRL algorithm, Adaptive OMD is parameterized by such mirror maps
(which one can imagine as functions analogous to FTRL regularizers), which make the connection
between the primal and dual spaces. The choice of mirror map, in a similar way to the choice of
FTRL regularizers, deeply affects the performance of the algorithm on different problems. As we
show later, the Online Subgradient Descent algorithm is a special case of the Online Mirror Descent
with a mirror map based on the fs-norm. To make the discussion of an intuition for the Online
Mirror Descent (OMD) algorithm more concrete, let us first formally define the algorithm, and then
discuss an intuitive interpretation of it. In the next section we provide some applications for the
sake of concreteness.

As in the case of AdaFTRL, at each round t € N the Adaptive Online Mirror Descent algorithm
depends on a choice of a function Ry, the mirror map of round t, which can be thought of for now as
the analogous of a regularizer from AdaFTRL. In spite of the similarities, the conditions necessary
over such maps are a bit more delicate when compared to the conditions we have used on FTRL
regularizer strategies.

Definition 5.1.1 ((Classical) mirror map). Let X C E be convex. A (classical) mirror map
(for X) is a function R: E — (—o0, +00] such that

(5.1.i)) R is a closed proper strictly convex on dom R function such that int(dom R) is nonempty
and such that R differentiable on int(dom R),

(5.1.i) for any y € int(dom R), the infima inf,cx R(z) and inf,cx Br(x,y) are attained by a
point in int(dom R),

(5.1.ii) (ri(X)) Nint(dom R) # @, and
(5.1.iv) {VR(z) : = € int(dom R)} = E.

The properties of a mirror map may seem cryptic right now, but they become way clearer once
we define the AdaOMD oracle (in fact, for the sake of simplicity the above properties were slightly
simplified, see [18| for more detailed conditions). For this reason, we defer the discussion on the
mirror map properties for later.

In a way similar to the case of FTRL regularizer strategies, we define mirror map strategies,
which is basically a way of choosing at each round a different mirror map through “mirror map
increments”.

In Euclidean (and Hilbert) spaces, such a connection is usually seamless by the Riesz representation theorem,
which states that for each * € E* there is an unique point g € E such that * = (g, -). However, here we are interested
in looking at ways of connecting the primal and dual spaces in different ways. We will discuss this intuition in greater
detail later on.
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Definition 5.1.2 (Mirror map strategy). Let C := (X, F) be an OCO instance and let D C E be
a nonempty open convex set such that ri(X) N D # @. A mirror map strategy (for C which is
differentiable on D) is a function R: Seq(F) — (—o0, +00]® such that, for each t € N and f € F,
for R == Zézo R(f1,---,fi) and r == R(f1,..., ft), we have

(5.2.1) D = int(domr) = int(dom R)
(5.2.ii) 7 is a proper closed convex functions which is differentiable on D, and
(5.2.ii) R is a classical mirror map for X.

In property (5.2.1) from the definition of mirror map strategies we require that the domains of the
mirror maps do not change much, that is, they need to have the same interior. Property (5.2.ii) is to
avoid cases with pathological mirror map strategies. Finally, (5.2.iii) formally states the main idea
of a mirror map strategy: to pick, at each round, a mirror map for the player. A player oracle which
implements the Adaptive Online Mirror Descent technique is formally defined on Algorithm 5.1.

Algorithm 5.1 Definition of AdaOMD%((fl, o IT)

Input:
(i) A closed convex set X C E,
(ii) Convex functions f1,..., fr € F for some T € N and F C (—oc, +oo]® such that f; is

subdifferentiable on X for each t € [T7,

(iii) R: Seq(F) — (—o0, +0oc]® is a mirror map strategy for the OCO instance (X, F) which is
differentiable on a nonempty open set D C E.
Output: 27,1 € DNX
r1 < R(()
{z1} < argmin ¢y r1(x).
fort=1to T do
> Computations for round ¢ + 1
i1 < R((fr,- -, ft)
Riyq ng T
Compute g¢ € dfi(x¢)
Yir1 < VR 1(z¢) — gt

R
w1 — (VR (Y1)
return rr41

With the AdaOMD oracle defined, we may try to make sense of some of the properties of a mirror
map. Note that property (5.1.1) together with (5.2.i) implies that the mirror map of each round is
differentiable on the open set D C E where the mirror map strategy is differentiable. Thus, if the
iterates x; as in Algorithm 5.1 lie in D, then the points y; in Algorithm 5.1 are well-defined. This
later invariant is guaranteed by (5.1.ii), which ensures the Bregman projections yield points in D.
One may still be uneasy, since we do not know yet if the definition of AdaOMD makes any sense. For
example, in Algorithm 5.1 we take the gradient of the conjugate of each mirror map on the points y,
but we do not know yet if the conjugate of the mirror map is differentiable at this point. The reader
is probably imagining that this and other problems are solved by looking at the other properties of
a mirror map. Indeed, the conditions on a mirror map are built in a way so that the definition of
AdaOMD is not ambiguous and, in some sense, the objects we use in the definition of AdaOMD are
not pathological. The following proposition shows that AdaOMD is indeed well-defined.
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Proposition 5.1.3. Let X C E be a nonempty closed convex set and let R: E — (—o0, 00| be a
mirror map for X. Then,

(a) R* is differentiable on E,
(b) VR*(z*) € int(dom R) for any z* € E, and
(¢) infyex Bgr(z,y) is attained by a unique point in D for any y € D.

Proof. Let x* € E. By property (5.1.iv), there is y € D such that 2* = VR(y). By Theorem 3.5.2
(items (i), (ii), and (v)) and Theorem 3.5.5, we have

¥ =VR(y) < y € argmax((z*,z) — R(x)) < y € OR"(z").
z€R

By (5.1.1) we have that R is strictly convex, which implies by Lemma 3.9.2 that y is the unique point
that attains inf,cg(R(z) — (z*,)). This together with the above equivalences yields {y} = dR*(z*).
Hence, Theorem 3.5.5 implies that y = VR*(z*), thus proving (a) and (b). Finally, (c) follows
directly from properties (5.1.ii) (attainability) and (5.1.1) (uniqueness due to strict convexity) of a
mirror map. O

One may have noticed that we have not used in the above proof the relative interior condition
between the sets X and D from the definition of mirror map. However, all of the results about Online
Mirror Descent algorithms which we describe here (and most in the literature, even if not clearly
stated) need this type of condition in one way or another, such as for applying Lemma 4.3.2 to prove
good regret bounds or to use optimality conditions for Bregman projections from Lemma 3.11.4.
Therefore, cases which do not satisfy these relative interior conditions pratically render most of the
results of this chapter useless, and are pathological. For this reason, we have chosen to add this
condition to the definition of a mirror map from the beginning.

Dual Primal

VR

VRt_H (.’Et)

—V fe(xy)

Yt+1 @

Figure 5.1: Graphic representation of the computations done by AdaOMD on round ¢ + 1.

Let us now look at the intuition behind the (Adaptive) Online Mirror Descent. On Figure 5.1 we
present an schematic diagram of the computations done by AdaOMD on round ¢ + 1. The idea is
that gradients are representations of the derivatives, which are linear functionals on E. That is, the
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gradients represent elements from the dual space E* of E, the space of linear functions from E to R.
Thus, a gradient step style update such as z; — V fi(x;), where z; € E and f;: E — (—o0, 400] is
convex and differentiable?, can be seen as actually dealing with the functionals (z¢, ) and (V fi(xy), ),
and summing x; and the derivative of f; at z; only makes sense due to Riesz representation theorem,
which ensures the existence of the representation of the derivative of f; at x; (namely, the gradient
V fi(x;)) on the primal space. Without using this theorem, we need to transport the point x; from
the primal to the dual space in some way. Since we are in an Euclidean space, we may correspond
x¢ € E with (x4, ) € E* (which yields the Gradient Descent method), but this choice is more or less
arbitrary: for each differentiable function R, we can build the linear function (VR(x;),-). Thus, we
should chose a function R;i1, our mirror map at round ¢ + 1, to make such correspondences. With
that connection between E and E* made, the gradient step update becomes V Ry 11 () — V fi(x4).
Yet, this update produces a point y;11 in the dual space E*, and we need to correspond it back
to a point in the primal space. Such a correspondence should, intuitively, be the inverse of the
mapping x € E — VR 1(x). By Proposition 5.1.3 we know that R}, , is differentiable everywhere,
and by Corollary 3.5.6 we have that VR, is the inverse mapping of VR;y1. Thus, we correspond
the point y;11 in the dual with the point VR ;(y¢41) in the primal space. There is, still, one last
factor to discuss: the point VR}, ;(y;+1) may be outside of the set X C E where our optimization
is actually taking place. Thus, we project VR; (ys+1) onto X with the Bregman projector based
on Ryi1, yielding a point x4 € X. We will see why the use of this type of projection is at least
partially intuitive on Section 5.4. After this projection, we can again correspond x;11 with a dual
point through VR, and make a gradient step, starting the process again.

5.2 Non-Adaptive Online Mirror Descent and Examples

As we have done in Chapter 4 with the FTRL algorithm, let us look at the non-adaptive version of
Online Mirror Descent. Besides the fact that looking at a special and simpler case of the AdaOMD
algorithm may help us to understand better how it works, the non-adaptive version is the one which
is usually presented by other authors as the Online Mirror Descent algorithm, such as in [19, 36], or
with time varying constants (step sizes) multiplying a fixed mirror map as in [13].

In Algorithm 5.2 we define the EOMD oracle, which implements the (Fager) Online Mirror
Descent algorithm. The reason we call this the eager version will become clearer when we present
the lazy one on Section 5.5.

As we have mentioned in the beginning of this chapter, Online Mirror Descent with the squared
lo-norm used as a mirror map yields the (Projected) Subgradient Descent algorithm [36, 72].

Lemma 5.2.1. Let X C R? be a nonempty closed convex set, let n € R, and define the
function R = %HH% Then, R is a 1-strongly convex w.r.t. ||-||2 classical mirror map for X such
that, for any y € R?,
. 1
Mi(y) =argminlle —yll2,  VR@) =y, and  VE'(y) =my. (5:3)
TE

Proof. We know that R is continuous (and, thus, closed) and, by Lemma 3.9.5, we know that R is
strongly convex on R? and, in particular, strictly convex on R%. That is, R satisfies (5.1.i). Since R is

2Even though we do not require in the original algorithm differentiability of functions f,, the intuition discussed
here fits almost seamlessly in the non-differentiable case, since subgradients are represententions of the directional
derivatives of a function. Still, we have chosen to discuss the intuition with differentiable functions for the sake of
clarity and simplicity.

3We note that in these works, the authors define the algorithm with a positive constant 7 (a step size) multiplying

the subgradient at each step, which is the same as multiplying the mirror map by .

112



Algorithm 5.2 Definition of EOMD% ((f1o---, 1))

Input:
(i) A closed convex set X C E,
(ii) Convex functions fi,..., fr € F for some T € N and F C (—oo, +0o]® such that f; is

subdifferentiable on X for each ¢ € [T],

(iii) A mirror map R: E — (—o0, +0o0] for the OCO instance (X, F).
Output: z741 € int(dom R) N X
{z1} ¢+ argmin,c x R(z)
Y1 — 0.
fort=1to T do
> Computations for round ¢ + 1
Compute g¢ € dfi(x¢)
Yir1 < VR(x) — g1

i1 = TR (VR* (Y1)
return rr4;

1-strongly convex w.r.t. the fo-norm on R?, then Bg(-, %) is also strongly convex on R? for any y € R?.
Thus, by Lemma 3.9.14 we have that R satisfies (5.1.ii) since X is closed, that is, inf,cx R(z) and
inf,ex Br(z,y) are both attained for any y € RY. We have int(dom R) Nri(X) = R Nri(X) # @,
which implies that (5.1.ii) is satisfied. Finally, since VR(z) = nz for every x € R? we have
{VR(z) : z € RY} = nR? = R? that is, R satisfies property (5.1.iv). Therefore, R is a 1-strongly
convex w.r.t. ||-|2 classical mirror map for X. Let us now show that (5.3) holds.

First, note that for every z,y € R¢,

Br(z,y) = g, (I2l3 — lyl13 — 2(y.« — 9)) = 5, (213 — 2(y, =) + [ly]13) = 5,z - yl3-

That is, IT% (y) = arg min,¢ x|z — y||3 = arg min,¢ y ||z — y||2. Moreover, it is clear that VR(y) = %y

for any y € R?%. Finally, by Theorem 3.8.2, for any norm ||-|| on R? (or on any euclidean space) we
have (3[|-|?)" = 3||-||2. Since the f>-norm is dual to itself, Theorem 3.4.3 yields, for every y € R?,

* 1 *
R*(y) = %Hnyllg = VR*(y) =ny. O

Proposition 5.2.2. Let C := (X, F) be an OCO instance such that X C R? is closed and that
every function in F is subdifferentiable on X. Let T € N, let ENEMY be an enemy oracle for C, let
n € Ry, define R == %HH%, and set

(z, f) = OCO¢(EOMD% , ENEMY, 7).
Finally, let g; € df;(2;) be as in the definition of EOMDZ (f) for each ¢ € [T]. Then,
ze = OE([t > 1(zo1 —ngi—1)), Ve e[T). (5.4)

Proof. By Lemma 5.2.1, R is a mirror map for X, and thus EOMD§ is well-defined. Let us now
show that (5.4) holds. First, note that

{1} = argmin R(x) = arg min||z s = II§(0).
zeX rzeX
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Let t € {2,...,T} and let y; € R? and g;_1 € 0f;_1(x4_1) be as in the definition of EOMDg(f). By
the definition of EOMDﬁg7 Yyt = VR(z4—1) — g1—1 = %xtq — gi—1. Moreover, again by the definition
of EOMD<%, we have

zy = Y (VR (y)) = 5 (n(wr)) = 0¥ (11 — ngs1). O

The above proposition shows that EOMD with the squared f2-norm as a mirror map has a neat
closed formula. Thus, one may hope that this is the case for other important cases, such as for
the negative entropy regularizer used in Section 4.5 to obtain an exponential improvement on the
regret guarantees of FTRL on the randomized experts’ problem. Let us now show that this is indeed
the case: applying EOMD with the negative entropy as a mirror map yields the algorithm known
as Ezponentiated Gradient Descent, Hedge [32| or, in the special case of the expert’s problem, as
Multiplicative Weights Update Method with exponential updates (see [6]).

Lemma 5.2.3. Let n € R, and define R(x) = %Zle[m > O)ziInz; + §(z |RL) for every RY.
Then R is a mirror map for Ay which is differentiable on R‘i . and which is 1-strongly convex on Ay
w.r.t. |1

Proof. By Lemma 3.9.10, we know that for every § € R, the function R is closed and nie—strongly
convex w.r.t. ||-||; on By := {x € R?: ||z||; < #}. In particular, this implies that R is strictly convex
on RY since, for any distinct 2,y € RY there is § € Ry such that ||z|j; < 6 and [jy|j1 < 6, which
implies that for any A € (0,1) we have

1
ROw + (1= A)y) < AR(z) + (1 = A R(y) = AL = Mg gllz - ylli < AR(z) + (1= N R(y).
Thus, R satisfies condition (5.1.i).
Moreover, by Proposition 3.11.5 we have that for any y € REZH the infimum inf,ca, Br(z,y) is
attained by |ly||;'y € R%, . To show that inf,ecx R(x) is attained, note that by Proposition 3.11.5
we have

d
Bg(w,1) = + Y ([z; > Oy Ina; + (z; — 1)) = R(z) + 1 —d.
=1

Thus, arg min,c n, R(x) = argmin,ca, Br(x, 1), and d~1 is contained in the latter again by Propo-
sition 3.11.5. That is, R satisfies condition (5.1.ii) of a mirror map. Additionally, by Corollary 3.2.3,
we have riA; = {x € (0,1]¢: 1Tz = 1}. Thus, RY, NriA, # @ and, hence, R satisfies (5.1.iii).

Finally, let us show that { VR(z): z € R1,} = R% condition (5.1.iv) from the definition of
mirror map. By Proposition 3.4.4, we have that R* is differentiable on R? and that

| E—
VR*(z*)(i) = =™ O~L >0, viel[d],vVz* € R?
n
Thus, VR*(z*) € R%, for any z* € R%. By Corollary 3.5.6 we have VR(VR*(z*)) = z* for each
z* € RY. That is, for every z* € R? there is € R%, (namely, VR*(z*)) such that VR(z) = z*.
This completes the proof that R is a mirror map for Ay. O

Proposition 5.2.4. Let C := (A4, F) be an OCO instance such that every function in F is
subdifferentiable on Ay. Let T € N, let ENEMY be an enemy oracle for C, and define R(z) =
% Zle[a:i > 0]x; Inz; + 6(x | Ri) for each z € R%, where € R is some positive constant. Finally,
set

(z, f) == OCO¢(EOMD% , ENEMY, T)
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and let g; € Ofi(x) be as in the definition of EOMDZ (f) for each t € [T]. Then, 1 = d~'1 and

d
(ze(i))e ™D, where wyyr =Y (a(j))e ™V Vield],Vte{1,...,T—1}.
j=1

1

W41

Tey1(i) =

Proof. By Lemma 5.2.3, we know that R is a mirror map for Ay. Thus, it only remains to prove the
form of the points x; for t € [T]. First of all, by Proposition 3.11.5 we have

{d7'1} = argmin Bg(z, 1) = arg min(R(x) + ||z|j; — || 1]]1) = arg min(R(x) 4+ 1 —d) = arg min R(z),
LISA) TEA, TEA, HISIA)

and since z € argmin, e, R(z) by definition, we conclude that 21 = d~'1. Let y, € R9 be as in

the definition of EOMD® (f) for each t € [T]. For every ¢ € {1,...,T — 1} we have by definition of
the algorithm that

yer (i) = VR@)(0) = ) = (14 In(2el@) ) = ge(i), Vi [d].
By Proposition 3.4.4, R*(z) = %Z?:l e”?()=1  we for every z € R%, which implies
VR*(2)(i) = €D = exp(nz; — 1), Vi € [d],Vz € RY
Therefore, for every t € {1,...,T — 1}

VR (ye1) (i) = exp(n(yes1 () — 1) = exp(1 + Iz (i) — nge(i) — 1) = (x:(i))e "V, Vi€ [d].

Since 441 = Hgd(VR*(ytH)), and since by Proposition 3.11.5 the Bregman Projector on Ay w.r.t. R
boils down to a normalization w.r.t. the £1-norm, we are done. O

The update rules derived by the mirror maps in the above propositions are simple to implement
and well-studied in the optimization literature. Thus, one may hope to unify convergence proofs
of many existing algorithms with a general convergence proof of Online Mirror Descent. Indeed,
Adaptive OMD happens to have many interesting connections with proximal operators and with
Adaptive FTRL. The connections with the former allows us to write the general update rule from
AdaOMD in a closed formula which sheds light on its inner workings. The connection with Adaptive
FTRL gives yet another perspective on how AdaOMD works, and yields regret bounds through the
use of the Strong FTRL Lemma.

5.3 OMD Connection to Proximal Operators

In this section we will look at the connections between OMD algorithms and proximal operators
and, for that, we will mostly follow the presentations from [13, 57]. Let f: E — (—o0,+o0] be
a proper closed convex function. The proximal operator or proximal map of f, first studied
independently by Moreau [51, 52, 53] and Rockafellar [61] (see [60, Section 1.H] for details and
historical notes), is the function prox;: E — E given by

{proxf(i')} = arger]gin(f(x) + %Hx — EH%), (5.5)

where ||-||2 is the norm induced by the inner product from E or the ¢3-norm on E. Since f is
proper and closed, and since the squared ¢o-norm is strongly convex (see Lemma 3.9.5), we know by
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Lemma 3.9.14 that the above set is indeed a singleton. The name prozimal comes from the fact that
if we use f = 0(-| X) for some closed set X C E, the point given by the proximal operator for z € E
is exactly (one of) the closest point(s) to Z in X (w.r.t. the fo-norm).

If we look more carefully at (5.5), we can see a clear intuition of the inner workings of prox(7): it
tries to find a point that approximately minimizes f without going too far away from Z. Interestingly,
if we want to find a point which is allowed to be closer (or farther) from z when compared to
prox(z) while still approximately minimizing f, it suffices to apply the proximal operator to a
positive multiple of f. To see this, note that for any A € Ry and & € E we have

R . Lo 9 . T
{provy(2)} = argmin(Af (@) + 3o 7l13) = axgmin(f(2) + 5l — 7I3).

Thus, if A € Ry is bigger than 1, the point prox,;(Z) is allowed to be farther from Z than prox;(z).
In the same way, if A € R, is smaller than 1, prox, ;(Z) is probably closer to z than prox;(z). The
intuition on proximal operator we have discussed is close to the problem of minimizing f. Thus,
comes as no surprise that some of the proximal operator’s properties are closely related to the the
minimizers of f on E (if any). Indeed, the following proposition? shows one (of the many) interesting
properties of the proximal map. It shows that the fixed points of prox; are exactly the minimizers

of f.

Proposition 5.3.1. Let f: E — (—o0, +00] be a proper closed convex function and let z € E. Then
prox;(z) = 7 if and only if Z attains inf,eg f(z).

Proof. Suppose T attains infyecp f(x). Then, for every z € E,
f(@) + 5lle = 2|3 > f(2) > £(2) = f(@) + 3]z - 2l3.

Suppose now that prox;(Z) = Z and define h(z) = f(z) + llz — 2|3 for every x € E. This way,
we have that Z attain inf,cg h(z). Note that € E — |z — 2|3 is a differentiable function with
gradient x — T at € E. Thus, by Theorems 3.5.4 and 3.5.5, for any = € E we have

Oh(x) =0f(z) +x — Z.

By the definition of subgradient, we have that Z attains inf,cg h(z) if and only if 0 € Oh(Z) =
of(z) +z —x = 0f(x), that is, T attains inf,cg f(x). O

Since the idea behind prox; is to (at least approximately) minimize f, it is natural to ask whether
it can be applied to optimization. However, the proximal map itself is an optimization problem, and
if it is not efficiently solvable, it is of no help in optimizing f efficiently. Luckily, in many applications
of proximal operators there are efficient ways to compute this operator. One example is when the
function f to be minimized can be written as a sum of two functions, one differentiable but “hard”
to optimize over, and one non-smooth function but easier to handle in the proximal map. In this
case, one can handle the smooth function with a gradient step, the non-smooth part one handles by
computing the proximal map at the current iterate. This line of thought is not our focus here, but
one can find more information and related work in [57].

Another idea to make the proximal map prox; for a proper convex function f: E — (—oo0, +o0]
on a given point € E useful in optimizing f even when we cannot compute prox; efficiently is to

substitute f by an approximation f of f which is easier to handle. If f is subdifferentiable at Z and

4This proposition is not used in the remainder of the text, but it aids to build intuition about proximal operators.
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g € 0f(), then an intuitive approximation candidate is given by f(x) = f(Z) + (g, — Z) for every
x € E. With this function f, we have

{prosz(i)} = &rfggin(@?@ + 5z — jH%)

By the definition of subgradient, 0 must be a subgradient at prox f(a_c) of the function being minimized
above. Since z € E — (g,z) + 3|l — || is a proper closed convex everywhere differentiable
function, by Theorem 3.5.5 we know that its only subgradient is its gradient. Thus, the gradient of
z€E = (g,2) + 5|z — x|} at prox (2) is 0, that is,

0= g—i—proxjg(a’:) — I <= proxf(j) =z—g.

Therefore, the proximal map in this case is just a step in the direction of minus subgradient! Here
we used a step size of 1 for the sake of simplicity, but as we have discussed, one can just scale f to
get a subgradient descent with an arbitrary positive step size.

In the above discussion, we have seen how to view a subgradient step from a point z for the
function f as the application of a proximal map based on a subgradient of f at x. Moreover, in the
previous section we have seen that the online subgradient descent algorithm is just a special case
of online mirror descent. Thus, one may ask if there is any generalized proximal operator which
generalizes many algorithms in a way similar to the way OMD generalizes many Online Convex
Optimization algorithms. Indeed, the first appearance of the proximal operator, which is exactly
the one we defined as prox;, uses the squared ¢2-norm as a way to measure distances. One possible
generalization replaces this norm with a distance-like function D: E x E — (—o0,400|. In this
way, the form of this generalized proximal operator when applied to a linear function® (g,-) at a
point & € E is

argmin{(g,z) + D(z,7)}.
z€E
The next theorem shows that each iterate of the Adaptive OMD is given by a formula as the one
above, with the minimization taking place in the set X instead of the whole space. Additionally, the
distance-like functions used in the theorem seem incredibly intuitive given what we have already seen
about OMD: it is the Bregman divergence w.r.t. the mirror map at the current round. Moreover,
the proof of the next theorem follows the lines of the discussion we had above about the subgradient
step, that is, we just look at the optimality conditions of the generalized proximal step, and conclude
that the generalized proximal is exactly the Adaptive OMD step.

Theorem 5.3.2. Let C .= (X, F) be an OCO instance such that X is closed and such that each
f € F is a proper closed function which is subdifferentiable on X. Let R: Seq(F) — (—o0, 4+-o0]®
be a mirror map strategy for C, let ENEMY be an enemy oracle for C, and let T' € N. Define

(z, f) == OCO¢(AdaOMDZ, ENEMY, T)
t
and Ry :zZR((fl,...,ft,ﬁ), for each t € [T7].
=1

Moreover, let g; € dfi(x¢) be the same as in the definition of AdaOMD= (f) on Algorithm 5.1 for
each t € [T]. Set {z}} := argmin .y Ri(x) and define

{1} = argr;in((gt,@ + Bp,,, (z, 1)), Vie{l,..., T —1}. (5.6)
ze

Then z; = x for each t € [T].

SRecall that we saw in the discussion how the proximal applied to the linearized function yields the subgradient
step, not the proximal operator applied to the function itself.
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Proof. Let us prove the statement by induction on t € [T]. For ¢t = 1 the statement holds by the
definitions of z1 and 2. Let t € {1,...,T — 1} and suppose z; = 2. Define

Yev1 = VRip1 () — gt = VRip1(x;) — gt

By the definition of AdaOMDg on Algorithm 5.1, we have that x4y = Hﬁt“(VRfH(ytH)).
Proposition 5.1.3 states that, since ;41 is a mirror map for X, then R}, ; is differentiable on E and
Ry is differentiable on VR; | (ys+1) € int(dom Ryy1). Thus, since (int(dom R;y1)) Nri(X) # @ by
the definition of mirror map, Lemma 3.11.4 yields

T = I (VR (141)) <= et — VR (2er1) € Nx(2041). (5.7)

Note that

Yer1 — VRip1(2e41) = VRy1(wy) — 9t — VRip1(w41) = —g¢ — (VB (5 21)) (T41),

and the latter is minus the gradient of « € E — gz + Bg,,, (z,2}) at z441. Therefore, using (5.7)
with the above equation and by the optimality conditions from Theorem 3.6.2,

Tep1 = N (VR (4i41)) <= (g + (VBry, (7)) (@141)) € Nx (2441)

< w441 € argmin((gs, z) + Bp,,, (z,7})). O
rxeX

This connection between Adaptive OMD and generalized proximal operators gives us yet another
intuitive view of online mirror descent. At round ¢, the algorithm minimizes, as much as possible,
the value of the linearized version of the function f;_1 played by enemy on the last round, but tries
to not pick a point too far from the last iterate w.r.t. the Bregman divergence based on the current
mirror map. In the next section, we will see that the Adaptive OMD can be seen as an application
of the Adaptive FTRL algorithm.

5.4 OMD Connection with FTRL and Regret Bounds

The form of a proximal operator is way closer to the minimization done by Follow the Regularized
Leader algorithms. Still, there are some key differences. For example, in the connection shown
between OMD and proximal operators, at each round we optimize only over the (linearized version
of the) last function played by the enemy. On the other hand, at each round FTRL algorithms
optimize over all the past functions played by the enemy. Still, note that OMD in proximal operator
form uses the point picked by the player in the last round, while FTRL look only at the functions
played by the enemy. Thus, we may still hope reduce one of them to the other.

Another interesting difference is that, unlike from the AdaFTRL oracle, the AdaOMD oracle
needs to explicitly receive the set X where the player is allowed to pick her points. In the case
of AdaFTRL this is not needed since adding the indicator function of a closed set X to the first
regularizer already makes the point picked to lie in X. In the case of the Adaptive OMD oracle, it is
not clear what is the effect of adding an indicator function to the mirror map since the gradients of
the regularizers play a major role in the iterate update rules of the oracle. Interestingly, the following
proposition says that, if we take strongly convex function plus the indicator function of a set X,
the gradient of its conjugate boils down to the gradient of the conjugate of the original function
projected onto X through a Bregman projection. The latter is exactly one of the steps done by the
Adaptive OMD oracle.
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Proposition 5.4.1. Let X C E be a closed convex set and let R: E — (—o00, +00| be a mirror map
for X such that R is strongly convex on X. Finally, define Ry := R + (- | X). Then, for every
z €,

VR (z) = DR (VR*(2)).

Proof. Note that the functions R* and RY are both differentiable everywhere, the former® by the
properties of mirror maps given by Proposition 5.1.3 and the latter by Proposition 3.9.8 since
Rx is actually strongly convex on E. Moreover, since int(dom R) Nri(X) is nonempty and since
J(0(-| X)(2) = Nx(z) by Lemma 3.5.3, we have by Theorems 3.5.4 and 3.5.5 that, for every
z € int(dom R) N X,

Nx(2)+ VR(z) =0(00(-| X) + R)(z) = ORx(2). (5.8)

Finally, by (5.1.ii) from the mirror map definition, IT¥(VR*(x)) € int(dom R) N X. Therefore, for
any x € E and z € int(dom R) N X,

z=MNE(VR*(z)) «= = — VR(2) € Nx(2) by Lemma 3.11.4,
<= x € 0Rx(2) by (5.8),
(

< z € ORx(z) ={VRX(x)} by Theorems 3.5.2 and 3.5.5. [

The above proposition hints at the possibility of passing the restriction of the set X to the OMD
oracles through an indicator function added to the mirror map and make it more similar to a FTRL
algorithm. It only remains to look at the updates” of the type

Yt+1 = VR(zt) — gt (5.9)

from Algorithm 5.2, where R is a mirror map for a set X from an OCO instance C = (X, F).
However, at this point the universe stops its acts of kindness. If we define Ry := R+ §(-| X), then,
assuming that (ri(X))Ndom(ri R) is nonempty, by Theorem 3.5.4 we have ORx (z) = VR(x)+ Nx(x)
for € dom R. Since 0 is in in the normal cone of X at any point of X, we know that VR(x) is a
subgradient of Rx at x, and thus EOMD might work as usual with such a mirror map if we use a
subgradient of the mirror map instead of its gradient in (5.9). However, without explicit knowledge
of the original mirror map R and of the indicator function of X, there is no way to know the “correct”
subgradient of Rx to pick.

After the above discussion, one may guess that some connections between Adaptive OMD and
Adaptive FTRL will involve points from the normal cone of X. The following theorem shows one
connection in which this is exactly what happens.

Theorem 5.4.2. Let C = (X, F) be an OCO instance such that X is closed and such that each
f € F is a proper closed function which is subdifferentiable on X. Let R: Seq(F) — (—o0, +00]®
be a mirror map strategy for C, let ENEMY be an enemy oracle for C, and let T' € N. Define

(z, f) = OCO¢(AdaOMD:X | ENEMY, T')
and 1 =R((f1,.-., fi=1)) for each t € {1,..., T+ 1}.

S At first sight, one may think that the differentiability of R* is a consequence Proposition 3.9.8 as well. Note,
however, that R is strongly convex only on a subset X of E, and Proposition 3.9.8 only applies to functions which are
strongly convex on the whole euclidean space. For FTRL regularizers this was never an issue since we already needed
to add the indicator function of the set X C R? where the player could pick her points and on which, usually, the
regularizer was strongly convex.

"We will look at the EOMD oracle for the sake of simplicity, but the same discussion holds for the AdaOMD oracle.
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Moreover, let g; € 0f;(2;) be the same as in the definition of AdaOMD2 (f1.¢) on Algorithm 5.1 for
each t € [T]. Then, there is p; € Nx(z;) for each ¢t € [T such that, for every t € [T], both infima

t—1 t—1

nf (Z(gz-, 2) + 1)+ (B, (,3:) + <pi,:17>)> and (5.10)
i=1 i=1
-1 t—1

;Ielf (Z(gz‘, z) +ri(z) + (pt, ) + Z(Bri+1(x7$i) + <pi71'>)> (5.11)
=1 i=1

are attained only by z;. In particular, if we define R': Seq(F) — (—oc, +oo]F by
R'(() =71+ (p1,) + (| X)

and by
R/(f) = Brt+1(‘,aft) + <Pt+1, '>, V_f S ]-"t,Vt € {1, ... ,T — 1},

and define hy = (g¢,-) for each t € [T], then AdaOMD%(fl;t,l) = AdaFTRL%/(hy.4—1) for each
round ¢ € [T7].

Proof. Set x741 == AdaOMDz (f) and define py,...,pr € E, in order, by

t—1
(Z gi + Vri(ay) + Z(Vnﬂ(xt) — Vrig(@) + pi)), vt e [T].
=1 =1

First, let us show that
pt € Nx(z) for each ¢ € [T] and z; is the unique point that attains the infimum  (5.12)
n (5.10) for each t € {1,...,T + 1}.

Let us prove (5.12) by induction on 7' € N. For T' = 0, we have that (5.10) for ¢t = 0 is infzex 71 (2).
By (5.1.ii) the latter infimum is attained, and z; € argmin,cy 71(z) by the definition of the
AdaOMDZ oracle. Let T € N\ {0}. By induction hypothesis, (5.12) holds for T — 1, that is, the

points p1,...,pr—_1 are in normal cones as described in (5.12). Thus, we have that
T-1 T—
{zr} = argr;in(Z@ta +ri(x) + Z v (T, 2¢) (pt,x))>
re t=1

Define H(x) :== (Zt Mg ) 4+ 71 () + ZtT:_ll(BrHl(x,xt) + <pt,x>)> for every x € E. Set D =
int(dom r7) (which is nonempty and is such that D = int(domr;) for ¢ € [T] by the definition of
mirror map strategy). One can easily see that int(dom H) = D since H is the sum of Bregman
divergences w.r.t. the regularizer increments and linear functions. Since (ri(X)) N D # @ (by
the definition of mirror map strategy) we can use the optimality conditions from Theorem 3.6.2.
That is, xp attains inf,cx H(z) if and only if (—0H (x7)) N Nx(xr) is nonempty. Since zp € D
by the guarantees of the AdaOMD% oracle, we have that r, is differentiable at zp for each ¢ € [T7].
Therefore, H is differentiable at 7, and by Theorem 3.5.5 we have 0H (z7) = {VH (x1)}. Therefore,
xp attains inf,c x H(X) if and only if

T—-1 T—-1
(Z gt + VTl xT + Z V’I”H.l xT V?“H.l(wt) —i—pt)) = —VH(I) S NX(xT)-
t=1 t=1
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Since the left-hand side of the above equation if exactly pr from (5.4), we conclude that pr € Nx (z7).
It only remains to show that xp; is the unique point that attains the infimum in (5.10) with ¢t = T'+1.
To see this, first note that

T-1 T-1
Z g+ Vry (JL‘T) +pr + Z(VTt+1($T) — VTt-«—l(%&) —l—pt) =0
=1 t=1

T

—1
< Z gt + VTl (I'T) + Z(VTt+1($T) — VTt+1(.’L't) +Pt) =0
= t=1
T+1 T T

— Z Vri(xr) = ZVTt+1 (m¢) Z gt — Zpt

t=1 t=1

Define
T+1

T T
Rryq = Z T and s = th + Zpt
t=1 t=1 t=1

Since VRri1(xr) = Ztlel Vri(xr), we have

T
VRri1(z7) Z Vripi(x) Z gt — Zpt Z Vripi(z) — s+ g7 (5.13)

t=1

Moreover, recall that by Theorem 5.3.2,

{zr1} = arg r)n(in(<gT, ) + Bry, (z,27)).
S

Finally, note that, for any = € E,

(97, %) + Bryy, (z,27) = (97, %) + Rri1(2z) — Rrga(zr) — (VRry (2r), ¢ — 27)

T

5.13

(.19 (g7, ) + Rr41(z) — Ryq1(2z7) E (Vripi(xy), . —ar) + (s, —zr) — (97, — x7)
t=1

E

=ri(z) —ri(zr) + ) _(rt1(®) — rep(zr) — (Ve (z), @ — 1) + (s, 2 — 21) + (91, 21)

o~
Il

1

M=

=7r1(x) = r1(2r) + > (Bro (@, 20) = rega(er) = repa (@) + (Ve (@), o7 — 24))

t

Il
—

+ (s, — o) + (97, 2T).

Therefore, by ignoring the terms which do not depend on z in the above equation (since they do not
affect which points attain the minimum for z € X'), we conclude that

T
{zr1} = argmin({gr, z) + Br,.,, (z,27)) = arg min(m (x) + Z By, (z,2¢) + (s, z>>,
zeX zeX =1

and the right-hand side of the above equation is exactly the set of points which attain (5.10) for
t =T + 1 by the definition of s. This finishes the proof of (5.12).
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Finally, let us show that x; attains (5.11) for each ¢ € [T] using p1,...,pr € E as in (5.4). Let
t € [T] and define

t—1 t—1
F(x) = (prs2) + (Yo g0,2) +71(2) + 3By (1) + (pi ) ).
=1 =1

Let us show that x; attains inf,cx F(z). Since xy € D, we have that r; is differentiable at z; for
every i € [t]. Hence, F is also differentiable at z;. Thus, by the form of p; from (5.12) we have

VF( ) Dt + (Z gi + VT’l xt + Z Vrit1 a:t) VTZ'_H(.%'Z-) —|—pl)) =0,

=1

that is VF(z;) = 0. Since OF (z;) = {VF(x;)} by Theorem 3.5.5, we have 0 € F(x;), which happens

if and only if z; € arg min g F'(z). Moreover, since F' is strictly convex (since rq, ..., are strongly

convex), we have {z;} = argmin g F'(x). That is, x; is the unique point that attains inf,cg F(z).
In particular, if we define R’ and h € (RF)T as in the statement, for every ¢ € [T] we have

hi(x) + ZR/(hlzi—l)>

t—1

{AdaFTRLg/(hi.4—1)} = arg mm(

z€E z;
t—1 t
= argmm(Z(gi, x) +ri(z) + (p1,x +Z v (T, T5-1) <p17x>))
reX i

1=

— =
O#

K3
t—
= argmin(Z(gi,@ +ri(x) + (pi, +Z rin (T, 27) <pl,a:>)>
=1

Q?GX i=1
= {AdaOMD3 (f1.4-1)},

where in the last equation we used that the infimum in (5.11) is attained by the same point if we

add 6(-| X) to it. O

The above theorem states that the Adaptive OMD algorithm can be seen as the application
of the Adaptive FTRL algorithm with a very interesting proximal regularizer strategy. At each
round t, the regularizer increment of the AdaFTRL oracle is a Bregman divergence w.r.t. the ¢-th
increment from the original mirror map strategy. Not only that, there are some special vectors from
the normal cone of the set X from where the player picks her points that crawl up in the FTRL
formula. Intuitively, they skew a bit the minimization formula of the original AdaFTRL oracle so
that the iterates match the ones of the AdaOMD oracle. Intuitively, this is the part that accounts
for the possibility of choice of subgradient from the mirror map plus the indicator function we had
discussed in our hypothetical version of AdaOMD.

Moreover, note that the infimum (5.11) is unfair in the sense the it “looks into the future”. To
decide the iterate x;y1 from round ¢ 4 1 it needs the point on the normal cone of X at x4y1. Even
though this formula is not pratically implementable, it will help us in deriving regret bounds for
AdaOMD from the tools we have developed on Chapter 4. Specifically, the following theorem applies
the lemmas from Section 4.3 in a way very similar to the way we did to derive regret bounds for
AdaFTRL from Section 4.4. Unfortunately, just blindly applying one of the theorems to the above
FTRL regularizer strategies does not yield the regret bounds that we want. If we do so, the points
in the normal cone crawl into the bound in undesired ways: either inside the dual norms together
with the subgradients, or in the regret formula in not very desirable ways.
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Finally, it is worth saying that this section is far from showing one the simplest ways to derive
regret bound for the Adaptive OMD algorithm. The reason we are showing these connections (mainly
based on the work of McMahan [48]) is two-fold. First, one of the main purposes of this text is to
analyze the connections among many algorithms from Online Convex Optimization, a interesting
fact which will be better discussed on Chapter 7. Second, some proofs of OMD regret bounds rely
on potential functions (e.g., see [11]) or other smart tricks. This proof is, arguably, more “automatic”
in the sense that we just apply what we already know, without major secrets and tricks.

Theorem 5.4.3. Let C := (X, F) be an OCO instance such that X is closed and such that each
f € F is a proper closed function which is subdifferentiable on X. Let R: Seq(F) — (—o0, +00]® be
a mirror map strategy for C, let ENEMY be an enemy oracle for C, and let T' € N. Moreover, define

(x, f) == OCO¢(AdaOMD% , ENEMY, T,
re = R{f1,. .-, fi1)), for each t € [T,

Ty = 1, and g == 71.

Finally, let g; € 0fi(x;) be the same as in the definition of AdaOMDZ (f) on Algorithm 5.1 for
each t € [T]. If for every t € [T] there is oy € Ry such that 3.¢_, r; is oy-strongly convex w.r.t. a
norm ||-|;y on X, then,

T+1 T

1 1
Regret(AdaOMD2 Z By, (u, 1) 2 Z ) HgtH%tH)’*, Yu € X.
— Ot+

Proof. Define hy := {(gy,-) for each t € [T], define zp,; = AdaOMDZ (f), and let v € X. By®
Theorem 5.4.2, there are p € Nx(x¢) for each t € {1,...,T + 1} such that, if we define R': F —
(—00, +00]® by R({)) :==r1 + (p1,-) + 6(-| X) and by

R (f) == Bryyy (1) + (pre1,),  Vf € Fovte[T),

then, AdaOMD%(flzt,l) = AdaFTRLg/(h1.4—1) for each t € {1,...,T 4+ 1}. Therefore, using the
subgradient inequality we have,

T T T
Regret(AdaOMDZ | £, u) Z frlxe) — fr(u)) < Z(gt,xt —u) Z (he(zy) (u))
=1 t=1 t=1
= Regret(AdaFTRL%/, h,u).

Make the following definitions:

bi = By, (-, z4_1) for each t € {2,...,T + 1},
by = 7“1-|-(5(-|X)
t+1
Zh +Zb + (ps, -) for each t € [T],
Xy - — 1.

8We use Theorem 5.4.2 for a game with 7'+ 1 rounds so that it yields the point pr11 € Nx (z7+1) that we use in
this proof.
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By Lemma 4.3.1 we have

T+1 T T
Regret(AdaFTRLgs, b, u) < Y (by(u) = by(we—1)) + > _(per1,u— ) + Y (Hi(we) — Hi(wi41))
t=1 t=0 t=1
T+1 T T
< Z be(u) = be(ze-1)) + > (g1, u—a0) + > (Hi(we) — Hy(wepn)),
t=1 t=1

(5.14)

where in the last inequality we have used that (p1,u — z¢) = (p1,u — 1) < 0 since p; € Nx(x1)
and u € X. Let us now show that

1
Hy(we) = Hy(e41) < 5 —— lgellfesny o + 1, e = zesn), Ve [T]. (5.15)
1+

Let t € [T]. Since dom h; = E and since H;_; + b4 is proper, we have that ri(dom(Hy—1 + bi+1)) N
ri(dom h;) is nonempty. Moreover, x; € argmin,g(H;—1(z) + bi1(z)) since x¢ minimizes Ht 1
by the definition of AdaFTRL and clearly minimizes b;11 = By,,, (-, ¢). Finally, since /% iy s
ot+1-strongly convex (w.r.t. ||-[|441)) on X, the function S b, s also oy 1-strongly convex on X
(see Lemma 3.11.2), but since dom(Y>1F] b;) € X, we have that 3./71 b; is actually oy1-strongly
convex on E. This implies that Hy_1+bsy1 is also is o4y 1-strongly convex. Therefore, by Lemma 4.3.2
and since Vhi(z) = g; for every x € E, we have

Hy(zt) — Hi(xe41) = Hi—1(zg) + b1 (zg) + he(z) — (Hi—1(2441) + b1 (241) + he(xe41))
+ (Pt41, Tt — Tyg1)

<

= % ||9t||%t+1),* + (Pr41, Tt — Ty1).

This ends the proof of (5.15). Putting together (5.14) and (5.15) yields

T+1 T T
Regret(AdaFTRLzs, b, ) < > (be(w) = by(we1)) + > _(pryr,u—xe) + Y (He(w) — Hy(zi41))
t=1 t=1 t=1
T+1
< Z be(u) — by(ze—1) +Z (Pr+1, U — Tey1) +27H9t” (t+1),
t=1
T+1
<Z be(u) — be(x1-1) +27Hgt” (t+1) %
T+1

=3 B + Z g ot

where in the second inequality we have used that, (pii1,u — z441) < 0 for every t € [T] since
pry1 € Nx(x¢41) and v € X, and in the last equation we have used the definition of b; for
t € {1,...,T + 1} and the fact that ri(u) — r1(z1) < By, (u,21) since Vri(z1) € Nx(x1) and,
thus, (Vri(z1),u —z1) <O0. O

Recall that if R is a mirror map for a convex and closed set X and C := (X, F) is an OCO
instance, then R: Seq(F) — (—oo, +00]® given by R(f) := [f # ()]R is a mirror map strategy for C.
Thus, an immediate corollary of the above theorem together with Theorem 3.8.4 is a regret bound
for the EOMD oracle which matches the regret bound of the classic FTRL algorithm.
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Corollary 5.4.4 (Derived from Theorem 5.4.3). Let C := (X, F) be an OCO instance such that X
is closed and such that each f € F is a proper closed function which is subdifferentiable on X . Let
R: (—00,4+00] — E be a mirror map for X, let ENEMY be an enemy oracle for C, and let T' € N.
Moreover, define

(z, f) == OCO¢(AdaOMD , ENEMY, T),

Finally, let g; € f;(z;) be as in the definition of EOMD% () on Algorithm 5.2 for each ¢ € [T7]. If

o € Ry is such that R is o-strongly convex w.r.t. a norm ||-|| on E, then,
1 Z
Regret(EOMDg;, f,u) < Br(u,z1) + 5= > llaifs,  Yue X, (5.16)
t=1
where z := 1. In particular, if every function in F is p-Lipschitz continuous w.r.t. ||-|| on a convex set

D C E such that X C int(D), thereis § € Ry such that > sup{ Br(,yy) : x € X,y € X Nint(dom R)},
and R’ == (pVT/(V200))R is also a mirror map for X, then

[20T
Regret(EOMD%,, ENEMY, X) < p —

Proof. Note that EOMD% = AdaOMDy where R is given by R(f) = [f = ()]R for every f €
Seq((—o0, +00]®). Moreover, since R is mirror map for X, R is a mirror map strategy for C.
Therefore, the first inequality is a direct application of Theorem 5.4.3 together with the fact the R is
o-strongly convex on X w.r.t. ||-|.

If each f € F is p-Lipschitz continuous w.r.t. ||-|| on a convex set D such that X C int(D), then
by Theorem 3.8.4 we have that 0f(z) C{g € E: |g|« < p} for each f € F and x € X. Using this
in (5.16) yields ,

Regret (EOMD% , ENEMY, u) < Bg(u, 1) + Z—Z.

Moreover, suppose there is § € R, such that 6§ > sup{ R(z) — R(y) : z € X,y € X Ndom R}, and

define
pV'T
200

Note that R’ is a (pvoT/v/260)-strongly convex on X. Finally, suppose R’ is also a mirror map.
Then, plugging R’ into the above inequality yields, for every u € X,

oVT oV oT - pVOT N pVoOT _ [20T
V200 V20 V20 V20 —7 o’

where in the second inequality we took the supremum over u € X. O

R = R.

Regret(EOMD%,, ENEMY, u) <

Bpr(u,z1) +

5.5 Dual Averaging or Lazy Online Mirror Descent

In this section, we look at a variation of the Adaptive Online Mirror Descent oracle. In the original
mirror descent algorithm, the step on direction of minus subgradient on round ¢ is done from
VRi(xi—1), where R; is the mirror map of round ¢ and x;_; is the point picked by the oracle on
round ¢t — 1 as in Algorithm 5.1. Note that before making this subgradient step, we had just projected
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yi—1 (as defined in Algorithm 5.1) back into the primal through the Bregman projection to get
;1. Thus, one may wonder what happens if we are lazy and make the subgradient step directly
from g, instead of computing the gradient of R;11 at z; to only then make a subgradient step from
V Ri1(xt). Avoiding the computation of the gradient of the mirror map at every round (even though
the algorithm still has to project the iterate from the dual to the primal space) may yield a drastic
improvement in the time needed to compute each round in a practical implementation. This is exactly
the idea of the Adaptive Dual Averaging (Adaptive DA or AdaDA) or Adaptive Lazy Online
Mirror Descent algorithm. On Algorithm 5.3 we define the AdaDA oracle, which implements
this algorithm. Moreover, on Figure 5.2 we present an schematic view of the computations done
by AdaDA on round t + 1 (one may find it useful to compare this figure with Figure 5.1). The
name Dual Averaging comes originally from the static version of this algorithm for classic convex
optimization [56] (though it is not originally presented in the same way as presented in Algorithm 5.3).

Algorithm 5.3 Definition of AdaDAR ((f1,..., fr))
Input:
(i) A closed convex set X C E,

(ii) Convex functions f1,..., fr € F for some T € N and set of convex functions F C (—o0, +00]®

such that f; is subdifferentiable on X for each ¢ € [T7,

(iii) R: Seq(F) — (—o0, +0c]® is a mirror map strategy for the OCO instance (X, F) which is
differentiable on the open convex set D C E.
Output: z7,1 € DNX
r1 < R(())
{1} ¢ argmin,cy r1(2)
Y1 < 0.
fort=1to T do
> Computations for round ¢ + 1
Define 741 := R({f1,..., ft)) and Ry41 = fii T
Yt+1 = Yt — gt, where gy € 0 fy(x4)

R
wopr =" (VRE (yet1))
return x4

One may note that, as for the AdaOMD oracle, we pass the set X C E where the player is
supposed to pick her points as a parameter for AdaDA. However, one may note that this is not
necessary due to Proposition 5.4.1, which says that using a mirror map strategy plus the indicator
function of X as a new mirror map renders the Bregman projection unnecessary. Still, we found
that presenting the AdaDA oracle in the way most similar to the AdaOMD oracle is informative.

Finally, one may recall from the last section that making, at each round, a subgradient step from
the gradient of R computed at the previous iterate was one of the sources of complications in writing
the Adaptive OMD as an application of the Adaptive FTRL oracle. Thus, we may hope the AdaDA
oracle to have a much cleaner connection with AdaFTRL if compared to AdaOMD. The following
theorem shows that this is indeed the case.

Theorem 5.5.1. Let C .= (X, F) be an OCO instance such that X is closed and such that each
f € F is proper and closed. Let R: Seq(F) — (—o0, +0c]® be a mirror map strategy for C, let
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Dual Primal

H?{' o VRZk (previous round)

—V fi(w)

Yt+1e

Figure 5.2: Graphic representation of the computations done by AdaDA on round ¢ + 1.

ENEMY be an enemy oracle for C and let T' € N. Define

(z, f) = OCO¢(AdaDA% , ENEMY, T),
xry1 = AdaDAX (f),

t
and R; == ZR((fl, vy fic1) for each t € {1,..., T+ 1}.
i=1

Moreover, let g; € dfi(x;) be the same as in the definition of AdaDAX (f) on Algorithm 5.3 for
each t € [T]. If R; is strongly convex” on X for each t € {1,...,T + 1}, then,

t—1
{z:} = ar;ge?in (Z;(gi, x) + Rt(:c)) (5.17)

for each t € {1,..., T+ 1}. Additionally set F, := {f € F: g€ 0f(x) for some x € X} for each
geEand £:={(g,-): g € Es.t. F; # @}. Moreover, for every h € L and for g5, := Vh(0) (that is,

h = <gh7 >)’ set

Iy o= {ft if gn, = g¢ for some t € [T, Vher

some f € Fy,  otherwise,

Finally, define
R'(R) == R({fnys frar - fre)) + (-] X) Vh € L'Vt € N.

In this case, R’ is a FTRL regularizer strategy for C' := (X, £) and
AdaDAR (f1.+—1) = AdaFTRLR/ (({g1,), ..., (ge-1,)))  Vte{l,....,T+1}.

Proof. Let t € [T] and let y; € E be as in the definition of AdaDA (f) in Algorithm 5.3. Since
y1 = 0, by an easy induction one can see that y, = Zf;% gi- By the definition of AdaDA in

9We need this assumption in order to apply Proposition 5.4.1.
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Algorithm 5.3 we have that z; = Hg}t(VRf(yt)). Since R, is strongly convex on X, by Lemma 3.11.4
we have z; = VP (y;), where P, := R; + 0(-| X). Since R; and (- | X) are closed (recall that X is
closed), by Theorem 3.2.7 we know that P; is closed. Therefore, by the properties of subgradients
from Theorem 3.5.2 (namely items (ii) and (v)), and since {V P} (z¢)} = 0P;(x;) by Theorem 3.5.5,
we have

t—1
= VP (y) <= {m} = argmax({y, z) — Pix)) = argmin(3 (g1, 2) + Ri(a))).
Tre e i=1

In particular, define R’ as in the statement of the theorem. Let us first show that

R’ is a FTRL regularizer strategy for C’. (5.18)

Let T € N, let h € £, and set R’ == ZtT:lTl R'(hy.4—1). Since R is a mirror map, since X is closed,
and since the sum of closed and convex functions is also closed and convex by Theorem 3.2.7, we
clearly have that R'(h) is a closed proper convex function, that is, R’ satisfies condition (4.5.) of a
FTRL regularizer strategy for C’. Thus, we only need to show that R is a classical FTRL regularizer
for C’. With the same arguments we have just used, it is easy to see that R is a proper closed convex
function, that is, it satisfies property (4.4.1) of a FTRL regularizer for C. Moreover, we clearly have
dom R C X, which is condition (4.4.ii) of a FTRL regularizer C'. Let T” € N and h” € LT". Note
that by assumption we have that each mirror map increment R is strongly convex on X. Thus,
R is strongly convex on E, which implies that R + ZtT:lll hY is strongly convex on E and closed by
Theorem 3.2.7 since it is the sum of closed and convex functions. Therefore, by Lemma 3.9.14 we
know that inf,ecgp(R + ZZL hY) is attained, which finishes that proof of (5.18). Finally, note that
for every t € {1,...,T + 1} we have

t—1

{2} = argmin(z (giyx) + Ru( ))

zeX

(‘F@v
,_.,_.

= argmin(Z(gi,m> + i([R“fl, cee fi71>)] (z) + (x| X)))
i=1

zeE

~+ .
— =

= argmin (Y (g ) + 3[R ({{gr. ). (gim1.9)) (@)

x€eE i—1
= AdaFTRLg (({g1, ), - -+ (gt—1,))). O

The above theorem tell us something very interesting: Adaptive Dual Averaging with mirror map
R is closely related (actually, almost equivalent) to the Adaptive FTRL algorithm with regularizer
strategy R with 0(- | X) added to each mirror map increment applied to the linearized versions of the
functions played by the enemy. The name Dual Averaging stems exactly from the equation between
AdaDA and AdaFTRL given by the above theorem. Indeed, on the application of AdaFTRL on the
above theorem we are minimizing over the set X the linear function given by the average!'® of the
subgradients of the past functions plus a regularizer function.

This simplification done by the Adaptive Dual Averaging algorithm when compared to the
Adaptive Online Mirror Descent does not come without its costs. Note that, by the last theorem,
AdaDA works like a general FTRL algorithm, while AdaOMD works as a proxzimal FTRL algorithm.

0Fven though we are looking at the sum of the subgradients at the formula, recall that we can scale the regularizer
to effectively normalize this sum.
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As discussed on Section 4.7, this may influence the efficiency or the amount of previous information
needed by the oracle in some cases. We will look more carefully at some of these cases on Chapter 6.

Given such a clean connection of the Adaptive Dual Averaging algorithm and the Adaptive FTRL
algorithm, it is of no surprise that regret bounds for the AdaFTRL oracle directly imply regret
bound for AdaDA, as we show in the next corollary.

Corollary 5.5.2 (Derived from Theorems 4.4.3 and 5.5.1). Let C .= (X, F) be an OCO instance
such that X is closed and such that each f € F is a proper closed function which is subdifferentiable
on X. Let R: Seq(F) — (—o0, +00]® be a mirror map strategy for C, let ENEMY be an enemy
oracle for C, and let T' € N. Moreover, define

(z, f) == OCO¢(AdaDAxX , ENEMY, T),
re =R, fio1), for each t € [T].

R = Z Ti for each t € [T].

Finally, let g; € 0f;(z;) be as in the definition of AdaDAZ ((f1,..., f;)) on Algorithm 5.3 for each
t € [T, and suppose for each t € [T there are o, € Ry 4 and a norm |[|-[|4) on E such that R; is
o-strongly convex w.r.t. [|-[|;) on E. Then,

11
_ - - 2
t:1 ri(ae)) + 5 ;1 UtHgtH(t)

Proof. Define hy == (g, ) for each t € [T], set L :={{(g,-): f € F,x € X,g € df ()}, and define the
OCO instance C' := (X, £). By Theorem 5.5.1, we know that there is a FTRL regularizer strategy R’
for C' such that xy = AdaFTRLg/({h1,...,hi—1)) for every t € [T]. Therefore, by the subgradient
inequality, for every u € X we have

Mﬂ

Regret(AdaDAX, f, u

T T
Regret(AdaDAX | f,u) = Z(ft(:rt Z gt, o —u) = Regret(AdaFTRLg/, h,u). (5.19)
t=1 t=1

Moreover, by the definition of R’ (see Theorem 5.5.1), we have

t

t
> R'(h1ic1) =Y R(frio1) +6(-| X) =R +0(-|X),  VtelT]
i=1

=1

Since Ry is oy-strongly convex w.r.t. the norm |||y on E for every t € [T], we have that R’ is
o-strong!! for h w.r.t. ||-|l1,...,]| |7, where o = (01,...,0,). Finally, since Vhy(z;) = g; for
each t € [T], by the general AdaFTRL regret bound from Theorem 4.4.3 we have, for every u € X,

T

11, .,
) — re(we )+§Z;t\\9tﬂ(t),*- 0

t:1 t=1

Regret(AdaFTRL%/, h,u)

M’ﬂ

In a way similar to what we have done for the AdaFTRL and AdaOMD algorithms, let us look
at a version of AdaDA with a static regularizer, which we call (classical) Lazy Online Mirror
Descent. We define an oracle which implements this algorithm in Algorithm 5.4.

"Note that the condition on the relative interior of the regularizer and the functions in £ is trivially satisfied since
all functions in £ are finite everywhere.
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Algorithm 5.4 Definition of LOMDZ ((f1,---, fr))

Input:
(i) A closed convex set X C E;
(ii) Convex functions fi,..., fr € F for some T' € N and F C (—o0, +0c]® such that f; is

subdifferentiable on X for each i € [T7;

(iii) A mirror map R: E — (—o0, +0o0] for (X, F).
Output: z741 € int(dom R) N X
{z1} ¢+ argmin,c x R(z)
Y1 — 0.
fort=1to T do
> Computations for round ¢ + 1
Compute g¢ € dfi(x¢)
Ye+1 < Yt — Ot

i1 = M (VR (Yr41))
return x4

Corollary 5.5.3 (Derived from Corollary 5.5.2). Let C := (X, F) be an OCO instance such that X
is closed and such that each f € F is a proper closed function which is subdifferentiable on X. Let
R:E — (—o00,+00] be a mirror map for X, let ENEMY be an enemy oracle for C, and let 7' € N.
Moreover, define

(z, f) == OCO¢(LOMD% , ENEMY, 7).
Finally, let g; € 0fi(x¢) be as in the definition of LOMD% (f) on Algorithm 5.4 for each ¢ € [T] and

suppose there is 0 € R4 and a norm ||-|| on E such that R is o-strongly convex w.r.t. ||-|] on X.
Then,
| X
Regret(LOMD%, f,u) < R(u) — R(z1) + % Z\IgtHi, Vu € X, (5.20)
o
t=1
In particular, if every function in F is p-Lipschitz continuous w.r.t. ||-|| on a convex set D C E such

that X C int D, if there is § € R4 such that 6 > sup{ B(z,y) : z € X,y € X Ndom R}, and if
R = (p\/T/(\/ 200)) R is also a mirror map for X, then

20T
Regrety(LOMD z/, ENEMY, X) < pt/ =—.
g

Proof. Note that LOMDgr = AdaDAg where R is given by R(f) = [f = ()]R for every f €
Seq((—o00, +00]¥). Moreover, since R is mirror map for X, R is a mirror map strategy for C.
Therefore, the first inequality is a direct application of Corollary 5.5.2 together with the fact the R
is o-strongly convex on X w.r.t. ||-||.

If each f € F is p-Lipschitz continuous w.r.t. ||-|]| on a convex set D such that X C int D, then
by Theorem 3.8.4 we have that 0f(z) C{g € E: |g|« < p} for each f € F and x € X. Using this
in (5.20) and the fact that mingeg R(z) = R(x1) yields

Tp?

Regret(LOMDpg, ENEMY, u) < R(u) — Hli)I(l R(x) + o
z€ o

Moreover, suppose there is § € R, such that § > sup{ R(z) — R(y) : « € X,y € X Ndom R}, and

define
pVT
V200
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Note that R’ is a (pvoT/v20)-strongly convex on X. Suppose R’ is also a mirror map. Then,
plugging R’ into the above inequality yields, for every u € X,

VT . pNVOT _ pVOT — pVOT 20T
m(R(u)—gél)I{lR(ﬂ?))—F T < m—l— V2% =P\

where in the second inequality we took the supremum over u € X. O

Regret,(LOMDg, ENEMY, u) <

5.6 When Lazy and Eager OMD are Equivalent

The eager and lazy versions of online mirror descent (see Algorithms 5.2 and 5.4) are very similar
and the regret bounds we have computed for them on Corollaries 5.4.4 and 5.5.3 are practically
the same. Thus, it is natural to as whether there are conditions under which they are equivalent,
that is, conditions under which they compute the same iterates when applied to the same functions.
If so, it would be interesting to understand exactly under which conditions this happens. They are
indeed equivalent in some cases. For example, |3, Appendix A| shows that Eager OMD and FTRL
applied to linear functions are equivalent when used with the regularizers/mirror maps and the OCO
instance that they consider. As we have seen on Theorem 5.5.1, FTRL and LOMD are basically
the same algorithm when applied to linear functions. Thus, the authors of [3] were indeed showing
equivalence of EOMD and LOMD for the cases they were looking at. Namely, they consider OCO
instances of the form (Sy, F), where Sy :== { A € S% : Tr(A) = 1} is known as the spectraplex, a
matrix analogous of the simplex, and F is composed of functions of the form A € S¢ — Tr(GA) for
some matrices G' € S?. One mirror map that [3] considers, for example, is a matrix analogous of the
negative entropy. Although interesting, their proof is slightly technical and does not reveal much
about the general conditions under which LOMD and EOMD are equivalent. It would be more
interesting to obtain more general conditions for equivalence between EOMD and LOMD, without
the need of ad hoc proofs for specific cases.

At this point, writing both EOMD and LOMD as instances of FTRL is very enlightening.
For the sake of simplicity, let us first look at the case of OCO instances with linear functions.
That is, let C :== (X,F) be an OCO instance such that X is closed and F = {(g,-) : g € E}.
Moreover, let R: E — (—o00,400] be a mirror map for X. Finally, let 7" € N\ {0} and let
f="{g1,),---,{gr,")) € F'. By Theorem 5.4.2, by defining ; := EOMDZ (f1.4_1) for each t € [T7,
there are pq,...,pr € E with p, € Nx(z;) for each t € [T] such that

{EOMD(£)} = argmin(Y_ (g1, 2) + R(2) + > _(pr.a) ).

reX Mo

At the same time, by Theorem 5.5.1 we have

T
{LOMDZ (£)} = arg min( 3 (g1, ) + R(x)).

zeX —1

This way of writing both algorithms makes thin differences between them pop out. Namely, the term
which we need to look at to see if both oracles compute the same iterate is the one involving the
vectors pi, ..., pr, each lying in a different normal cone w.r.t. the set X. Note that, for any ¢ € [T,
if X had nonempty interior and x; € int(X), then Nx(z:) = {0}, which would imply equivalence
between both oracles. Thus, we should ask ourselves: under which conditions do the iterates of online
mirror descent algorithms are guaranteed to lie in the interior of X7 Recall that, by property (5.1.ii)
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of a mirror map, we know that the Bregman projections onto X w.r.t. R lie in int(dom R) N X.
Therefore, if we have int(dom R) N X C int X, equivalence between EOMD and LOMD holds for C!

In fact, requiring the iterates to lie in the interior of X is excessively strong. For example, the
spectraplex is not full-dimensional since it lives inside a hyperplane w.r.t. the trace inner product.
Thus, the above argument does not cover the cases considered in [3]. Still, a very similar argument
holds if we require the iterates to lie on ri(X). Indeed, the next theorem proves equivalence of
the eager and lazy version of OMD under this assumption. One may note during the proof that
a slightly technical issue arises: we need to ensure that both iterates pick the same subgradients
whenever they have to choose one, that is, they have to pick a subgradient according to the same
well-order on the subdifferentials. Usually the algorithms access the subgradients of a convex function
f:E — (—00,400] through a function of the form = € X + g € f(x). Thus, assuming the both
algorithms pick the same subgradient given the same function f and the same point x is not a strong
assumption.

Theorem 5.6.1. Let C := (X, F) be an OCO instance such that X is a nonempty closed set and
each f € F is a proper closed function which is subdifferentiable on X. Let R: E — (—o0, +00]
be a mirror map for X. If int(dom R) N X C ri(X) and both EOMD% and LOMDZ% use the same
well-order on the sets df(x) for f € F and z € X, then EOMD% = LOMD%.

Proof. Suppose int(dom R) N X C ri(X). Let us prove, by induction on 7' € N, that
EOMD% (f) = LOMD%X(f),  Vfe FL.

For T'= 0, we have

(EOMD ()} = arg min A(z) = {LOMD ()}

Let T € N\ {0} and f € FT. By induction, we have
z; = EOMD® (f14_1) = LOMDR (f14—1),  Vte[T].

Let us show that EOMD% (f) = LOMD=% (f). Let g; € 9fi(x¢) be as in the definition of EOMDZ (f)
for each t € [T] (which are the same as g; in the definition of LOMDZ% (f) is both oracles use the
same well-order on the subdifferentials to pick the subgradients). By Theorem 5.4.2; there are
p1,...,pr € E with py € Nx(a¢) for each t € [T] such that

T T
{EOMDZ ()} = arg mm(Z (9t, ) + R(x) + Z (pr, @ >

By (5.1.ii) from the mirror map definition, I1%(z) € int(dom R)N X C ri(X) for any z € int(dom R).
In particular, z; = EOMDZ (f1.4_1) € 1i(X) for every t € [T]. Let us show that the terms (p;, z) for
t € [T] do not affect the point that attains the above minimum. More specifically, let us show

(ptyx) = (pt, ), Vo € ri(X),Vt € [T]. (5.21)
Let t € [T]. Since p; € Nx(z;), we have (p;,x — x;) < 0 for every x € X. Thus, suppose there
is ¢ € X such that (p;,z — x;) < 0. Since z; € ri(X), by Theorem 3.2.2 there is u > 1 such that
xy = pry+ (1 —p)x € X. Since 1 — pu <0,

<pt7xu - .Z't> - (1 - u)(ptv‘fi - xt> > 07

132



a contradiction to the fact that p; € Nx(x¢). This proves (5.21). Thus, using that g, € 0f:(x:) are
the same in the definitions of EOMDZ (f) and LOMD<% (f) for each t € [T], and by Theorem 5.5.1
we have

~

T
{EOMD% (f)} = arg mm(Z g, x) + R(x) +
z€X N t

(prsa))

T
= argmm(Zgu + R(x )

zeX

551 OMDE (£)). O
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Chapter 6

Adaptive Regularization

Up to this point, all the algorithms we have seen for OCO problems required us to make a smart
choice of regularizer/mirror map strategy based on the parameters of the instance at hand to
guarantee good regret bounds. For example, most algorithms seen on Chapters 4 and 5 required
previous knowledge of the Lipschitz constant of the functions played by the enemy to properly scale
the regularizer and, in this way, guarantee low-regret bounds. Not only that, the strategies seen so
far used little to no information from functions previously played by the enemy, usually only looking
at most at the round number of the game to compute the new regularizer /mirror map increment.
Moreover, the regret bounds from previous chapters depend on the Lipschitz constant of the functions
played by the enemy, since by Theorem 3.8.4 the Lipschitz constant usually upper bounds the dual
norms of the subgradients. The problem is that this only reflects a worst-case scenario, not giving
much information in the case of enemies who play functions with subgradients whose dual norm
is small. Thus, one may wonder if it might be possible to derive regret bounds for some OCO
algorithms which still depend on the dual norms of the subgradients (in an informative way) instead
of using a crude upper bound on such norms. Intuitively, when playing against “easy” enemies, the
player oracle should perform better, and we should be able to have better regret guarantees in such
cases.

In this chapter we describe algorithms which use information from the subgradients of the
functions played by the enemy to better choose its regularizer increments during the game. In order
to derive regret bounds we show that these algorithms are special cases of the AdaReg algorithm,
first described in [33], which is a clever application of the Adaptive Online Mirror Descent algorithm
from Chapter 5. This enables us to make a unified analysis, first presented in [33], of two known
and similar algorithms from the OCO literature: the AdaGrad [31] and Online Newton Step [37]
algorithms. As a warm-up, on Section 6.1 we describe an online mirror descent algorithm (and its
lazy version) with step sizes which adapt based on the subgradient of the enemy’s functions. On
Section 6.2 we present the AdaReg algorithm, discuss its main ideas, and derive a general regret
bound by writing it as an AdaOMD algorithm with a smart choice of mirror map strategy. On
Section 6.3 we describe the AdaGrad algorithm and derive a regret bound for it from the regret
bound we have for AdaReg. On Section 6.4 we show a more efficient version of AdaGrad which
only uses diagonal instead of general matrices to skew the subgradient steps. On Section 6.5 we
define exp-concave functions and present the Online Newton Step algorithm, which has a logarithmic
regret bound against exp-concave functions. Again, we derive regret bounds for the Online Newton
Step algorithm by writing it as an application of the AdaReg algorithm. Finally, on Section 6.6
we show a step size strategy for online gradient descent which attains logarithmic regret against
strongly convex functions. Additionally, we show how it can be seen as a “scalar version” of the
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Online Newton Step algorithm.

In this chapter we will extensively use norms induced by positive definite matrices. Thus, let us
define some notation related to norms based on positive definite matrices. Let A € S‘i .. Abusing
the notation of Bregman projection, for every closed convex set X C R? define

{14 (2)} = arg min||z — 2|4, vz € R%
reX
If R == £[|-|%, then one may verify that Br(z,y) = 3|z — y|4. Thus, in this case, for any closed

convex set X C R? we have [T = H’;(. This equation of Bregman projections may be used without
reference throughout this chapter. Moreover, throughout this chapter we consider that S¢ is equipped
with the trace inner product given by (X,Y) := Tr(XY) for every X,Y € S%.

6.1 A First Example: Adaptive Online Gradient Descent

In Chapter 4, we have seen different FTRL regularizer strategies for some classes of OCO instances.
Among all the regularizer strategies seen in that chapter, the regret bounds when using them in
AdaFTRL depended mainly on whether the regularizer strategy was proximal or not, that is, whether
the regularizer increment at round ¢ 4+ 1 was minimized by the iterate from round ¢ (if ¢ > 1) or
not. In spite of the discussion made about the differences on the regret bounds we have for each of
these regularizer strategy classes (see Theorem 4.4.3, 4.4.4, and the discussion which follows them),
in all the cases studied in Chapter 4, proximal regularizer strategies did not yield any significant
differences on the final regret bounds if compared to the ones given by non-proximal strategies. Thus,
even though the regret bounds given by Theorems 4.4.3 and 4.4.4 hint at the possibility of proximal
regularizer strategies being able to adapt better to the functions picked by the enemy, we have not
yet exploited this difference in this text.

One aspect which also motivates the investigation of the advantages of proximal regularizer
strategies are the connections of Online Mirror Descent algorithms to Adaptive FTRL algorithms
seen in Chapter 5. Namely, let R be a mirror map strategy for some OCO instance C := (X, F). In
Section 5.4 we have seen that AdaOMD% is equal to AdaFTRLp s when applied to linear functions,
where R’ is a proximal regularizer strategy for C mostly based on Bregman divergences w.r.t. the
regularizer increments given by R. Additionally, in Section 5.5 we have seen that AdaDA% is
equivalent to AdaFTRLyz» when applied to linear functions, where R” is equal to R everywhere
but on the empty sequence, where R”(()) := R({)) + d(- | X). Thus, investigating when and how
proximal FTRL regularizer strategies can be advantageous may shed light on the key differences
between AdaOMD and AdaDA.

Our main goal in this chapter is to devise mirror map strategies for AdaOMD which take
advantage of the adaptiveness present on its regret bound, which is inherited from the regret bound
for proximal FTRL regularizer strategies from Theorem 4.4.4. One may build proximal FTRL
regularizer strategies similar to the mirror maps seen in this chapter which yield similar regret
bounds. Still, in this chapter our focus is on the Adaptive Online Mirror Descent algorithm since
looking at adaptive regularizers for AdaOMD yields an unified analysis of two major OCO algorithms:
AdaGrad [31] and Online Newton Step [37].

As a warm-up, let us devise versions of the Online Mirror Descent algorithm (with a static
mirror map) with time-varying step sizes based on the subgradients of the enemy’s functions. Our
goal is to devise an algorithm with low-regret guarantees regardless of the number of rounds and
without knowledge of a bound on the norms of the subgradients. Not only that, we want the regret
bound to be better for an enemy which picks “easy” functions, that is, functions whose subgradients
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have small (dual) norm. For example, let C := (X, F) be an OCO instance such that each f € F
is subdifferentiable on X C R? with! ||g||2 < p for every z € X and g € 9f(x) and that there is
6 € Ry such that § > sup, ,cx 5llz — y[|3 . On Section 4.7 we have seen how to build a prozimal
FTRL regularizer strategy which yields a regret bound that holds for any number of rounds. Roughly,
Corollary 4.7.3 tells us that AdaFTRL with (cumulative) regularizer R; at round ¢ € N for ¢ > 1
given by
Rio) = [z (3o wal}), ve et

where z;_; is the point chosen by the player at round ¢t — 1, yields regret smaller than 2pv/0T for a
game with 7' € N rounds. Let g, ...,gr € R? be such that, for every ¢ € [T, we have g; € 0f;(z¢)
where f; € F is the function picked by the enemy on round ¢. Observe that Z;;ﬁ” gill3 < (t—1)p%
That is, the denominator of the multiplicative factor on the regularizer at round ¢ is an upper-bound
on the sum of the squared norms of the subgradients of the functions played by the enemy so far
(i.e., on rounds 1 up to t — 1). The idea to make this regularizer strategy adaptive is to, instead of
using such an upper bound on the multiplicative factor of the regularizer, use the actual sum of the
squared norms of the subgradients, without needing the knowledge of the constant p in advance.
Interestingly, this implies that in the case where the enemy plays functions whose subgradients have
small norm, then the step sizes? will be bigger, that is, the algorithm will be more aggressive. In the
following theorem we describe a mirror map strategy with the same idea. Later we will see how this
strategy need not work very well for non-proximal regularizer strategies.

Theorem 6.1.1. Let C := (X, F) be an OCO instance such that X is closed and such that each
f € F is a proper closed function which is subdifferentiable on X, and let R: E — (—o0, +00] be a
mirror map for X which is o-strongly convex on X w.r.t. a norm |[|-|| on E. Moreover, suppose there
is 6 € Ry such that 6 > sup{ Br(u,z): u € X,z € X Nint(dom R)} and define

% lf 07 )
n(g) =< V 22 5-1llgs13 g¢{0.0} for every g = (g1,...,q:) € Seq(E), and

1 otherwise,

1 1 1
R(f :-( —t>0)R, for every f = (f1,..., ft) € Seq(F), where
D=t " Yt ) e e i) & 5eal7)
gi € E is as in AdaOMDg(f) for i € [t].
Let ENEMY be an enemy oracle for C, let T' € N, and define
(z, f) = OCO¢(AdaOMD:, ENEMY, T').

Finally, let g; € 0fi(x;) be the same as in the definition of AdaOMDZ (f) on Algorithm 5.1 for
each t € [T]. Then

T
260
Regret(AdaOMDX,_f,X) < - E llge]|2.
=1

Moreover, if R = |-||3, then, by setting 1, := 1(g1.1—1) for each ¢ € [T'] we have

oy =T ([t > (21 — mgen)), Ve [T). (6.1)

We are using the squared £2-norm because for the sake of simplicity and since it yields the online gradient descent
algorithm.
2The constant multiplying the regularizer.
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Proof. Let us first prove the regret bound. First of all, by the definition of mirror map, it is clear
that pR is a mirror map for X for any u € Ry since R is a mirror map for X. Thus, R is a mirror
map strategy for C. For each ¢t € {1,...,T + 1} define r; :== R(f1.4—1). Note that, for every ¢t € [T,

which is (y/o/m;)-strongly convex w.r.t. ||-||. By setting zp := x1, Theorem 5.4.3 yields, for every
u € X,

T+1
Regret(AdaOMDZ , f,u) < Z By, (u,z4—1)

l\')\»i

T
L 2

ey 1\ 1
== — —[t>1—)——=B §
5 (77t [t > ]nt 1)[ r(u,x4—1) Q\f ﬁt+1||9t||

) 1 &
< + s
2nr41/0 2\5; e

26 2 4 HgtH
2S5ttt + 3 T

T T T
Le. 462 1 | 26 1|20 20
< B ;Z\|gt|\§+§ ;antnz = ;ZH%HZ
t=1 t=1 t=1

Let us show that (6.1) holds for R := 1|-||3. First, recall that, by Lemma 5.2.1, -||3 is a mirror
map for X which is 1-strongly convex w.r.t. the f3-norm. Let us proceed with the proof by induction on
t € [T]. For t = 1, by the definition of AdaOMD3 (()) we have {z1} = arg min, y||z|2 = {Hﬂé'b(O)}.
Thus, let ¢t € {2,...,T}, and let R; and y; be defined as in the definition of AdaOMDz (f)
in Algorithm 5.1, that is,

1 |
e ;Tt = Tm‘|'||2 and g = VRi(x1-1) — gt = T

So, since the Bg—norm is self-dual, by Theorem 3.8.2 we have (%||-[|3)* = 4||-|3. Thus, by Theorem 3.4.3
we have R} (y) = 5 |myl|3 = Z||y|3 for every y € E. Finally, the definition of z; in AdaOMD3 (f)
yields

L
= T (VR (1)) = T2 (-1 — mege1). O

Note that the above regret bound is at least as good as the one for EOMD from Corollary 5.4.4
(or as the one for the proximal FTRL example from Corollary 4.7.3). Indeed, let C := (X, F) be an
OCO instance, R be a mirror map for X which is 1-strongly convex on X w.r.t. a norm ||-|| on E,
T €N, and let § and g; € R? be as in the above theorem for every ¢ € [T]. If we know p € R such
that ||g¢||« < p for every t € N, then

T
20> "|lg:2 < pV26T,
t=1
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and the latter exactly matches the bound from Corollary 5.4.4. However, the bound given by
Theorem 6.1.1 can be much better since, if the enemy picks many functions whose subgradients
norm are way smaller than p, then the algorithm will be able to exploit this fact (using bigger step
sizes) and attain smaller regret.

One may be wondering if a mirror map strategy similar to the one from the above theorem
may work for the Adaptive Dual Averaging algorithm. As we have discussed on Section 5.5, Dual
Averaging is practically equivalent to the general FTRL algorithm applied to the subgradients
of the functions picked by the enemy. Thus, not surprisingly, the regret bound for AdaDA from
Corollary 5.5.2 is identical to the regret bound for AdaFTRL with general regularizer strategies
given by Theorem 4.4.3. That is, when using AdaDA we do not have the additional adaptiveness
present in the proximal FTRL regret bound from Theorem 4.4.4. Even though we can adjust the
multiplicative factors of AdaDA with a mirror map similar to the one from the last theorem so that
the final regret bound is similar as well, we still need in this case knowledge of the Lipschitz constant
(or an upper-bound on the subgradients’ norms) of the functions played by the enemy to properly
adjust the multiplicative factor of the mirror map strategy. This is one case where the intuition that
proximal regularizer strategies can “measure the subgradient from round ¢ with the norm related to
the regularizer increment from round ¢ + 17, as discussed on Section 4.4, yields a relevant difference
between regret bounds.

Theorem 6.1.2. Let C .= (X, F) be an OCO instance such that X is closed and such that each
f € F is a proper closed function which is subdifferentiable on X and let R: E — (—o0, +00] be a
mirror map for X which is o-strongly convex on X w.r.t. a norm |[|-|| on E. Suppose each f € F is
p-Lipschitz continuous w.r.t. ||-|| on a convex set D C E with nonempty interior such that® int D O X
and suppose there is § € Ry such that 6 > sup{ R(u) — R(z) : u,z € X}. Define

0
n(g) = for every g = (g1,...,9:) € Seq(R?),
\/ 20+ 31 19;13)

R(f) = (77(911;t) —[t> 0]77(911tl)> \/15R’ for every f = (f1,..., ft) € Seq(F), where

gi € R%is as in AdaDAg(f) for i € [t].
Let ENEMY be an enemy oracle for C, let T' € N, and define
(x, f) == OCO¢(AdaDAX , ENEMY, T).

Moreover, let g; € df;(x;) be the same as in the definition of AdaDA (f) on Algorithm 5.3 for
each t € [T] and set n; :== n(g1.+—1) for each t € [T]. Then

T—1
260
Regret(AdaDAX, f, X) < ;(,0 + ZH%H%)
t=1

Proof. Since pR is a mirror map for X for any p € R4, we have that R is a mirror map strategy
for C. For each t € {1,...,T + 1} define ry :== R(f1.4—1). Note that, for every t € [T],

t
1
D _ri= e

i=1

3Here we assume this so that, for any f € F, any subgradient of f at a point of F has small dual norm by
Theorem 3.8.4. Still, if one can control the choice of subgradients of AdaDA, one may only require X C D.
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which is (y/o/n;)-strongly convex w.r.t. ||-||. By setting z¢ := x1, Corollary 5.5.2 yields, for every
u€e X,

Regret(AdaDAX, f,u) <Y (r(u) — 7(a¢))

1<1—[t>1]1

T
L 2

T
(R(w) — R(z) + —— 3 mllgill
2o
t=1

E
l\')\»i

o~
Il

1

N

1
Ul 77t—1) Vo

| =

t

\ /\

o f Zntllgt\l

T—1 T

1 [ 20 RNL ool

< — — .

"2 0<p+;”gt” 2Var 2 o X a2
T—1 T

1 |26 [l g¢ |2

<3 (p+Z|rgt|| \/22 N

=N SN PIT
Le. 4.6.2 |

T—1
20 1 |20
< B ;(P+Z||Qt”§> t3 ;ZHgtIIZ
t=1 t=1

IN

e (p+TZI||gt|| 2). 0

6.2 The AdaReg Algorithm

On the previous section, we have presented and analyzed a version of the Online Mirror Descent
algorithm with a fixed mirror map but adaptive step sizes. We are still not using the full capabilities
of the AdaOMD algorithm. Since the mirror map is fixed, the norm w.r.t. which the mirror map
is strongly convex is also fixed, which is also restrictive. One may wonder if we can use a mirror
map strategy which outputs, at each round, a mirror map which is strongly convex w.r.t. a different
norm in order to get even better regret bounds.

Another question is: how to choose the norm(s) and, consequently, the mirror map(s) (and step
sizes) to use in AdaOMD? In many interesting cases, such as in the prediction with expert advice
problem, one has enough previous information to choose a properly scaled mirror map (the negative
entropy function in the experts’ case) which yields a good regret bound. However, in other cases
it may not be clear which mirror map and step sizes yield good regret bounds, or it may be the
case that one does not have enough previous information to make such a decision. Thus, an ideal
scenario would be one in which the mirror map adapts itself to the problem at hand without the
need of much prior information about the instance. For example, in the mirror map strategy from
Theorem 6.1.1 from the previous section, the player does not need to know the Lipschitz constant of
the functions played by the enemy to obtain the asymptotically best regret bounds given by the
theorems we have proved.

One OCO algorithm which uses this idea of learning a regularizer during the game is the Adaptive
Gradient (AdaGrad) algorithm [31], which is described formally in the next section. Its basic idea is
to use, at round ¢, the norm induced by a positive definite matrix H;, where H; is constructed from
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rank-one matrices based mainly on the subgradients of the previous functions picked by the enemy.
In this way, the update rule of the iterate of AdaGrad at round ¢ € N\ {0} is of the form

— 10 (jt > (w1 — Higi)), (6.2)

where X C R? is the set from where the player is allowed to pick his pomts Tt-1 and g, are,

respectively, the iterate and subgradient of enemy’s choice at round ¢ — 1, and IIy M is the projection
onto X w.r.t. the norm ||-|| -1+ Thus, the matrix Hy intuitively skews the subgradlent of the previous
round in a desirable way, and adjusts the projection to balance the skewed subgradient step.

Another algorithm for Online Convex Optimization with a similar update rule is the Online
Newton Step (ONS) algorithm [37], which is guaranteed to attain regret with a logarithmic dependence
on the number of rounds if the functions played by the enemy are guaranteed to be differentiable
and exp-concave, a generalization of strong convexity which will be formally described and discussed
later. The algorithm’s update rule is of the same form of (6.2), with only the choice of matrix H;
being different, even though it is still a function of the subgradients of the previous choices of the
enemy.

In spite of their similarities, AdaGrad and ONS were discovered independently and each had
non-related analyses. The authors of [33] proposed the AdaReg algorithm and showed that both
AdaGrad and ONS are special cases of AdaReg. This sheds some light in the intuition behind
these algorithms. Additionally, it leaves room for the creation of other similar and interesting OCO
algorithms. We describe a player oracle which implements the AdaReg algorithm in Algorithm 6.1.
The AdaReg algorithm is parameterized by a function ®: S — (—oo, +00], called meta-reqularizer,
which dictates which matrices to use in the update of (6.2).

Definition 6.2.1 (Meta-regularizer). A function ®: S — (—o0, +00] is a meta-regularizer if, for
any G € S‘Lr,

(6.3.1) the infimum ianESle ((G,H) + ®(H)) is attained,
(6.3.i1) for any g € E, if

Hyp € argmin((G, H) + ®(H)) and Hpyy € argmin((G + 99", H) + ®(H)),
Hesd | Hesd |

then Hp »= Hrp41 (which implies Hpyy = Hyp since Hp and Hpyq are positive definite).

Let us look a little bit closer at the definition of AdaReg on Algorithm 6.1 for a game with
T € N rounds and some € > 0 and, during this discussion, we look at the reasons for the conditions
imposed on meta-regularizers. Let C := (X, F) be an OCO instance, let T € N, and let f € F7.
Moreover, let t € {0,...,7 — 1}. At round ¢ + 1, i.e. when the algorithm is computing x;;, the
algorithm builds a positive definite matrix Gy, which is the sum of rank-one matrices (based on the
subgradients of the enemy’s functions) plus* /. Then AdaReg performs its key step: the choice of
the matrix Hy;1 which it uses to perform the “skewed” gradient step as in (6.2). Namely, AdaReg
with meta-regularizer ® picks Hyy; that attains

inf ((Gy, H) + ®(H)), (6.4)
Hesd |

“The main goal of this latter term is to ensure that G is invertible, but the value of € > 0 may affect the guarantees
of the algorithms we shall see later on.
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Algorithm 6.1 Definition of AdaRegfg((fl, cee fT>)
Input:
(i) A closed convex set X C RY,

(ii) Convex functions fi,..., fr € F for some T € N and F C (—oo,—i—oo]Rd such that f; is
subdifferentiable on X for each t € [T7,

(iii) A meta-regularizer ®: S¢ — (—o0, +00],
(iv) A real number € > 0 (usually clear from the context)
Output: z741 € X
Go el
Let Hy € argminHeSiJr((Go,H) + ®(H))
Let {z1} + argminmeXHwHHl_l = argminge y 2 H; '
fort=1to T do
> Computations for round ¢ + 1

Compute g; € dfi(x¢)

Gy Gi1+ g9l

Compute Hyy; € arg minHE§i+(<Gt,H> + ®(H))

H Y
T " (2 — Hya9e)
return rp

where the above infimum is attained by property (6.3.1). Although the above expression can seem
cryptic at first, it has a very elegant interpretation. By the definition of the AdaReg oracle, we
have Gy = el + Zle gig], where for each t € [T] the vector g; € R is a subgradient as defined in
AdaRegg (f1.+). Thus, for every H € S¢, we have

(G, H) + ®(H) = (gigi , H) + e Te(H) + ®(H) = Y Tr(gig] H) + ¢ Te(H) + ®(H)
i=1 =1

t t (65)

= gTHgi + < Te(H) + O(H) = Y lgill3 + e Te(H) + ©(H).

=1 =1

That is, the matrix H;11 is chosen so that the size of the subgradients measured by its induced
norm are minimized while still not making ®(H) + ¢ Tr(H) too high. Recall that the sum of the
squared norms of the subgradients is directly connected to almost all the regret bounds seen on
Chapters 4 and 5. Thus, Hy4+1 can be seen roughly as the best matrix with low complexity w.r.t. the
meta-regularizer ® through which to measure/see the subgradients of the functions played by the
enemy so far. Another way to see the choice of Hyy1, which is the main idea the authors of [33]
use in their analysis of AdaReg, is to note that Hy;1 is the point picked by FTRLg ((¥1, ..., %)),
where ¢;(H) := (g;g] , H) for each i € [t] and ® := ® + e Tr(-) + 4(-|S% ). That is, the problem of
choosing a matrix norm through which to measure the subgradients played by the enemy is seen as
a separate OCO instance! On the regret bounds which we prove later in this section it will be clear
how well this strategy minimizes the norms of the subgradients.

The reader may still be confused about condition (6.3.ii) since, during the above discussion, this
condition was never mentioned. Not only that, the AdaReg oracle from Algorithm 6.1 does not seem
to need this condition for all of its operations to be well-defined. Indeed, condition (6.3.ii) from the

®The value of ®(H) + £ Tr(H) here can be interpreted as the “complexity” of the norm |||z .
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definition of meta-regularizers is not needed for the definition of AdaReg to make sense. However,
as we shall soon see, this condition is fundamental for the regret bounds that we derive to hold.
Interestingly, even though condition (6.3.ii) is not explicitly stated on [33], all the meta-regularizers
the authors use satisfy this condition (which is used explicitly in their proofs).

As one may have noticed, the update on (6.2) resembles a lot the update from the Adaptive
Online Mirror Descent. Indeed, to bound the regret of AdaReg we will write it as an Adaptive
Online Mirror Descent algorithm with a carefully® crafted mirror map strategy, which we formally
define in Algorithm 6.2.

Algorithm 6.2 Definition of [M(X, <I>,5)] ((fl, e fT>)
Input:
(i) A closed convex set X C R?,

(ii) Convex functions fi,..., fr € F for some T' € N and F C (—oo7+oo]Rd such that f; is
subdifferentiable on X for each t € [T7,
(iii) A meta-regularizer ®: S¢ — (—o0, +00],
(iv) A real number € > 0
Output: A function 77, 1: R? = (—00, +00]
fort=1to T do > Capture subgradients used on rounds 1,...,7T
2y = AdaOMD ¢ g o) ((f1,- -+ fi-1))
> Equip the right well-order to match the subgradient choice of AdaOMDj\(,l( X,B.)
Equip 9fi(z¢) with the same well-order used by AdaOMDfA( X,B.)
Pick g; € Of(x¢)
> Compute the mirror map increment for round 7"+ 1
Groa el +3 . ag]
Gt + Gr_1+ 9797
Let Hr € argminH€Si+(<GT_1, H)+ ®(H))
Let Hpy; € argminHeSL((GT,H) + ®(H))
Dry1 < Hyiy — [T > 0]Hy'
return € R — 22T Dpyjz = %Hx”%ﬂl

Note that if ® on the definition of M in Algorithm 6.2 is a meta-regularizer, then the matrices Dy
on the definition of M are positive semidefinite by condition (6.3.ii). That is, the functions delivered
by M are always convex in this case. This is important if we want to write AdaReg in the form of
an AdaOMD algorithm, since in order for M to be a mirror map strategy (and for us to apply the
regret bounds we have proved on Chapter 5), we need the functions it delivers at each round, i.e.
the mirror map increments, to be convex. In the following lemma we prove that if we plug into M a
meta-regularizer, then M is a mirror map strategy and the mirror map it builds at each round are
scaled squared matrix norms.

Lemma 6.2.2. Let C := (X, F) be an OCO instance such that X is a closed set and such that
each f € F is a proper closed function which is subdifferentiable on X. Moreover, let € > 0 and let
®: S - (—o0, +00] be a meta-regularizer. Let T € N, let f € F', and let H; € SE’ZH and D; € S¢

%0One may note that we need to ensure the subgradients used by the mirror map strategy matches the ones used by
the AdaOMD oracle, and we do so by synchronizing the well-orders used on the subdifferentials by the AdaOMD
oracle and by the mirror map strategy. See the discussion following Definition 4.2.1 to recall why we equip well-orders
to the subdifferentials used.
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be as defined in M(X, ®,¢)(f1.4—1) for each ¢ € {1,...,T + 1}. Finally, for every t € {1,..., T+ 1}
define

¢
re = M(X,®,6))(fri1) and Ry = Zrt'
i—1

Then M(X,®,¢) is a mirror map strategy for C which is differentiable on R%. Moreover, for every
te{l,...,T+ 1} we have D; = 0, r, = %HHQDt, and R, = 3|2 . Moreover, R, is l-strongly
t

convex w.r.t. H||H;1 on R? for every t € {1,...,T +1}.

Proof. Let t € {1,...,T + 1}. First, note that since ® is a meta-regularizer, by condition (6.3.ii) we
have that D; = 0. Let us now show that

re=glllb,  and  Re=3[G (6.6)

Note that the form of r; as in (6.6) holds by the definition of [M(X, ®,¢)](f1.t—1). Moreover, for
every = € R? we have

t
1 1 _ ) _ _
Ry(z) = Zn(az) = Z inDix = §xT (Z(Hz Vi > 1]Hi_11))w = §xTHt Lz,
i=1 i=1 '
This proves (6.6). Let us now show that
M(X,®,¢) is a mirror map strategy for C which is differentiable on R¢ and such (6.7)
that Ry is 1-strongly convex w.r.t. HHH;1 on E.

First, note that r; is two-times continuously differentiable (and, thus, closed) with V2r:(x) = Dy for
any x € R%. Since D; = 0 by the conditions of a meta-regularizer, by Lemma 3.1.1 we conclude that
ry is convex. It only remains to show that Ry is a mirror for X. That is, we need to prove that

(i) Ry closed, proper, 1-strongly convex’ on R w.r.t. Il |l ! and differentiable on R?,
(ii) R? = int(dom R;),
(iii) for any y € R, the infima inf,cx Br,(2,%) and inf,ex Ry(r) are attained, and
(iv) {VR(z): v € R} = R%

First, note that (i) clearly holds, and since VR;(x) = H; 'z for any 2 € R%, we conclude that (iv)
holds since H,~ Uis invertible. Moreover, R; is two-times continuously differentiable on R?, which
implies that R; is proper and closed (in fact, continuous), and since V2Ry(z) = H, L'» 0 for any
z € R%, by Lemma 3.1.1 we conclude that R; is convex. Note that if R; is strongly convex, B R, (V)
also is for any y € R?, and then then the infima from (iii) would be attained by Lemma 3.9.14. Thus,
it only remains to show that H; is 1-strongly convex w.r.t. ||-|] 1 To see that®, note that for every

"The definition of mirror map requires strict convexity, but recall that strong convexity implies strict convexity by
definition.
80ne easier way to prove strong convexity of R; is to note that Il ;-1 is a norm induced by the inner product
t

(z,y) € R* x R 2" H; 'y and then use Lemma 3.9.5. However, using direct computations seems less cumbersome
in this case
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z,y € R we have
sle—yllf =3 - H (v —y) = 32 H o+ gy H ly — 2T H 'y
1

= 1aTH e+ =3y H 'y — (H; 'y) (2 — )
T JR—

= Yl +— 3ol — (H )@~ )

= Ry(x) — Re(y) = VR:(y) T (z — y).
By Theorem 3.9.7 we conclude that Ry is 1-strongly convex w.r.t. ||-|| 7 which concludes the proof
of (6.7). O

With the above lemma, we have the guarantee that M applied to a meta-regularizer and other
properly chosen parameters is indeed a mirror map. In the next theorem we prove the main result of
this section: if C := (X, F) is an OCO instance, ¢ > 0, and ®: S* — (—0c0, +00] is a meta-regularizer,
then AdaRegé = AdaOMD/)\S{( X,Be)- This theorem will allow us to derive regret bounds for AdaReg
and the Online Newton Step algorithm from the regret bounds we have for AdaOMD.

Theorem 6.2.3. Let C := (X, F) be an OCO instance such that X is a nonempty closed set and
such that each f € F is a proper closed function which is subdifferentiable on X. Moreover, let
e>0and ®: S = (—o0, +00] be a meta-regularizer. Finally, suppose the same well-order? over the
sets used in the definition of AdaRegg are the same as in the definition of AdaOMDﬁ( X,®,e)" Then,

for any T € N and f € FT,

AdaRegg (f) = AdaOMD3 y ¢ . (f),
and the matrix Hpyq € SﬁiH as defined in AdaRegg(f) is equal to the matrix Hpyq € SﬁiH as
defined in M(X, ®,¢)(f).
Proof. Let T € N and f € FT. Moreover, for each t € {1,...,T + 1} define

t

Ry=) [M(X,®,6)(fir-1) and  a¢ = AdaOMDY( x ¢ oy (Fre-1).
=1

Finally, for each t € {1,...,T + 1} let H; € S1_ be defined as in [M(X, ®,¢)](f14—1). Note that
for every t € {1,...,T 4 1} we have that H; is the same as the one in AdaRegg (f) by definition
and since all the sets used in the definitions of the AdaReg and AdaOMD oracles are the same. Let
us prove by induction on ¢ € {1,...,T + 1} that

z; = AdaRegg (f1.1-1), vie{1,...,T +1}.

For ¢t = 1, we have R;(x) = %||||?{1,1 Thus, the definition of AdaOMDﬁ(Xé’E) yields
{21} = argmin Ry (v) = arg min||z|| ;-1 = {AdaRegg (())}.
reX reX !

Let t € {2,...,T + 1}. By Lemma 6.2.2, we have that R; = %HHz_l With that, we have
t

yr = VR(vi-1) — g1 = H; "wi1 — gi1.

9This is only a technical assumption to assure that, if we have in both algorithms a statement such as “let
gt € Oft(x¢)”, then in both algorithms the element picked from the set df:(x¢) is the same.
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By Lemma 3.8.5, the dual norm of H||Ht_1 is ||| m,, and by Theorem 3.8.2 we have R} = %HH%{t
This together with the definition of AdaOMD( f1.4—1) yields

—1

—1
v =10y (VR (y) =y (Hy(H; ey — gio1)
—1
= H)Igt (241 — Hygi—1) = AdaRegg (fru-1)- O

Finally, let us now show a regret bound for the AdaReg algorithm. The proof of the next regret
bound has two key steps. The first is almost obvious given the previous theorem: use the regret
bound for AdaOMD we have proved previously (see Theorem 5.4.3). This together with the previous
theorem yields a regret bound which is arguably not very useful. The second key step in the next
proof is to use the FTL-BTL Lemma on the matrices H; used by AdaReg to show the optimality,
in some sense, of this choice of matrices with respect to the minimization of the norms of the
subgradients. This yields a neat regret bound, whose intuition we discuss after proving the next
theorem.

Theorem 6.2.4. Let C := (X, F) be an OCO instance such that X C R? is a nonempty closed set
and such that each f € F is a proper closed function which is subdifferentiable on X. Let ¢ > 0 and
let ®: S — (—00, +00] be a meta-regularizer. Let T' € N, let ENEMY be an enemy oracle for C,
and define

(z, f) == OCO¢(AdaRegy , ENEMY, T).

For each t € {1,...,T + 1}, let H; € S, be as in the definition of AdaRegg (fi.+—1) and define
Dy = H; ' — [t > 1]H,"}|. Finally, let Gy € S, be as in the definition of AdaRegg (f). Then, for
any u € X and for g = x1,

T
1 1
Regret(AdaRegg , f,u) < =3 |lu—allp,,, + 5 min (Gr, H) + ®(H) — ®(Hy)).
2 —o + 2 Hesd

++

Proof. By Theorem 6.2.3, we have AdaRegg = AdaOMDj\(A(X@’(E) and, in particular

Regret(AdaRegy , f,u) = Regret(AdaOMDj\(A(X@’e), fiu), Vu € R%,

Thus, it suffices to bound the right hand side of the above equation. For every t € {1,...,T + 1},
define

t
re = M(X, ®,¢)](f1:1-1) and R, = Zri.
i=1

By Lemma 6.2.2 we know that M(X,®,¢) is a mirror map strategy for C and that for every
te{l,...,T+1} we have ry = 5|-[|3,, and R, = 211121, the latter being 1-strongly convex w.r.t.
t

||~||Ht_1 on R¢. By Lemma 3.8.5 we have that the dual norm of ||-HHt_1 is |||z, Finally, set z¢ == z;
and let g, € Ofi(w) be as in the definition of AdaOMD ry(x ¢.)(f) for every t € [T]. Then, for every
u € R? Theorem 5.4.3 yields

T+1 T
1
Regret(AdaOMDf\{A(X’(b’E), fiu) < Z By (u,x¢-1) + 3 ZHgtH%[tH
=1 t=1

L I Lz
=3 ZHU —zia|p, + B ZHgt”%{m-
t=1 t=1
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Thus, it only remains to show that

ZHgtHHH_1 < Iélln (Gr,H) + ®(H) — ®(Hy)). (6.8)
S+
Let ¢ € [T]. Note that
93, ., = 98 Hev1g9e = Tr(g) Her9e) = Tr(geg) Hevr) = {909/, Hesn)- (6.9)

Define ' := ® + ¢ Tr() + §(- | S1, ). By definition of M(X, ®,¢), we have

t—1 t—1
H, e argmin(Z(ng,H} +e(I,H)+ @(H)) = argmin(Z(ng,H) + @’(H)).
HGSﬂiHr i=1 Hes? Y2

Thus, by setting v:(H) == (gig{ , H) for every t € [T] and H € S¢, we conclude that
H, = FTRLo((¢1,..., 1)),  Vte{l,...,T+1}.

Therefore, the FTL-BTL Lemma (Lemma 4.9.1) together with (6.9) yields, for any H € S¢

T T T
ZHgtH%{tH = Z<gtg;raHt+1> = Z@Dt(HtH) by (6.9),
t=1 t=1 t=1
< ®'(H) —¢/(H1)+Z¢t(H) by Lemma 4.9.1,
t=1
= ®(H) — ®(H,) — e Tr(H,) 4+ ¢ Tr(H) + Z Yi(H by the definition of @',

=®(H)—-®(Hy) —eTr(Hy) + <€I + thgt ; > by the definition of vy,

O(H) — ®(Hy) —eTr(Hy) + (G, ) by the definition of G,
®(H)— ®(Hy) + (Gp, H) by Cor. 1.1.2 since H; = 0.
Taking the infimum over H € Si 4 on the last inequality above, which is attained since ® is a
meta-regularizer, completes the proof of (6.8). O

Let us try to understand the regret bound we have just proved for an OCO instance C := (X, F)
in a game of T' € N rounds against an enemy oracle ENEMY for C. Let ® be a meta-regularizer,
€ > 0, and set

(z, f) = OCO¢(PLAYER, ENEMY, T).

Finally, for each t € [T)] let g; € 0f;(x¢) be as in the definition of AdaRegg (f). The second term on
the above regret bound, as we have already discussed (see the discussion regarding (6.4) and (6.5)),
has a very nice meaning regarding the optimality of the norm which measure the sizes of the
subgradients used. Namely, by setting G = el + Zthl gtg; and letting Hj be as in AdaRegfg (f),
we have

T
min (G, H) + ®(H) — () = min (Y llgily + < Te(H) + () — (). (610)

HeSS | 11 =1
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That is, the norm in the regret bound which measures the size of the subgradients is, in some sense,
optimal: it is the matrix norm which minimizes the sum of the squared norms of the subgradients
plus a regularization term given by ® and the trace of the matrix. That is, when choosing ® there is
a trade-off between minimizing the norms of the subgradients and minimizing the regularization
term ®(H) — ®(H;) in (6.10). The terms in which ® appears may clutter one’s intuition, but when
we look at specific choices of ®, the intuition on (6.10) is usually stronger. For example, in the
regret bound for the AdaGrad algorithm that we study in the next section, this term becomes

min{ 377 |gil| - H € 8%, Te(H) < 1}.
Moreover, the first term of the regret bound from Theorem 6.2.4 can be seen as a measure of

stability of the choices of the matrices Hy € S‘fr 4 by AdaReg (scaled by the diameter of X) for each
t € {1,...,T 4+ 1}. To see that, note that if D, == H; * — [t > 1|H,"}| for each t € {1,...,T + 1}
and xg = x1, then, for any u € X,

T

T
Y lu—adp,,, = (lu- vl = 1> Olllw = aellfy ).
t=0

t=0

If the matrices Hy and Hy4q are similar for every ¢ € [T, then the above terms are relatively small.
We say “relatively” since this value invariably depends on the diameter 6 := sup, ¢ x|l — ul|3 of
X w.r.t. the fo-norm. Thus, when picking a meta-regularizer, one wants to avoid abrupt matrix
transitions from one round to another. The next corollary shows a bound in the case where 6 is
finite, which makes the first term of the regret bound arguably clearer to interpret: it is the diameter
of X times the sum of Tr(D,) for t € {1,...,T 4+ 1}. In this case, it is clearer how both the diameter
of X and the stability of the choices of the matrices Hy, ..., Hry1 affect this term simultaneously.

Lemma 6.2.5. Let A € S¢ and let v € RY. Then
0T Av < o]} Tr(4).
Proof. By the Cauchy-Schwarz inequality, we have
vl Av = Tr(v"T Av) = Tr(voT A) = (vo', A)
< A/ Tr(voTovT)y/Tr(A2) = ||lv||31/Tr(A42).
Thus, it only remains tho show that \/m < Tr(A). Note that, for any a, 8 € R, we have

(Va+VB) =a+2/af+B8>a+8 = va+B>a+8.

Thus, by a simple induction we get

d d
(Zm)é SZ\/UT-, VueR‘fr.
i=1

i=1

Moreover, by Corollary 1.1.2 we have Tr(A%) = 1TAT(A2). Therefore,

Tr(A2)% = (ZAT (42) ) (Ed:Aj( zd: (A). O

v
| /\
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Corollary 6.2.6. Let C := (X, F) be an OCO instance such that X is a nonempty closed set and
such that each f € F is a proper closed function which is subdifferentiable on X. Let € > 0 and let
oS4 — (—o00, +00] be a meta-regularizer. Let T' € N, let ENEMY be an enemy oracle for C, and
define

(z, f) = OCO¢(AdaRegg ,ENEMY, T').

Moreover, let Hy, Hry1 € S}§_+ be as in the definition of AdaRegé(f). Finally, let G € S‘_jH_ be as
in the definition of AdaRegg (f) and suppose there is § € R, such that 0 > { ||z — u||3 : z,u € X}.
Then, for every u € X and for zg := z1,

0 _ 1
Regret(AdaRegg , f,u) < 2 Tr(Hpy,) + o UGT, Hr1) + ®(Hr41) — S(H1)).

Proof. Let uw € X, and, for every t € {1,...,T + 1}, let H; € SiJr be as in the definition of
AdaRegy (f) and define D; :== H,; ' — [t > 1]H,},. By Theorem 6.2.4, we have

T
1 1

Regret(AdaRegy , f,u) < = ZHU — .%'t”QDH_l + - min ((Gr,H)+ ®(H) — ®(H,)).
2 e 2 Hesd

++

By definition we have that Hpy, attains the above minimum. Thus, it only remains to bound the
T 2
term }_;_ollu — z¢[|p,, - Note that

T T
> lw =D, => (u—2) Dy (u— ar)
t=0 t=0
T
Le. 6.2.5
&S u = B Te(Disn)
t=0
T T
<03 Te(Dpr) = 9%(2 Dtﬂ)
t=0 t=0
= 0 Tr(Hy ) O

6.3 The AdaGrad Algorithm

In this section we describe the AdaGrad algorithm from [31]. Its idea is a generalization of the
Online Mirror Descent algorithm with adaptive step sizes (with the squared /y-norm as a mirror
map) seen on Section 6.1. For t € N\ {0}, the algorithm from Section 6.1 performs at round ¢+ 1 a
step in the direction of minus subgradient of size O((3"_,||gi||?)~"/?), where g; is a subgradient of
the enemy’s functions at the player’s iterate at round i € [¢]. Still, making the stepsize depend only
on the norms of the subgradients might be sub-optimal.

For example, let C := (A4, F) be an instance of the randomized prediction with expert advice
problem, where d € N\ {0}. Let 7' € N be such that 7' > d and let ENEMY be an enemy oracle
for C which, for any i € [d], plays the function z € Ay +— e]x at any round ¢ € [T] such that we
have t =i — 1 (mod d). That is, at each interval of d rounds each expert is assigned a penalty of 1
in exactly one round, and no penalty at all at all the other rounds of the interval. Thus, after exactly
nd rounds for any n € N such that nd < T, a player will have the same amount of information about
each one of the experts. Thus, one should expect the player’s iterate at this round to be close to é]l,
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translating the intuition that all the experts are equal from the perspective of the player. However,
note that with the strategy from Section 6.1 the step size at round ¢ € [T] is @(\/t—il) That is, even
though the amount of information revealed by the enemy about each expert is the same after each
interval of d rounds, the weights attributed to the experts at the end of each interval is not uniform,
with their weights depending on the order in which they were penalized. Intuitively this may seem
weird since the order of appearance should not matter much in a game against this enemy oracle.
The AdaGrad algorithm can be interpreted as trying to make the subgradients steps adaptive in a
more nuanced fashion. Instead of only adapting the step size based on the norm of the subgradients,
at round ¢ the algorithm skews the subgradient with a matrix H; built from rank-one updates based
on the subgradients of previous rounds, and then performs the subgradient step. Finally, we define a
player oracle which formally implements the Adaptive Gradient algorithm on Algorithm 6.3.

Algorithm 6.3 Definition of AdaGrad™ ((f1,..., fr))
Input:
(i) A closed convex set X C E,

(ii) Convex functions f1,..., fr € F for some T € N and F C (—oc, +0o]® such that f; is
subdifferentiable on X for each t € [T7,

(iii) Positive real numbers ¢ > 0 and 1 > 0 (usually clear from the context).
Output: z741 € X
GO —el
{21} < argmin, ¢ x[|z|2
fort=1to T do
> Computations for round ¢ + 1
Compute g; € dfi(xy)
G+ Gio1+ qi9f

G2 ~1/2
w1 — I (2 — G, / agt)
return x4

As we have discussed, the AdaGrad algorithm can be seen as a generalization of the algorithm
from Theorem 6.1.1 with the squared fo-norm as the mirror map. In Theorem 6.1.1 the algorithm
performs, at a round ¢t € N\ {0}, a subgradient step with step size O((ZZ%HQZ-H%)*UZ), where
g1, .., gi—1 € R® are the subgradients (from the enemy’s functions) used by the player oracle on
past rounds. The AdaGrad algorithm, on the other hand, performs at round ¢ € N\ {0} a step in

the direction of the subgradient skewed by a matrix Gtill/ 2, where Gy € S‘i . is a matrix built from
rank-one updates based on the subgradients g1, ..., g1 € R? of the enemy’s past functions (plus a
small multiple of the identity to ensure that G;_; is invertible). Additionally, the projection onto
the set X C R? from where the player can pick its points performed by AdaGrad is skewed by the
matrix th /2,

To derive a regret bound for the above algorithm, we will show that the AdaGrad algorithm
is equivalent to the AdaReg algorithm with a special (and simple) choice of meta-regularizer. An
instructive way to define our meta-regularizer ® is to define its behavior on the eigenvalues of the
matrices'® given to ® as input, and then to see which known matrix operation this yields (if any).
In this way, the analysis of the algorithm is greatly simplified since, for convex functions applied to
eigenvalues, we have tools to compute subgradients and, thus, check optimality conditions, as we

1Namely, given a matrix X € S we will apply a symmetric convex function f: R* — (—oo, +0o0] on AT(X) and
then build a new matrix X’ € $* from f(AT(X)). For details, see Section 3.7.
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have seen on Section 3.7.

On the next lemma we look at the form and at some properties of the meta-regularizer which
yields AdaGrad.

Lemma 6.3.1. Let > 0, define f: R? — (—o0, +00] by

d
1
f@)=nt Yy o> 00— +6(z|RYy), Ve eR
i=1 v

and set ® := fg. Then f is a proper closed convex function,
®(H)=n"Te(H™), and VOH)=-n*H > VHeS!,. (6.11)

Additionally, for every G € S%. the infimum ianeSi+(<G7 H) 4+ ®(H)) is attained by nG~/2.
Moreover, ® is a meta-regularizer and for every € > 0 and for a certain well-order over the sets
used by the oracles AdaGrad”® and AdaRegy we have AdaGrad® = AdaRegy for every nonempty
closed and convex set X C R4,

Proof. First, let us verify the f is a proper closed convex function. First of all, it is clear that f.
Define ¢(a) == [a > 0Ja™ ! +6(a| Ry ). Since ¢(a)” = 2a~3 > 0 for every a € R, ¢, by Lemma 3.1.1
we conclude that ¢ is convex. Since f = Y7 | ¢(x;), we conclude that f is convex. Finally, since
limg—,0 ¢(a) = +o0 and ¢ is positive throughout R, we conclude that liminf, 7z f(z) = 400 = f(Z)
for any T € Ri \Ri 4. Therefore, f is closed.

Let H € S% ., set A := AT(H), and set A := Diag()\). Let us first show that (6.11) holds. By the
Spectral Decomposition Theorem (Theorem 1.1.1), there is an orthogonal matrix @ € R?*? such
that H = QAQT. Since H > 0, by Theorem 1.1.3 we know that A > 0. Hence, A is invertible with
(A=Y = [i = 4]\, ! for every i, j € [d]. Hence,

HQAT'QT = QAQTQAT'QT = QAA'QT = QQT =1,
that is, QA~'QT = H~!. Finally, we have

d
O(H) = fN) =Y AN =" Te(A™) =* Tr(QTQA™) = Tr(QAT'QT) = Ta(H ).
i=1
Moreover, note that Vf(\); = —n?)\;? for every i € [d]. Hence, Diag(Vf(\)) = —n?A~2, and by
Corollary 3.7.5 we have

VO(H) = QDiag(Vf(\)Q" = —n*QAT*Q" = —*(QAT'QT)* = —)’H 2.
This proves (6.11). Let G € S¢, . Let us now show that

{(nG~Y?} = argmin((G, H) + ®(H)). (6.12)
Hesd |

Let H € SEIH. Since dom f = R?, we have ri(dom ®) = S%, and since SiJr is an open set with
nonempty interior, then NSi ) (ﬁ ) = {0}. Therefore, Si 4 Nri(dom @) is nonempty, and by Theo-
rem 3.6.2 we have

. - - 1
G 2A2-6 — ()2 =G

H € argmin((G, H) + ®(H)) <= G+ V®(H) =0 E

d
Hest n

Pop it g _ Yo g gz,
n
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This finishes the proof of (6.12).
Now let us show that ® is a meta-regularizer. Let T € N and g € (RY)”. Moreover, let ¢ > 0
and set Gp_1 =¢el + Z:{:_ll gi9y and Gp == Gr_1 + ng}. Condition (6.3.1) of a meta-regularizer

is satisfied by @ since, by (6.12), we know that ianesiJr((H, Gr) + ®(H)) is attained by nG;l/Q.

Thus, set Hryq = nG;I/Q and Hp = nG;i/f. Note that

Hijy — Hy' = (G~ G2,
Since n > 0 and Gy — Gpr_1 = ng} > 0, by Lemma 1.1.5 we have that %(G%/Q — GlT/El) = 0. That
is, ® satisfies condition (6.3.ii), which completes the proof that ® is a meta-regularizer.

Last but not least, let us show that AdaGrad® = AdaRegg for any nonempty closed and
convex set X C R% and any ¢ > 0 (recall that we already have n > 0 from the statement of the
lemma). Let X € X C R be a nonempty closed and convex set and let ¢ > 0. Moreover, Let
f={f1,..., fr) € Seq((—o0, —l—oo]Rd) be such that f; is subdifferentiable on X for every t € [T]. Let
us show that AdaGrad™ (f1.;_1) = AdaRegg (f1.+—1) by induction on t € [T]. Set z1 := AdaRegg (())
and let Hy € S?, be as in the definition of AdaRegZ (()). By (6.12), we know that Hy = (n//€)1.
Thus,

r1 € argmin||z|| ;-1 = argminz ' H; 'z = arg min VEuTy = arg min||z||3 = arg min||z||,.
zeX ! zeX K €x

zeX zeX T

Since the squared fo-norm is strongly convex (by Lemma 3.9.5), we have that z; is the unique
point that attains the above minima. Thus, z; = AdaGrad™(()). Let t € {2,...,T + 1}, and
let g;—1 € R and Gy_; € SfiH be as in the definition of z; := AdaRegé(fl:t_l) (which are equal
to g1 and G;_1 in the definition of AdaGradé(flzt,l) with a proper choice of well-order on the
subdifferentials used). Finally, let H; € S, be as in the definition of AdaRegg (f1.+—1) and set
xy_1 = AdaRegg (fi.1_2) = AdaGrad™ (fi.;—2). Then,

~1 6.12) _G,/> _
xy = Hﬁ? (w4—1 — Hygi—1) (612 I (g — nGt_ll/Qgt—l) = AdaGrad™ (f.4-1). O

Now that we know which meta-regularizer to use to write AdaGrad as AdaReg, we can apply
the results from Section 6.2 to obtain regret bounds for AdaGrad.

Theorem 6.3.2. Let C := (X, F) be an OCO instance such that X C R? is a nonempty closed set
and such that each f € F is a proper closed function which is subdifferentiable on X. Let!! ¢ > 0,
let T € N, let ENEMY be an enemy oracle for C, and define

(z, f) == OCO¢(AdaGrad”™, ENEMY, T).

Moreover, let G € Si—k be as in the definition of AdaGrad” (f), suppose there is § € R, | such
that 6 > sup{ ||u — z||3 : u,z € X}, and set i :== \/0/2. Then,

Regret(AdaGrad™, f, X) < \/@Tr(G%F/Q).

Proof. Define f: R* — (—o0, +00] by f(zx) :== 1> Z?Zl[xi # 0]1:% for each z € R?, and set ® := fs.
By Lemma 6.3.1, we have ®(H) = n? Tr(H!) for any H € S?, and AdaRegy = AdaGrad™.

"This ¢ is the needed to define AdaGrad, although it does not appear in the regret bound.

151



Thus, we only need to bound the regret of AdaRegg . Let Hy,Hr1 € S‘i 4 be as in the definition
of AdaRegg (f). By Lemma 6.3.1 together with the definitions of Hy and Hyp we have

Hy =n(el)™/2 = \%I and  Hpyy =nGpt2

Thus, by Corollary 6.2.6 we have, for every u € X,

0 _ 1
Regret(AdaRegy, f,u) < 5T (Hrky) + 5((Gr, Hrgn) + ®(Hry) — ©(H))
0 12, , 1 1/2 1/2 "
0 1
—%Tr<G1T/2>+5<nTr<G”2>+ nTr(Gy*) = Ve Tr(1)
< 2077Tr(G1/2)+ TH(GY?)

:@w%@m 75 = V20 (G, O

One may have noticed that the value of ¢ is free to be as small as we want in the above result.
This suggests that this parameter may not be needed after all. However, if € = 0, then the matrices
G in the definition of AdaGrad are not necessarily invertible anymore. To solve this one could use
the Moore-Penrose pseudo-inverse instead of the inverse of the matrices. For the sake of brevity, we
have chosen to describe only the case where all matrices are invertible (that is, the case for e > 0).

One problem with the regret bound from Theorem 6.3.2 is that it is hard to interpret how good
it is. The intuitive meaning of Tr(GlT/ 2) is not clear, where G € S% is defined as in Theorem 6.3.2.
We know that Tr(Gr) is the sum of the squared f2-norms of the subgradients (plus ed, where d € N
is the dimension of the problem), but interpreting Tr(Gl/ 2) is way harder. The next proposition
sheds some light about the meaning of the above regret bound and shows how it may be as good as
the one from Section 6.1, for example.

Proposition 6.3.3 ([31, Lemma 15]). Let A € S¢,. Then inf{Tr(X14): X € S¢,, Tr(X) =1}
is attained by A2/ Tr(A'/?).

With the above proposition, we have the following corollary which makes the regret bound for
AdaGrad way more palatable.

Corollary 6.3.4. Let ¢ > 0 and g € (RY)” for some T € N. Moreover, set Gp = el + Zthl 9ig)
and Sg:={X € S% : Tr(X) = 1}. Then

T
Tr(Gy?) = | min_ (aﬂ(H—IHZugtH%ﬂ).
t=1

HESdﬂS++

Proof. Set S;4 =84N Si+. By Proposition 6.3.3, we have

T T
; ~1 2 _ : -1 T -1
Hréléiu (5Tr(H ) +;HgtHH1) = Hréléi_ <€<I,H ) +Z<gtgt H ))

t=1

- min (Gp, H-1) = (TI(G%F/Q))2

HeS

= Tr(GH?). O
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That is, the trace in the regret of AdaGrad has value close'? to the square-root of sum of the
norms of the gradients, where the norm is the best among all norms induced by matrices H~! with
He S‘fH in the spectraplex Sy, that is, such that Tr(H) = 1. Note that, for any g € RY, by setting
H:=d 'H € S; we have

lgllf = 3919 = lgl3  and  Te(H™')=dT(I) = d* (6.13)

Thus, for € > 0 small enough (namely, smaller than d=2), we conclude that the regret bound from
Theorem 6.3.2 as good as the one from Theorem 6.1.1.

6.4 Diagonal AdaGrad Algorithm

Although the AdaGrad algorithm from the previous section has good regret guarantees, its imple-
mentation can be quite slow. One of the reasons why Online Convex Optimization algorithms are
attractive is, besides their good regret bound guarantees, the usually low per-round computational
cost of their implementations. However, one needs at least Q(d?) time at each round to compute
the matrices from the definition of AdaGrad, where d € N is the dimension of the problem. One
solution, independently proposed by [31] and by [49], is to use a version of AdaGrad which maintains,
at each round ¢ € N\ {0}, diagonal matrices Gy € S%, instead of full matrices G; € S? as in the
original definition of AdaGrad. We formally define a player oracle which implements this version of
the AdaGrad algorithm on Algorithm 6.4.

Algorithm 6.4 Definition of DiagAdaGrad™ ((fio---, fr))

Input:
(i) A nonempty closed convex set X C RY,

(ii) Convex functions fi,..., fr € F for some T € N and F C (—oo,—|—oo]Rd such that f; is
subdifferentiable on X for each ¢ € [T],

(iii) Real numbers €,1 > 0 (usually clear from the context).
Output: z741 € X
Define Gy = el
{o1} + argmin,e y [z
fort=1to T do
> Computations for round ¢ + 1
Let g € 0fy(x2)
Gy Gy1+ Djag(gtg;r)

G2 ~—1/2
Tip1 < I (2 — G, / gt)
return rp

By using only diagonal matrices, one may note that we can implement DiagAdaGrad with a
cost of O(d) per round (ignoring the cost of the projection). We need now to investigate if there are
good regret guarantees for this algorithm. Hopefully, we may derive regret guarantees as good as
the one for the AdaGrad algorithm from the previous section. At this point, writing this algorithm
as a version of the AdaReg algorithm becomes very useful and informative. We will show that using
the same meta-regularizer as the one used for AdaGrad restricted to diagonal matrices yields the

12We have the value of € > 0 cluttering our intuition. Still, one can get rid of the term with e by using pseudo-inverses.
For details, see [36]
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Diagonal Adaptive Gradient algorithm. Not only that, this allows us to use many of the results from
the previous section as stepping stones to derive the results for this section.

Throughout the remainder of this section, we denote by D¢ := {Diag(z) € S¢: 2 € RY} the
set of d x d diagonal matrices. Moreover, we overload the Diag operator and for every A € S%
define Diag(A) := Diag(diag(A)). That is, Diag(A) is equal to the matrix A but with zeroes on its
off-diagonal entries. Let us show the form and some properties of the meta-regularizer we will use to
derive the DiagAdaGrad algorithm, proving first a simple lemma about the normal cone and the
relative interior of D

Lemma 6.4.1. We have ri(D?) = D? and
Npa(A) ={AeSs?: diag(4) =0}, VAeD.

Proof. First, note that for any 4, B € D%, we have (1- M)/Nl + ,uB € D for any p € R. Thus, D¢ is
an affine set and ri(D?) = DA

Let A € D% let A € S%, and define a := diag(A). Note that (4, X — A) < 0 for any X € D¢
if and only if (A, Diag(z — @)) < 0 for any x € R? Moreover, (A, Diag(z — a)) < 0 for every
z € R if and only if diag(A)T(z —a) < 0 for every z € R% That is, A € Npa(A) if and only
if diag(A) € Npa(a) = {0}. O

Lemma 6.4.2. Let > 0, define f: R? — (—o0, +00] by

d

1
2 ) L d
flx)=mn ;_1[371#0]%7 Vz € RY,
and set ® := fs + 6(-|DY). Then,
O(H) =n*Te(H ') +0(H|DY,  VHeSL,, (6.14)

and for every G € S the infimum ianeSd++(<G?H> + ®(H)) is attained by n(Diag(G))~ /2. In

particular, for every e > 0 we have DiagAdaGrad™ = AdaRegg for every nonempty and closed set
X CR%

Proof. Note that (6.14) follows directly from Lemma 6.3.1. Let G € S% . Let us show

{n(Diag(G))~"/*} = aégégin(@»m + ®(H)) (6.15)

Since @ is proper and infinite outside of DY, it is clear that the infimum can only be attained by a
matrix in D% N SEIH. Let H e DN SfiH and define ®xqaqraq(H) = n? Tr(H ') for every H € SL.
Note that ® = ®pgacraq + 0(-| DY) in this case. By Lemma 6.4.1 we have ri(D?) = D?. Thus, we
have (riS?,) N (ri(D?)) = S%, ND? # @. Thus, formula for the subdifferential of the sum of convex
functions from Theorem 3.5.4 together with the differentiability of ®Agagraq from Lemma 6.3.1,

OP(H) = V®pdacraa(H) + Npa(H) = —n*H > + Npa(H).

Thus, by the optimality conditions from Theorem 3.6.2, H attains the infimum in (6.15) if and
only if

~(Gr +0(H)) N\ Nyg (H) # @ <= 0 (Gr+0®(H)) = Gr —n*H > + Npa(H).
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The above holds if and only if there is A € Npa(H) such that n”? H~2 = G + A. Since H € D%, we
have n? H~2 € D? and, therefore, G 4+ A € D?. Hence, we have G + A = Diag(G + A) and H attains
the infimum in (6.15) if and only if

H™? = ?(G+A) = ;Dlag(GJrA) = ﬁDlag(G)’

where in the last equation we have used that diag(4) = 0 by Lemma 6.4.1. Thus, H attains the
infimum from (6.15) if and only if H = %Diag(G)*lﬂ, which proves (6.15).

Now let us show that ® is a meta-regularizer. Let T € N\ {0} and g € (R))T. Moreover,
let € > 0 and set Gp_1 =€l + ZtT;ll gtgf and Gp = Gr_1 + grg}.. Condition (6.3.i) is satisfied
by @ since by (6.12) we know that ianeSi+(<Hv Gr) + ®(H)) is attained by 1 Diag(Gr)~ /2. Set

Hry = nDiag(Gr)~/? and Hy = nDiag(Gy_1)~ /2. By definition,
Hyiy — H;' = L(Diag(Gr)'/* — Diag(Gr1)"/?).

Since G and Gp— are positive semidefinite, we have that diag(Gr) and diag(Gp—1) are non-negative.
Moreover, since Gp — Gp_1 = ng} = 0, for every i € [d] we

(Gr)ii = e Grei > ] Gr_1e; = (Gr-1)ii = (G1)ii > (Gr-1)ii = (Gp)1 2 > (GT—l)ZQ-

ii =

Since n > 0, we conclude that %diag(GT)l/2 > %diag(GT,l)l/Q, which proves that %(Diag(GT)l/2 -
Diag(Gr_1)'/?) is positive semidefinite, that is, ® satisfies condition (6.3.ii). This finishes the proof
that ® is a meta-regularizer.

Last but not least, let us show that DiagAdaGradX = AdaRegfg for any € > 0 and any closed and
convex set & # X C R? (recall that > 0 is already given by the statement). Let X C R be a closed
convex and nonempty set, let ¢ > 0, and let f := (f1, ..., fr) € Seq((—o0, +00]®’) be such that the
function f; is subdifferentiable on X for every t € [T]. Let us show that DiagAdaGrad™ (fri—1) =
AdaRegg (f1.;—1) by induction on t € [T]. Set z; := AdaRegg ({)) and let H; be as in the definition
of AdaRegg ({)). By (6.15), we know that H; = (1//€)I. Thus,

Ve, T

z1 € argminl|z|| ;-1 = argminz' H; 'z = argmin Y*2 "z = arg min||z 2.
zeX 1 zeX zeX K zeX

Since ||-||3 is strictly convex (see Lemma 3.9.5), the above minimizer is unique and, thus, we
have z; = DiagAdaGradX((>). Let t € {2,..., T+ 1}, and let g; 1 € R¢ and Gy_; € SEIH be as in
the definition of z; := AdaRegfg(fl:t_l). One may note that g1,...,g—1 € R? as in the definition of
DiagAdaGradg (f1:t—1) matches gi,...,9:—1 as in the definition of AdaRegfg (f1:t—1) with a proper
choice of well-order on the subdifferentials used by the oracles. In this case, by defining G;_; =
EI—FZE;% gigiT as in the definition of DiagAdaGrad(fi.;—1), we have G = Diag(Gy—1). Finally, let
H; be as in the definition of AdaRegg(flzt_l), set xy_1 = AdaRegfg(_fl;t_g) = AdaGradX(_flzt_g)
(where the equation holds by induction), and define G := Diag(G;_1) = Gy_1. Then,

1 6.12) A N
Ty = H)I?t (w41 — Higi—1) (612 s v (z—1 — nGY2g;_1) = AdaGrad™ (f14_1). O

Finally, we are in place to prove a regret bound for the Diagonal AdaGrad algorithm.

Theorem 6.4.3. Let C := (X, F) be an OCO instance such that X is a nonempty closed set and
such that each f € F is a proper closed functions which is subdifferentiable on X. Let ¢ > 0,
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let T € N, and let ENEMY be an enemy oracle for C. Suppose there is § € R, such that
0 > sup{ ||u — z||% : u,x € X} and set 7 := 1/0/2 for DiagAdaGrad. Finally, define

(z, f) == OCO¢(DiagAdaGrad™ , ENEMY, T')
and let G € S%, be as in the definition of DiagAdaGrad™ (f). Then
Regret(AdaRegy , f, X) < V20 Tr(G 1/2)

Proof. Define f: R? — (—oco,+00] by f(z) == n? z;jzl[aﬁi # O]x% for each € R? and set ® =
fs +6(-|DY). By Lemma 6.4.2, we have ®(H) = n> Tr(H 1) + 6(H | D?) for every H € S¢, and
AdaRegé = AdaGrad”® if a proper well-order is equipped to the sets used by AdaRegg . In this
case, we only to bound the regret of AdaRegé. For each t € {1,..., T+ 1}, let H;,Gy—1 € S?H be
as in the definition of AdaRegg (f), set G;_1 := Diag(Gy_1) (which matches the definition of G;_;
on DiagAdaGrad™), define Dy := H; ' — [t > 1]H,"}, and let u € R Thus, by Theorem 6.2.4 with
To = x1 we have

T
1
Regret(AdaRegy , f,u) ZHu 3:,5||Dt+1 +3 IélSlD (Gr,H) + ®(H) — ®(H1)). (6.16)
23

Let us bound each of the above terms separately. First, let us show that

Zuu wlb,,, < V2OTHGY?). (6.17)

By the definition of the matrices Hy,..., Hr11 and by Lemma 6.4.2 we have Hy = né:l/z for every
te{l,...,T+1}. Thus, H; and D, are diagonal matrices with positive diagonal entries (the latter
holds since G;_1 > 0). Thus, for every t € {1,...,T 4+ 1} and any v € R?,

d d
VD10 = S 0 (Drsn)is < ol S (Des)is = o] Tr(Disn). (6.18)
i=1 i=1
Therefore, using, among other facts, that Hr,1 = 77G 1/2 by Lemma 6.4.2, we have
T T
Y llu=ailb,, =D (w—z) Deya(u—ar)
t=0 t=0
6.18) L
<Y llu— a3 Te(Depr)
=0
T T
<03 Tr(Dy1) = 0'Tr (Z Dtﬂ)
t=0 t=0
0
— OT( 7_’—51—1) Le. 6.4.2 T (G1/2)
This proves (6.17). Let us now show
min (G, H) + ®(H) — ®(H))) < V20 Tx(G?). (6.19)

d
Hest
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By Lemma 6.4.2, we have that the above minimum is attained by né;lﬂ and Hy = (n/+/e)I since,
by definition, H; € arg minHeSiJr((GO? H) + ®(H)) and Gy = el. Therefore,

min (G, H) + ®(H) = ®(Hy)) = n'Tr(Gy%) + @G %) — (1)
Hesd |
= nTe(Gy{?) + 0 T (G = v/ (1)
<2nTr(G 1/2) V20 Tr (G 1/2)

which proves (6.19). Plugging (6.17) and (6.19) into the regret bound from (6.16) completes the
proof of the statement. O

Again, one may find it hard to find any meaning on the trace in the regret bound in the above
theorem. Since the matrices used by DiagAdaGrad are diagonal, there is a simpler formula for the
trace. Namely, let ¢ > 0, let g € (RY)” for some T € N, and define G == eI + ZtT:1 diag(g:g/ ).
Then, one may verify that

Still, the above formula may not be very informative. Let us prove a proposition similar to
Proposition 6.4.4 which sheds some light into the meaning of the above trace.

Proposition 6.4.4. Let A € S2, ND? Then inf{Tr(X'A): X € S%_, Tr(X) = 1} is attained
by Tr(AY/2)~1AY/2,

Proof. Define a = diag(A). Since A € D%, we have A = Diag(a). Additionally, note that
inf{ (X1, A): X €4, nD% Tr(X) = 1} = inf{ (Diag(x) ", Diag(a)) : 2 € RL, N Ay}
d
:inf{zz xeRimAd}
i=1""

Not only that, we also have that z € R‘i + N Ag attains the last infimum above if and only if
X = Diag(x)~! attains the first infimum above. Define Z € Ay by

o2
Tp= ——— Vi € [d].
d 1/2
2 i1 ai/
Note that
1 1
Diag(x) r 1 Ve Diag(a) Tr(Diag(a) /%) Diag(a) Tr(Al/Q)A .
1= (2
Thus, to prove the statement, it suffices to show that
d w
S i —:zeRL, NAgp. 6.20
T argmm{;xi x Yi d} ( )

Define the convex function c: RY — (—o0, +-0c] by

d
c(x) = Z[xl>0] +5(I|R L), VreR%
i=1
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First of all, note that ¢ is closed. Indeed, c is continuous on RY %, and, for every T € ]Rd \ R? i
liminf ¢(x) = 400 = ¢(7).
T—T
Moreover, note that

29
7

(Ve(z)): = —% Vi€ [d],Vz € RY,.

Thus, for every x € Ay,

—Ve(z)( Za1/2 e —7)=0.

That is, —Ve(Z) € Na,(Z). By the optimality condltlons for minima of convex functions (see Theo-
rem 3.6.2), this implies that Z € argmin,cx, ¢(x), which is equivalent to (6.20). O

Corollary 6.4.5. Let ¢ > 0 and g € (Rd)T for some T € N. Moreover, set Gr = I +
Zthl diag(grg)) and Sy == { X € ST, : Tr(X) = 1}. Then

T
Tr(GY?) = | min <5Tr(H—1)+ZHgty§I1).
t=1

HeSynDd

Proof. Set H = Sy N D% Note that if g € R? and H € D9, then ||g||?, = Tr(Diag(g)H Diag(g)).
Using this fact and Proposition 6.4.4, we have

T T
min <5Tr(H_1) —i—ZHgtﬁIl) = | min (5 (H-1,1) —|—Z’I‘r Diag(g:)H~ lDlag(gt))>
t=1

HeH HeH
S S —1

T
= mln(esH L) —I—ZH lDlaggtgt»)

HeH

t=1
_ 1 2 ~1/2
= glég(H ,Gr) =\ T (G7)

= T (G, O

With the above corollary, we can compare the regret bound for the Diagonal AdaGrad from
Theorem 6.4.3 with the regret bounds for the classic AdaGrad algorithm (Theorem 6.3.2) and with
the regret for the Online Mirror Descent algorithm with adaptive step size (Theorem 6.1.1). As
expected, the regret bound for AdaGrad seems to be better than the one for its diagonal version.
We can see this by comparing Corollaries 6.3.4 and 6.4.5, which show more palatable ways of writing
the traces that appear on the bounds of both algorithms. On Corollary 6.3.4, the minimum is taken
over all positive definite matrices in the spectraplex, while in the minima in above corollary the
search space is restricted to diagonal matrices. Still, the regret bound for the Diagonal AdaGrad
seems to be as good as the one for the OMD algorithm with adaptive step sizes from Theorem 6.1.1.
To see this, recall from (6.13) that we know the (scaled) f2-norm can be written as a norm induced
by d=1I, where d € N\ {0} is the dimension of the problem. Thus, for a value of € > 0 small enough
in the above corollary, we conclude that the norm chosen by the above minimum is as good as the
£o-norm if the goal is to minimize the sum of the norms of the subgradients. However, one problem
appears when trying to compare the regret bound for DiagAdaGrad with the bounds on previous
sections: the diameter 8 € Ry, in Theorem 6.4.3 is w.r.t. the {o-norm, while in previous sections
the fo-norm was used. Thus, more informative comparisons of the these regret bounds need more
information on the set X C R from where the player picks her points.
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6.5 The Online Newton Step Algorithm

Let us look now at an OCO player oracle which attains logarithmic regret with respect to the
number of rounds in problems with some nice properties for the player. As we have discussed on
Chapter 4, if we devise a player oracle to play games where the functions played by the enemy
only need to be closed, convex, bounded, and Lipschitz continuous, then its worst-case regret is
no better than Q(v/T), where T € N is the number of rounds (see [2] for details). Thus, we need
some additional assumptions on the functions played by the enemy if we want to devise a player
oracle which attains logarithmic regret. As we have seen in Section 4.8, if the functions played by
the enemy are all strongly convex, for example, we may attain logarithmic regret by simply using
the FTL algorithm (that is, the FTRL algorithm with no regularizer). At this point, a natural
question is: are there other assumptions on the functions played by the enemy (hopefully weaker
than strong convexity) which make it possible for a player oracle to attain logarithmic regret w.r.t.
the number of rounds? As we are going to see in this section, if the functions picked by the enemy
are guaranteed to be exp-concave, an assumption similar but slightly weaker than strong convexity,
we may devise player oracles which attain logarithmic worst-case regret.

Definition 6.5.1 (a-exp-concave functions). Let o € Ry,. A function f: R — (—o0,+oq] is
a-exp-concave on a set X C R if the function'®

z e R e @ _ 52| X)
is concave. If the set X is not explicitly stated, assume X = R,

The definition of exp-concavity is hardly interpretable by itself. Thus, both for the sake of
our understanding of this property and as tools for later use, let us prove some properties about
exp-concave functions. The first lemma we will prove shows a characterization of exp-concave
function which can be better interpreted.

To better understand the idea behind the next lemma, recall that by Lemma 3.9.5 a function
two-times continuously differentiable function!* f: R4 — R is a-strongly convex on R% w.r.t. the
la-norm if and only if f — §||-[|3 is convex. By Lemma 3.1.1, the latter function is convex if and
only if V2f(x) — ol = 0 for each 2 € R?, that is, V2f(z) = ol for every x € R% Intuitively, this
mean that the at every z € R¢ function is curved in all directions. The next lemma shows a similar
characterization of exp-concavity for two-times continuously differentiable functions. Namely, it
shows that a two-times continuously differentiable function f: R — R is a-exp-concave if and only
if its hessian is positive definite “in the direction of its gradient”. In some sense, this means that f is
a-strongly convex w.r.t. the f3-norm (or curved) on the direction of its gradient.

Lemma 6.5.2. Let f: R? — (—o0,+00] and let X C dom f be a nonempty convex set such
that f 4+ (-] X) is two-times continuously differentiable on X. Moreover, let @ > 0. Then f is
a-exp-concave on X if and only if

V2f(z) = aVf(x)Vf(x)T, Vr e X.
Proof. Define h := e=*/() — §(-| X). Then, for any 2 € X we have
Vh(z) = —ae~ @V f(x) and V2h(z) = 2e @V f(2)V f(2)T — e @21 (2).

130ne may worry that we are using a function which is valued —oo outside of X. Recall, however, that a function f
is concave if and only if —f is convex. Thus, the natural way to indicate points outside of the domain of a concave
function is to attribute —oo to them.

14YWe restrict our discussion to functions which are finite everywhere only to avoid technicalities while we build
intuition.
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By Lemma 3.1.1, h is concave if and only if 0 = V2h(z) for every € domh = X. The latter holds
if and only if, for every x € X,

o’ @OV f(2)Vf(2)T < ae™ @V f(z) <= aVf(z)VF(z)T < V(). m

Let us now look at some examples of exp-concave functions for the sake of concreteness. First,
let us show that the functions from the sequential investment problem defined on Section 2.2.4 are
all exp-concave.

Proposition 6.5.3. Let r RiJr, define the convex set X := {x € R?: 1Tz > 0}, and define the
function f(x) = —In(r'z) + §(x | X) for every x € R%. Then f is 1-exp-concave on X.

Proof. Since x € R? — rTx is two-times continuously differentiable on R%, since o € R, 4 + In(c)
is two-times continuously differentiable on R, and since T2 > 0 for every = € X, we conclude
that f is two-times continuously differentiable on X. Moreover, note that

1 1
Vi(z) = g e and  V2f(x) = (rT:r)ZMT Vo e X.
Therefore, for every = € X,
1 1
2 T _ T T _
Thus, by Lemma 6.5.2 we conclude that f is 1-exp-concave on X. O

The next theorem, which we will use later as a tool to prove regret bounds, shows an inequality
for exp-concave functions which is similar to the inequality for strongly convex functions given
by Theorem 3.9.7. Namely, the latter theorem states that if a closed convex function f: R% —
(—o00, +00] is a-strongly convex and f is subdifferentiable at z € X, then

f@) 2 f@) +9 @ -y + Sz =yl VyeX.Vgeof(a)

The inequality we prove in the next theorem for exp-concave functions is similar to the one above.
The main difference is that instead of the squared norm, the inequality from the next theorem uses
a “local norm”!® based on the gradient of the function. Before jumping into the lemma, we need a
simple result which we prove next.

Lemma 6.5.4. For every a € [—1/4,1/4], we have

—In(1 —«) za—i—i 2,
Proof. For every a € R define
1
f(a) =—In(1—«) and h(a) = a+ Zaz.

Since f(0) = 0 = h(0) and since both f and h are differentiable on [—1/4,1/4], to prove f(a) > h(a)
for every a € [—1/4,1/4] it suffices to prove f'(a) > h/(«) for every a € [0,1/4] and f'(«) < b/ («)
for every a € [-1/4,0). Note that, for every a € [-1/4,1/4], since 1 — a > 0 we have

1

—

f'(a) > h(a) <= 1 21+%a<:>22(2+a)(1—a)

2

e 2>2-—a—-0a? = a’+a>0.

Since a? + a > 0 for every a € [0,1/4] and a? + o < 0 for every a € [—1/4,0), we are done. O

5Note that it is not a norm since the matrix in the inequality is a rank-one matrix.
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Theorem 6.5.5. Let X C R? let ||-|| be a norm on R%, and let & € Ry . Let f: RY — (—o0, +00]
be a closed convex function which is a-exp-concave on X, p-Lipschitz continuous w.r.t. ||-|| on X, and
differentiable on X. Moreover, suppose there is § € Ry such that sup, ,¢ x[|z — y[|* < 6. Finally,

let B € Ry be such that 8 < 3 min{(4pv/0)~!, a}. Then, for any z,y € X and g € 9f(z) we have

Fw) > @)+ V@)@ - 2)+ 5 (@ ) V@) V@)@ ).

Proof. Since 28 < «, we have that f is 28-exp-concave on X. Thus, h = e 28/() 4 0(-]X) is a
concave function. Let x,y € X. Then, by the subgradient inequality,

h(y) < h(z) + Vh(z) (y —2) = e 2810 < ¢728/@) _ 98e=28F@) £ (2)T(y — )
— ¢ W) < 2@ (1 28V f(2)T(y — 2))
— 98f(y) < —28/(z) + In(1 — 28V f(2)T(y — 2)) (6.21)
— f() 2 f(@) = 55 (1 - 25V (@)~ o))

By Theorems 3.5.5 and 3.8.4, we have ||V f(x)||« < p. Hence,

26V /(@) (y — ) < 261V () . o — | < 2800 < 7.
Thus, we can use Lemma 6.5.4 on (6.21), which yields
F0) 2 £(2) = 55 (1 = 28V () Ty - )
> 1(0)+ 55 (28910l - 0) + 126V ()T - 27
= @)+ V@) () + 2 (V@) Ty - a)? 0

Finally, let us describe the Online Newton Step (ONS) algorithm, which was first presented in [37].
We will show that, if the functions played by the enemy are guaranteed to be differentiable and
exp-concave on the set from where the player picks her choices, then the ONS algorithm’s worst-case
regret bound is logarithmic w.r.t. the number of rounds of the game. A player oracle which formally
implements the ONS algorithm is defined in Algorithm 6.5.

One may have noticed some similarities between the above algorithm and the AdaGrad algorithm
we have presented earlier in this chapter. The algorithm still maintains, at each round t € N\ {0}, a
matrix constructed from rank-one updates based on the gradients of previous functions. On the
other hand, how these matrices are used on the iterate updates are slightly different.

As before, let us see how to write ONS as an instance of the AdaReg algorithm. Again, in
order to do so, we will pick a convex function on R¢ and transform it into a function on symmetric
matrices by applying the function only to the eigenvalues (see Section 3.7 for details). Surprisingly,
the meta-regularizer we will use is a multiple of X € Si 4+ —Indet X, a barrier function deeply
connected with interior-point methods [58]. It is very interesting to see this connection, since the
ONS algorithm did not seem to be based on any of the main concepts from interior-point methods
when first proposed on [37].

Lemma 6.5.6. Let > 0, define f: RY — (—o0, +00] by

d
f(z) = —n Z[mZ > 0]lnz; + (x| RL), vz € RY,
=1
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Algorithm 6.5 Definition of ONS* ((f1s---, 1))
Input:
(i) A closed and convex set @ # X C R?,

(ii) Convex functions fi,..., fr € F for some T' € N and F C (foo,+oo]Rd such that f; is
differentiable on X for each t € [T,

(iii) Real numbers n,e > 0 (usually clear from the context).
Output: z741 € X
Define Gg < el
Let {z1} < argmin ¢ x||z||2
fort=1to T do
> Computations for round ¢ + 1
Define Gt — thl + Vft(.l‘t)Vft(J}t)T

T4l H;G(t (2 — TIGt_lvft(xt))
return x4

and set ® := fs. Then,
®(H) = —nlndet(H) and V®H)=-nH '  VHeSi,, (6.22)

and for every G € S¢ | the infimum ianeS‘?H«G’ H) + ®(H)) is attained by nG~!. Moreover, the
function ® is a meta-regularizer and we have ONS* = AdaRegfg for every nonempty closed convex

set X C R? and for every € > 0, where the value of 7 in ONS is the same as in the definition of f.

Proof. Let H € S%, and set A :== AT(H). First, let us show that (6.22) holds for H. By the definition
of fs we have

d d
fs(H)=f(N) =-n) Inx=—nln ][N = —nlndet(H),

i=1 i=1
where in the last equation we used Corollary 1.1.2. Let us now check that ® is differentiable
at H. Define A := Diag(\). By the Spectral Decomposition Theorem (Theorem 1.1.1), there
is an orthogonal matrix Q € R%*? such that H = QAQT. Since f is differentiable on ]Rle_, by
Corollary 3.7.5 we have that @ is differentiable on Si + and that

V&(H) = QDiag(VF(\)Q"T = —nQA'Q"T = —nH .

This ends the proof of (6.22). Let G € S%, . Let us now show that

{nG~1} = argmin((H, G) + ®(H)). (6.23)
Hesd |

Let H € SfiH_. By Theorem 3.6.2, H attains the above infimum if and only if
0=G+VOH)=G-—nH ' «— H=nG"
This proves (6.23).

Let us now show that
® is a meta-regularizer. (6.24)
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Let T € N and g € (R*)T. Moreover, let € > 0 and set Gp_; == eI + ZtT;ll gig9y and Gp = Gp_q +
grgp. Condition (6.3.1) is satisfied by ® since, by (6.23), we know that ianGSiJr (HeGr+ ®(H))

is attained by nG;l. Thus, set Hryq = nG;l and Hp = nG}il. Note that
H;il - Hfl = %(GT —Gr1) = %ng} =0,

that is, ® satisfies condition (6.3.ii), which finishes the proof of (6.24).

Last but not least, let us show that, AdaGrad® = AdaRegfg for any € > 0 and any closed
and convex set @ # X C RY (recall that n > 0 is already given by the statement). Let f =
(fi,..., fr) € Seq((—oo0, +oo]Rd) be such that f; is closed, convex, and subdifferentiable on X for
every t € [T]. Let us show that AdaGrad® (fre—1) = AdaRegé (f1:—1) by induction on ¢ € [T]. Set
x1 = AdaRegg ({)) and let H; be as in the definition of AdaRegg ({)). By (6.23), we know that
Hy, = (n/e)I. Thus,

r1 € argmin||z| ;-1 = argminz' H; 'z = argmin £2'x = arg min||z|2.
zeX ! zeX zeX K rzeX

Since the squared fy-norm is strictly convex (see Lemma 3.9.5), 1 is the unique minimizer of the
above minima and, thus, z; = ONSX(()). Let t € {2,...,T+1} and define z; := AdaRegy (f1.i_1) =
ONSX(f1.i_1) for every i € {1,...,t — 1} (where the equation holds by induction). Moreover, for
every i € {1,...,t —1} let g; e R¢ and G; € SEZH_ be as in the definition of z; = AdaRegg(fl:t,l).
For every i € {1,...,t — 1}, since f; is differentiable on X, by Theorem 3.5.5 we conclude that
gt—1 = Vfi—1(zi—1). Thus, G;_; is the same as the one in the definition of ONSX(flzt_l). Finally,
let H; be as in the definition of AdaRegfg(fl;t_l). Then,
—1
Xy = H? (re—1 — Higi—1) ©29 H;G(t_l(wt—l —nG; Y gi—1) = ONS¥ (fr.i21). 0
Finally, let us show that ONS attains logarithmic regret (w.r.t. the number of rounds) when
playing against an enemy who plays only differentiable and exp-concave functions. Before proving
the regret itself on Theorem 6.5.8, we need to prove a simple lemma to bound the eigenvalues of the
matrices Gy € St which the ONS oracle builds through its iterations.

Lemma 6.5.7. Let T € Ry and g1, ..., 97 € R? be such that ||g;||2 < p for every ¢ € [T]. Moreover,
let € > 0 and set G == el + Y., g:g/ . Then, for every i € [d],

T 2 2 d
N (G) <p*T+e¢ and det(G) < (p°T + ¢)“.
Proof. Let i € [d] and let v € R? be an eigenvector of G associated with )\ZT(G). Then,
T
)\ZT(G)U =Guv=cv+ thgtTv.
t=1
Therefore,
T T
M@)ol = ellvlz + D (g7 0)* < ellvll3 + D llgell3llvl3 < elloll3 + To?|lo13-
t=1 t=1

Dividing the above inequality by ||v||3 (which is nonzero since v is an eigenvector) yields the first
bound from the statement. The bound on the determinant follows directly from Corollary 1.1.2,
which shows that det(G) = [T, A (G). O
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Theorem 6.5.8. Let C := (X, F) be an OCO instance such that X C R? is a nonempty closed
set and such that each f € F is a proper closed convex function. Moreover, suppose that there
is a convex set D O X with nonempty interior such that every f € F is differentiable on int(D),
a-exp-concave on D, and p-Lipschitz continuous on D. Suppose there is § € R, such that
0 > sup{ ||z — ul|3 : x,u € X} is finite. Define

3 1 . { 1 } 1 d d
‘= —min< o, —— o, ==, an €= —.
2 4p\/0 75 U

Finally, let T' € N, let ENEMY be an enemy oracle for C, and define

>

(z, f) == OCO¢(ONS* , ENEMY, T)).
Then,
Regret(ONS¥, f, X) < (1 + p\/§> 4d(14d~ ' +1InT).
o

Proof. Define h: R — (—o0, +00] by

d
h(z) = —n Z[I‘Z > 0] In z;, Vz € RY,
i=1

and set ® := hg. By Lemma 6.5.6, we have ®(H) = —nIndet(H) for every H € S, and AdaRegg =
ONS¥. Thus, we only need to bound the regret of AdaRegé . By Theorem 3.5.5, for every t € [T
we have g; = V fi(x¢), where g; € df;(2;) is as in in the definition of AdaRegg (f). For each t € [T
define f;: RY — (—o0, 4+00] by

fi(x) =V fi(ay) T, Vz € R%,

Let uw € X. Since f; is a-exp-concave for each ¢ € [T], by Theorem 6.5.5 we have

T T
Regret(AdaRegg , f,u) = Y (fi(ae) = fo(w) < D Ve(ae) (w0 —u) § > (Vfula)T (= )

where in the last inequality we have used the fact that, for every ¢ € [T], we have AdaRegg (fi.1—1) =
AdaRegé(j?l;t,l) since Vft(a:t) = Vfi(zy). Foreacht € {1,..., T+ 1}, let H;,Gy;—1 € Sle_ be as in
the definition of AdaRegg (f), and define D; == H; ' — [t > 1]H,",. Thus, by Theorem 6.2.4 with
To = x1 we have

T
~ 1 1
Regret(AdaRegy , f,u) < = |lu—zl|p,., + = min (Gr,H) + ®(H) — ®(Hy)).
2~ 2 gesd

++
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Therefore,

T

Regret(AdaRegy, f,u) < 5 (Zuu 2t = 1Y (Vhilw) (@ — w)?)
t=1 (6.25)
+ % min ((Gr, H) + ®(H) — ®(H1)).
Hes?,

Let us bound each of the above terms separately. By Lemma 6.5.6, we have

Ht—nG‘l_éGt‘l, vte{l,...,T+1}. (6.26)

Hence, D1 = Bel (smce Go = el and, thus, Hy = ¢(B8¢)7'I) and Dyy1 = B(Gy — Giq) =
BV fi(x4)V fr_1(z¢) T for each t € [T]. Thus,

T T T
Yl —ulp,,, = Bellzo —ull3 + 8 (Vfila)" (20— w)? < Beb+ 5 (V fulw)" (20 —u))?
t=0 t=1 t=1

T

T
= Y o —ullp,,, — B (Vilz) (2 — u)?* < Beb.
=0

t=1

Moreover,

min (Gr,H) + ®(H) — ®(H;))
HeSq |

= (Gr,Hr41) + ®(Hr41) — ©(H)
(Te(I) + @(87'G7") — ((Be)'1)) by (6.26),

\Q\'—‘Q\MQ\H‘Q —

(d —Indet(87'G7") + Indet((Be) 1))

(d + Indet(BGr) — In(Be)?) since det(A™1) = det(A)™?

(d“ "o )

d( 2T d
(d +1n W) by Lemma 6.5.7,
B

({709

By the definition of £, we have

; <1+4p\[)<8< +p\f):>215§4<;+p\/§>.

IN

= @l
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Plugging these inequalities into (6.25) and using the definitions of € and 7 yield

Regret(ONSX, f,u) < ;(659 + d (1 + 1n<Tp2 + 1>>>

3 £
— 5 (5+ 50+ mEsto+ )

- (rea(ien(Z 1))

< 215(1 +d(1+1InT))

_ 216(1 +d+dnT)

< <i +p\/§>4d(d1 +1+InT). O

Different from the case of the AdaGrad algorithm, the player needs a lot of prior information
about the problem, such as the Lipschitz and exp-concavity constants, to use the right parameters
so that the above regret bound holds. In spite of this, the above regret is still impressive, since it is
an exponential improvement (w.r.t. the number of rounds) if compared to the regret of AdaGrad.

6.6 Online Gradient Descent for Strongly Convex Functions

On [33], the authors show a diagonal version of the ONS algorithm using ideas similar to the ones
used on Section 6.4 to derive the diagonal version of AdaGrad. However, in the case for diagonal
matrices, to maintain the logarithmic regret bound the functions picked by the enemy need to
satisfy an adapted form of exp-concavity. For the sake of brevity, we will not show how to derive
this algorithm. Instead, we show a result from [33] which uses a similar idea to the one used on
Section 6.4: we will constrain the meta-regularizer from the previous section to be finite only on a
specific set of matrices. However, now we will restrict the meta-regularizer to the set of multiples
of the identity matrix, i.e., the set 1% := { af € S?: a € R}. Interestingly, this yields a strategy to
choose step sizes on the projected gradient descent algorithm which, if the functions played by the
enemy are all strongly convex, is guaranteed to attain logarithmic regret in the worst case. This is
preferable than the FTL algorithm from Section 4.8 since it gives an efficient algorithm, while in
the case of the FTL algorithm it is not clear how to compute it efficiently in general. Even though
one could make the regret analysis of the algorithm we will see in this section using the theorems
from Chapter 5 if one knew beforehand which step sizes to use, it is interesting to see that, in some
sense, the Online Newton Step algorithm is indeed a generalization of the Online Gradient Descent
algorithm for strongly convex functions.

The meta-regularizer which are going to use is the same as the one used in the previous section
restricted to be finite only on I¢. Thus, as we have done in the previous sections, let us prove the
form and some properties of the meta-regularizer we are going to use.

Lemma 6.6.1. Let n > 0, define f: R* = R by

d
fz)=—n 2:[:1:Z > 0] In z;, Vo € RY,
i=1
and set ® = fg + 6(-|1%). Then,

d(al) = —ndlna, Va € Ry, (6.27)
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and for every G € S the infimum ian€Si+(<G, H) + ®(H)) is attained by

dn

I.
Tr(G)
Additionally, ® is a meta-regularizer.

Proof. By Lemma 6.5.6, we know that fs(H) = —nlndet(H) for every H € S%,. Therefore,
® is infinite outside of I¢ and ®(al) = —nlna? = —ndlna for a € Ry, which proves (6.27).
Let G € SEIH. Let us show that

dit = arg min
{Tr(G)I} = H%S‘_f_+ ((G,H) + ®(H)). (6.28)

Since ® is proper and infinite outside of I¢, the above minimum may be attained only by a
matrix in I¢ N Sjl_+. Let @ € Ry,. Since I? is an affine set, we have 1i(I?) = I¢ and, thus, we
have (ri(I4)) Nri(S1,) =19NS?, # @. Hence, by the optimality conditions from Theorem 3.6.2 and
since NSiJr (al) = {0}, we have that &l attains the infimum in (6.28) if and only if 0 € G + 0®(al)
is nonempty. Since ri(dom fs) = S% by Theorem 3.5.4 we have 0®(al) = V(fs)(al) + Ny(al).
Note that

Np(al)={AeS?: (A, (a—a)l) <0,Va R}
={AecS?: (a—a)Tr(A) <0,Ya € R}
= {AeS?: Tr(A) =0}.

Moreover, by Lemma 6.5.6 we have V(fs)(al) = —ZI. Therefore, aI attains the infimum in (6.28)
if and only if there is A € S? with Tr(A) = 0 such that

0=G-1r44 — Tr1—g+a
(0] «

Note that such a matrix A € Ny(al) exists if and only if 2 Tr(I) = Tr(G + A) = Tr(G). Indeed,
note that the sufficiency is clear. To see the necessity, suppose % Tr(I) = Tr(G). Then, by setting
A= —G+ 11, we have Tr(A) = Tr(G) — 2 Tr(I) = 0 by assumption and G + A = ZI. Finally, we
have

nd _ i= 1
- =Tr(G) << a_Tr(G)'

This finishes the proof of (6.28).

Let us now show that ® is a meta-regularizer. Let T € N\ {0} and g € (R*)T. Moreover, let £ > 0,
set Gp_1 = ¢l + Zfz_ll g9y, and G == Gr_1 + ng}. Condition (6.3.i) is satisfied by ® since
by (6.12) we know that ianeSi+(<H7 Gr) + ®(H)) is attained by arl, where ar = nd Tr(Gr)~!.
Set Hyy1 = arl and Hy = ar_11I, where ar_; := nd Tr(Gr_1)~'. Note that

_ _ 1 1 TI“(GT—GT_l)
HTJlrl_HT1:I<_— )=I< nd >

ar  arq
Since Tr(Gr — Gr-1) = Tr(gpgr) = llgrl|3 > 0, we conclude that the above matrix is positive
semidefinite. Thus, ® satisfies condition (6.3.ii). This finishes the proof that ® is a meta-regularizer.
O
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We are in place to prove a regret bound for AdaReg using as a meta-regularizer the function ®
from the previous lemma. Additionally, we will show that the form of its update is the same as the
one of online gradient descent, but with a special choice of step sizes.

Theorem 6.6.2. Let C := (X, F) be an OCO instance such that X C R? is a nonempty closed
convex set and such that each f € F is a proper closed convex function such that f is o-strongly
convex on X w.r.t. ||-||2 and subdifferentiable on X. Moreover, suppose that there is a convex set
D with X C int D such that every function in F is p-Lipschitz continuous on D. Let T € N, let
ENEMY be an enemy oracle for C, and define

2 2
A
T, A O'd7 € d bl
d
h(zx) = —n z:[xz > 0] Inz;, Vo € RY,
i=1

® = hg +6(-| 1),
(z, f) == OCO¢(AdaRegy , ENEMY, T).

Then,
2

Regret(AdaReg, f, X) < 2 (In(T + 1) +9).
g

Additionally, let g; € df;(x;) be as in the definition of AdaRegg (f) for each t € [T]. Then,

oy =T ([t > (21 — auger)), Ve [T, (6.29)

where )
p

— 71 ,
o(p? + Xizillaild)

Proof. Let us first prove the regret bound from the statement. For each t € [T7], define f;: RY — R
by

ay vt € [T].

fi(x) =gl z, Vr e RY,
and let u € X. By Theorem 3.9.7, we have

T T
Regret(AdaRegg, £,u) = > (fulwe) = fi(w) < gl (w0 —u) = 5> llan — ul}
t=1

1 t=

lve = ull3

1
T ~ ~ o T
=3 ) — ) -
t=1 t=1
~ o T
= Regret(AdaRegéa f? U) Y Zth - UH%7
2 t=1

where in the last inequality we have used the fact that, for every t € [T], we have AdaRegg (fr:e-1) =
AdaReg3 (f1.1—1) since V f;(x;) = g; for every i € [T]. Foreach t € {1,...,T+1} let Hy,Gy—1 € SL,
be as in the definition of AdaRegg (f) and define D; := H, ' — [t > 1]H, . By Theorem 6.2.4 with
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To ‘= x1 we have

Regret(AdaRegy, f,u) Zwu—mbm_A—QHHGpH%HMH%JMHm

+
1 , 1
=3 ZHU —2t|p,,, + §(<GT, Hpy1) + ®(Hry1) — ®(Hy)),

where in the last equation we have used the definition of Hp, 1. Therefore,

T T
1
Regret(AdaRegs £,u) < 5 (3 (lu—ailb,,, —o > llu—ail3
t=0 t=1 (6.30)

+(Gr, Hria) + (Hrp) - 9(H))).

Let us prove this bound in two parts. First, let us show that

L 165d
D llu— a3, - UZH“*%Hz (6.31)
t=0

Let t € {1,...,T + 1}. Note that

t—1 t—1 t—1 t—1
TH(Gror) = Te(<1 + 3 gigl ) = Tr(el) + 3 Trlgig]) = ed+ 3 il = 0% + 3 lloul. (6.3
=1 =1 =1 =1

The above equation with Lemma 6.6.1 yields

nd P I p? s
Te(Ge1) oTe(Ge1) o (p? + Tiillgill3)

Moreover, since the functions in F are all p-Lipschitz continuous on D and X C int(D), by
Theorem 3.8.4 we have

Hy =

= ayl. (6.33)

lgtll2 < ps vt € [T]. (6.34)
Therefore,
T
S e — ulld,,, = o7 llzo — ullf + S (azh - o Yller - ul
= =1
T
oed allgell3
= ?Hﬂ?o —ul3 + Z 2 2|z — ul3

asd
Hwo —ull3 + ZUH% — ulf3.
t=1

Thus, it only remains to show that ||z —u|| < 4p/o. Since X C dom f; due to the subdifferentiablity
of f1 on X, we have that dom f N X is nonempty. Since fi; and X are closed and since f; is strongly
convex on X, by Lemma 3.9.14 there is & € X which attains inf,cx fi1(z). Let g € 0f1(Z), which by
Theorem 3.8.4 satisfies ||g||2 < p since f; is Lipschitz continuous on int(D) O X. By Theorem 3.9.7
together with the minimality of Z and with the fact that ||g||2 < p, for every x € X we have

_ T o, _ o,
0< fi(@) = fi(z) <g'(z—x) - DLk z)3 < pllz -zl — PL z|3,
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which implies that ||z — z|| < 2p/o for every x € X. Thus, by the triangle inequality,
4
o = ull2 < llzg = 2ll2 + 1 — ull < £

This ends the proof of (6.31). Now let us show that

P Tp?
(Gr, Hy) + @(Hy ) — 9(Hy) < 2 <1 i m(m + 1)) (6.35)
Note that
6.35) T
Tr(Gr) = antug g sd +Tp?> and  Tr(Go) = Tr(el) = ed.
=1
Therefore,

(Gr,Hry1) + ®(Hpy1) — ©(Hy) = a1 Tr(Gr) —ndInagryy + ndlnag

= a7yl TI“(GT) + nd 111( il >
Q41

(6.33) Tr(Gr)
="nd(1+1
! < i H<T1"(Go)
2 2
- <1+1n<5d+Tp ))
ed
2 2
(1 +ln<1+ Tp>)
ed
This proves (6.35). Plugging into (6.30) both (6.31) and (6.35) yields

1(/16ed = p?
Regret(AdaRegy , f,u) < 2( 0 + 2 <1 +1In < Z)))
o

8£d p?
— 4+ —(1+1

2
<8+ (1+In(1+7) )
ag

SHS!

q\b

< ’;2(9 +1n(1 + 7).

This ends the proof of the regret bound. Finally, let us see that (6.29) holds. Let t € [T]. By (6.33)

we have H; = oI, where oy is positive. Thus, i = 1illllz for every t € [T]. Moreover, using (6.33)
-1
together with the definition of AdaRegg (f) we have x1 € arg minxeXHxHHl_l = H? (0) = H!(HQ( 0)

and )

m =1y (21— Higio1)) = TGP (2 — auger), V€ {2,..., T} O
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Chapter 7

A Genealogy of Algorithms

In the previous chapters we have presented and analyzed many algorithms for online convex
optimization. One may have noticed that, in our presentation, we often derived regret bounds for
an algorithm by showing that it is a special case of another, more general one. This technique of
analysis is not necessarily the simplest one for all the cases and is well-known, with most of the
proofs presented here based on |33, 48]. Still, it shows interesting connections among the algorithms,
revealing a kind of “genealogy” of online convex optimization algorithms. Such connections may
shed light on the reasons behind the effectiveness (or the lack thereof) of certain algorithms in
specific cases. Not only that, it may reveal interesting branches of the genealogy which were not
yet properly investigated. In this chapter, we derive and analyze classical algorithms for online
convex optimization, comment on previously derived algorithms, and discuss the connections made
throughout the text, summarizing them in a hopefully insightful way. Some algorithms that shall be
presented in this chapter may have been derived before in other portions of the text, even if the
algorithm itself was not explicitly stated. In such cases we still prove any statements we make about
the algorithm for the sake of completeness.

On Section 7.1 we discuss the online gradient descent method, first presented in [72], derive
a regret bound for it using the regret bounds from Chapter 5, and discuss the techniques used.
On Section 7.2 we derive the Exponentiated Gradient algorithm, discuss its application to the
experts’ problem (a case in which the algorithm is better known as Hedge [32] or Exponentiated
Multiplicative Weights Update Method [6]) and discuss some confusion regarding the update rule
of the iterates of the Multiplicative Weights Update Method (MWUM). On Section 7.3 we derive
the slightly more general version of the Matrix Multiplicative Weights Update Method from [43]
and prove regret bounds for this algorithm. On Section 7.4 we derive a convergence bound for the
Mirror Descent method for traditional convex optimization from the regret bounds for Online Mirror
Descent algorithms, and discuss the limitations of this technique. Finally, on Section 7.5 we take a
bird’s-eye view of the connections made throughout the text among algorithms for online convex
optimization.

7.1 Online Gradient Descent

The Online Gradient Descent (OGD) method, first proposed in [72], is one of the most well-known
methods for online convex optimization. One major reason for its fame is its inspiration on the
gradient descent method from classic convex optimization (for more information on gradient descent
methods, see [15, 55]). The reader may recall that we have already derived online gradient descent
methods with constant (Proposition 5.2.2) and adaptive (w.r.t. the subgradients) time-varying step
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sizes (see Section 6.1 and Section 6.6). On this section we will look at the Online Gradient Descent
method with arbitrary non-increasing step sizes. The addition of time-varying step sizes makes the
proofs of regret bounds a bit more tedious, but it is informative to describe at least one algorithm
on this chapter with general step sizes. Still, for the sake of simplicity and conciseness, the next
algorithms will be presented with fixed step sizes. On Algorithm 7.1 we define an oracle which
implements the online gradient descent method with non-increasing time-varying step sizes.

Algorithm 7.1 Definition of OGD;\ ((f1, ..., fr))
Input:
(i) A closed convex set X C E,

(ii) Convex functions fi,..., fr € F for some T € N and F C (—oo, +00]® such that f; is
subdifferentiable on X for each t € [T7,

(iii) A non-increasing function n: N\ {0} — R4 4
Output: z741 € X
Let {z1} < argmin_c y||z||2
y1 < 0.
fort=1to T do
Let g; € Ofi(xt)
Y41 < Tt — M1t

II-l2
o1 T2 ()
return xpi

Let us show that the above algorithm is a special case of the Adaptive Online Mirror Descent
algorithm from Section 5.1, and with that we derive a regret bound for OGD.

Theorem 7.1.1. Let C := (X, F) be an OCO instance such that X C E is closed and such that
each f € F is proper and closed, and let n: N\ {0} — Ry be non-increasing. Then, there is a
mirror map strategy R: Seq(F) — (—o0,4+00]F for C such that AdaOMD# = OGD%( in the case
where both oracles use the same well-order on the sets they use in their definitions. In particular,
suppose there is a nonempty open convex set D O X such that f € F is p-Lipschitz continuous
on D w.r.t. ||| and suppose there is # € R, such that sup{ ||z —y||2: =,y € X} < 0. Then, if
w: N\ {0} = Ry is given by p; =1 and

i ::; 2(t011) e N\ {0,1}, (7.1)

then, for any T' € N and any enemy oracle ENEMY for C we have
Regret(OGD,\, ENEMY, X) < pv/20T.
Proof. Set R := £||-|3 and define R: Seq(F) — (—00, +00]® by

1 1
R(f) = <—[t>1]>R, Vf e Fi vt e N.
Mt Nt—1
Let us show that
R is a mirror map for C. (7.2)

Let t € N and f € F'. Since 7 is non-increasing, we have v, == 1, * — [t > 1|5}, > 0. Thus,

since R is a proper closed convex function which is differentiable on E, we have that R(f) = R
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is also a proper closed convex function which is differentiable on E. Moreover, note that R; :=
Ele R(fi4-1) =mn; 'R. Since n; > 0, by Lemma 5.2.1 (which shows properties of the scaled squared
¢3-norm when used as a mirror map), we have that R; is a (1/n;)-strongly convex (w.r.t the f-norm)
mirror map for X. This proves (7.2). Now, suppose OGfo and AdaOMD% use the same well-order
on the sets in their definitions. Let us show that

OGD;" = AdaOMD3, . (7.3)
Let T € Nand f € FI'. If T =0, then

[OGD (())} = arg min|z]z = arg min 5L |z} = argminn; ' R(z) = {AdaOMDE(()}.
zeX zeX zeX
Suppose now T' > 0, and set zp = OGD,]X(fLT_l) = AdaOMD%(fl;T_l), where the equation holds
by induction. Set Rpiq = Z;‘F:Jrll R(fi:¢—1) as in the definition of AdaOMD%(fl:T_l), and let the
points yr41, 2741 € E and gp € 0fp(zr) be as in the definition of AdaOMD%(f) (which matches
gr € Ofr(xr) as in OGfo (f) by the well-order assumption). By the definition of R, we know that
Ry = n;ilR. Thus,
1 1

VR(%‘T) —4agr =
NTr+1 NTr+1

yr4+1 = VRryi(zr) — g7 = TT — gr-

Finally, by Lemma 5.2.1 about the squared f-norm mirror map, we have VR}. ,(y) = nry1y for
any y € E. Therefore,

R \ .
w1 = I (VR (yr1)) = DR (nriyra) = T2 (27 — nry197) = OGDY (£).

This proves (7.3).

For the regret bound, suppose there is a convex set D O X with nonempty interior such
that each f € F is p-Lipschitz continuous on D w.r.t. ||-||2, suppose there is § € Ry such that
sup{ |z —yl3: 7,y € X} <0, and let u: N\ {0} — (—o0, +c] be defined as in (7.1). Let T € N,
let ENEMY be an enemy oracle for C, and define

(z, f) = OCO¢(OGD;, ,ENEMY,T).

Finally, let g; € Of;(2¢) be as in the definition of OGfo(f) for each ¢ € [T] (which match g, € 0fi(x¢)
as in AdaOMDZ (f) for each ¢t € [T] in the case where both oracles use the same well-order on
the subdifferentials they use). By Theorem 3.8.4, ||g:||2 < p for each ¢ € [T]. Additionally, for any
t € [T] we have that St R(f1.i-1) = p; 'R is (y; ')-strongly convex w.r.t. the fo-norm since R
is 1-strongly convex w.r.t. the o-norm. Therefore, by (7.3) together with the regret bound from
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Theorem 5.4.3 yields, for any v € X and zg := z1,
Regret;(OGD;\, ENEMY, u) = Regret;(AdaOMDz , ENEMY, u)

IN
e
t
N\
| —

|

~

V

=

>BR w, 311) Zmlngt\b

t=1
T+1

1 1 1 1
<5 s — lu— 12+ = 5
P (ut [ ]ut1>H“ x5 + 5 ;Mt+1”gt|y2
<
- 2MT+1 2 ZMH
_ p\/m GET: 1

2 V2 Vit

Le. 4.6.2
2 pV 20T p\/ or _ V20T,
2 V2

The above regret bound is Q(v/T), where T € N is the number of rounds of the game. This was
expected since all the bounds derived in Chapter 5 for the case of Lipschitz continuous functions are
of same order, and since this is the best possible regret bound in the worst case [2] when considering
only Lipschitz continuous functions. Actually, it is interesting to note that the OGD oracle is
practically oblivious to any additional properties of the functions it receives as input.

For example, let C := (X, F) be an OCO instance, let T € N, and let f € F be such that f; is
differentiable on X for each ¢ € [T']. Moreover, let n: N — R, be non-increasing and define

O

xt = OGDy(f1:4-1) vt e [T].

Finally, for each ¢ € [T] define f;(z) == V fi(x¢)Tz. Since Vfi(z;) = Vfi(x;) for every t € [T], we
have

OGD??(fl:t—l) = OGD??(<f17 ) ft—1>)7 Vit € [T]

With the above equation, one may see that regardless of the functions on the sequence f being
strongly convex or not (for example), the iterates from OGD will be the same. This behavior is
distinct from the AdaFTRL oracle, for example, on which the properties of the functions (such as
strong convexity) given as input may drastically affect the iterates. In spite of the above discussion,
we are still able to prove regret bounds for online gradient descent which break the Q(7") barrier for
some special cases, such as in Theorem 6.6.2 which shows a special case where AdaReg is an instance
of OGD for strongly convex functions which attains logarithmic regret. In such cases, one usually
needs to upper-bound the regret of the functions fi,..., fr by the regret against their linearized
counterparts minus some factor yielded by the additional properties of the functions fi,..., fr. One
may see that this is exactly what happens on Theorem 6.6.2.

7.2 Exponentiated Online Gradient Descent and Hedge

Let us now derive another classic algorithm from the online learning and online convex optimization
literature (and which we have already derived previously in the text) known as FEzponentiated
Gradient algorithm [44], designed for OCO instances in which the player has to pick points in
the simplex, a common problem in online learning. An oracle which formally defines it is given
on Algorithm 7.2.
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Algorithm 7.2 Definition of EXpOGDn(<f1, ce fT>)
Input:
(i) Convex functions fi,..., fr € F for some T' € N and F C (—oo,+oo]Rd such that f; is
subdifferentiable on Ay for each ¢ € [T7],

(ii) A scalar n € Ry
Output: zp € Ay
Let 1 + d~'1 and set
fort=1to T do
Let g; € Ofi(x)
for i =1 to d do
Yi1(7) = ye(2) exp(—nge (i)

1
L1 < Ty Y+t
return rp

Let us now show that the exponentiated gradient algorithm is a special case of the Lazy Online
Mirror Descent algorithm from Section 5.5 with negative entropy as a mirror map. Interestingly, in
this case, eager and lazy online mirror descent are equivalent, and this is easily shown by using the
result from Section 5.6.

Theorem 7.2.1. Let F C (—o0, +oo]Rd be a set of proper closed convex functions such that each
f € F is subdifferentiable on Ay, define the OCO instance C := (A4, F), and let n € R4 4. Finally,
define .
1
R(z) = — Z[xz > 0]a; Inz; + 0(x | Ri), Vz € R?

i=1
and suppose the oracles EOMD%, LOMD<%, and ExpOGD,, use the same well-orders on the sets
they use in their definitions. Then EOMD% = LOMD% = ExpOGD,,. In particular, suppose there
is a nonempty open convex set D O X such that each f € F is p-Lipschitz continuous on D w.r.t.

||I]l1. In this case, for any T' € N if we set
_ 1 /2Ind
= p T ’

then, for any enemy oracle ENEMY for C we have

Regret, (ExpOGD,,, ENEMY, Ay) < pv2T Ind.

Proof. Let us show that
R is a mirror map for A4 which is differentiable on R% | and such that EOMDﬁd = (7.4)
LOMDZ.
By Lemma 5.2.3, we know that R is a 1-strongly convex w.r.t ||-||; on Ay mirror map for Ay.
Moreover, by Corollary 3.2.3 we have riA; = {z € R?: ||z||; = 1,2, > 0 for i € [d]} = AgNRY, =
AyNint(dom R). Thus, by Theorem 5.6.1 together with the well-order assumption we have EOMD% =
LOMDZ. This ends the proof of (7.4). Let us now show that

LOMDy% (f) = ExpOGD, (f),  Vfe€ F' VT €N.
Let us prove the above claim by induction on T € N. So, suppose 7' = 0. Note that VR(d~'1) =
(1 + Z?:l e;lnd™1) =n71(1 —Ind)1. Thus, for any x € Ay we have VR(d~'1)T(z —d~'1) = 0,
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that is, VR(d"11) € Na,(d711). By the optimality conditions from Theorem 3.6.2 together with
the strict convexity of R, we conclude that

{LOMD% (())} = argmin R(z) = {11} = ExpOGD,,(())
z€EAy
Now let T € N\ {0} and f € F'. Define xr := LOMD (f1.7—1) = ExpOGD, (f1.7—1), where the
equation holds by induction, and let y7,; € R? be as in the definition of LOMD% . By an easy
induction, we have that yr, 1 = — Zthl gt Moreover, define v/ 41 € Rff_ 4 by

Y1 (i —exp( nzgt ) Vi € [d].

Again by an easy induction, one may check that /. y1isequaltoyri1 € R? as defined in EXpOGDn( )
Note that

T d T
VR (yr+1) = ( Z ) = Z € eXP(—ﬁth(i) - 1)
t=1 t=1

i=1
/ 1 /
= Z eiypp1exp(—1) = U1
i=1

Since Hﬁd(y) = HyHl_ly for any y € le_+ by Proposition 3.11.5, we have

1 1
LOMDﬁ(f) = H%(VR*@T+1)) = H§ (gy/TH) = m?fTﬂ = EXPOGDn(f)-
T+1
This ends the proof of (7.2).
For the regret bound, suppose there is a nonempty open convex set D 2 X such that each f € F
is p-Lipschitz continuous on D w.r.t. ||-||1. Moreover, let T' € N, let ENEMY be an enemy oracle
for C, and define p as in (7.2.1). Since EOMDy = LOMD%, the regret bound from Corollary 5.4.4

for EOMD% directly yields
Regret,(ExpOGD,, ENEMY, X) = Regret(EOMD%, ENEMY, X) < pV2T Ind. 0.

When the ExpOGD algorithm is used on the randomized experts’ problem, that is, against linear

functions in the class
F={zeRlg'z:ge[-1,1]%},

the algorithm is better known as Hedge [32]| or (Ezponentiated) Multiplicative Weights Update
Method (MWUM) [6]. In fact, algorithms with different kinds of per-round updates of the iterates
are sometimes denoted simply as “Multiplicative Weights Update Method”. Thus, it is worth
understanding which of these different versions of the MWUM algorithm fit our genealogy.

Let m € Ry, let mo,m3 € (1,1/2], let g; € [~1,1]%, and let x4, 2,11 € Ag. There are three major
kinds of iterate updates which are said to be the iterate update rules of the Multiplicative Weights
Update Method!:

Tiy1(i) = x4 (i) exp(—m19:(4)), Vi € [d], (7.5)
o Ja@@-m)e@, it g@) =0

Tt (i) = {xt(z)(l il ey el (7.6)

Toy1(i) = 2 (0) (1 — 139:(2)), Vi € [d]. (7.7)

!We are omitting the normalization factor present on all of them for the sake of simplicity.
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The update rule derived in this section matches the one from (7.5). On [43], Satyen Kale calls by
MWUM the algorithm with iterate updates as in (7.6), while in [6] MWUM is the algorithm with
updates as in (7.7). It is important to note that on a remark after [43, Theorem 2| Kale already
says that the update on (7.7) yields (with almost the same proof) the same bounds as the updates
from (7.6) and are “easier to implement”. This comes from the facts that (1 —72)® < 1 — o« for any
a € [0,1] and that (1 +72)"* <1 —mea for any o € [—1,0), which are used in the proofs of regret
bounds on [6, 43]. Moreover, one may argue that the update rules from (7.5) and (7.7) are usually
not that different in the experts case since 1 — o &~ e~ for small values of « € [0,1]. However, it is
not clear if it is possible to obtain updates rules as in (7.6) or (7.7) from any of the more general
algorithms from the text (AdaFTRL, AdaOMD, and AdaDA). That is, these update rules seem to
be isolated in our genealogy. Not only that, on [6] the regret bounds? they obtain with (7.5) and
(7.7) are slightly different, and in some of the applications they look at, using (7.7) leads to sharper
results. Thus, it would be very interesting to discover a way (if any) to obtain the update rule (7.7)
from AdaFTRL, AdaOMD, or AdaDA.

7.3 Matrix Multiplicative Weights Update Method

In this section, let us derive the Matriz Multiplicative Weights Update Method (MMWUM), an
algorithm proposed® by Kale [43] with many application such as solving some kinds of semidefinite
programs |7, 43| and graph sparsification [3, 20, 43]. The MMWUM algorithm relies on exponential
updates similar to the ones from the previous section. Not surprisingly, we will need to define matrix
exponentials. Thus, let us first define and describe some properties of the matrix exponential (and
of the matrix logarithm).

Define the matrix exponential function exp: S* — S by

| —

exp(X) = Z Xk VX € s
k=0

o

!

A natural question is whether the above series converges for any symmetric matrix since, otherwise,
the above definition would not make much sense as it is. Fortunately, this is exactly the case.

Proposition 7.3.1 ([34, Proposition 2.1]). For every X € S? the series
o0

1
>
k=0 "

converges and exp(-) is a continuous function on S%.

-~

It is easy to see that the exponential of diagonal matrix A € S¢ is simply a diagonal matrix
with the diagonal entries exponentiated. However, for general symmetric matrices, matters get
complicated. Known rules which hold for the function a € R — e®, such as e**? = e®e? for any
a, B € R, do not always hold in the case for matrices. The following proposition summarizes the
main properties of the matrix exponential.

2The regret bound for the Hedge algorithm from [6, Theorem 2.3] is slightly different and sharper than ours. This
regret bound can be seen as using “local norms” to measure the subgradients instead of fixed norms. For details and
for a proof of a regret bound for Hedge using local norms, see [67, Section 2.8].

30ther versions of the same algorithm had already been proposed previously. Thus, it is not accurate to say that
Kale was the first to propose this method. For historical details, see [43].
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Proposition 7.3.2. [34, Proposition 2.3] Let X,Y € S? Then,
(i) exp(0) =1,
(ii) exp(X) is invertible and exp(X)~! = exp(—X),
(iii) for any a, 8 € R, we have exp((a + §)X) = exp(aX) exp(5X),
(iv) if XY =YX (i.e,, X and Y commute), then exp(X +Y) = exp(X) exp(Y) = exp(Y) exp(X),

(v) if U € R¥*? is invertible, then exp(UXU 1) = U exp(X)U L.

Now that we have the notion of matrix exponential, we may properly define the notion of matriz
logarithm.

Theorem 7.3.3 ([34, Theorem 2.17]). For every X € S% there is an unique symmetric matrix
In X € S% such that X = exp(In X). Conversely, for every X € S? we have exp(X) = 0.

For every X € Si ., the logarithm of X is the unique matrix In X' € S? such that exp(In X) = X.
The above theorem guarantees the existence of the logarithm of positive definite matrices. However,
we have not yet seen ways to write the exponential and the logarithm in ways which are easier to
handle and manipulate in proofs. The following corollary gives us a way to look at the exponential
and the logarithm of a matrix as functions which simply act on the eigenvalues of the matrix.

Corollary 7.3.4. Let X € S? and let Q € R%? be an orthogonal matrix such that X =
Q Diag(A\T(X))QT. Then exp(X) = Q Diag(u)QT where p € R?, is given by

i = eAiT(X), Vi € [d].

Moreover, if X = 0, then In X = Q Diag(w)QT, where w € R? is given by
=\ (X), Vield.

Proof. Define \ := AT(X). Since p; = exp();) for each i € [d], we have exp(Diag(\)) = Diag(u) by
the definition of exp(-). Moreover, by Proposition 7.3.2 item (iv) we have

exp(Q Diag(A)Q") = Q exp(Diag(1))Q" = @ Diag(1)Q".

Suppose X > 0 and define Y := Q Diag(w)Q". By In X =Y. Note that exp(w;) = exp(In ;) = ;.
Therefore, exp(Diag(w)) = Diag(A). Again by Proposition 7.3.2 item (iv), we have

exp(Q Diag(w)Q") = Q exp(Diag(w))Q" = @ Diag(\)Q" = X.
That is, exp(Y) = X and, thus, n X =Y. O]

Last but not least, let us show a property of matrix logarithms which shall be useful later on.
We skip the statement /proof of more properties about matrix logarithms for the sake of conciseness.

Corollary 7.3.5. Let X € S?H and o € Ry,. Then

In(aX) =X+ (Ina)l.
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Proof. Define A := AT(X). By the Spectral Decomposition Theorem (Theorem 1.1.1), there is an
orthogonal matrix @ € R%? such that X = @ Diag(A\)QT. Define w € R? by w; := In()\;) for each
i € [d]. Since In(a\;) = In(a) 4+ In(\;) for each i € [d], by Corollary 7.3.4 we have In(Diag(a))) =
In(a)I 4+ Diag(w). Therefore,

In(aX) = QIn(Diag(a)))Q" = Q((Ina)I + Diag(w))QT = (Ina)I + Diag(w). O

Finally, we are able to define the Matrix Multiplicative Weights Update Method formally. We
define a player oracle which formally implements this algorithm on Algorithm 7.3.

Algorithm 7.3 Definition of MMWUMn((fl, ce fT>)
Input:
(i) Convex functions fi,..., fr: S — (—o0, +00] for some T' € N such that f; is subdifferentiable
on Sy for each t € [T,

(ii) A scalar n € Ry
Output: X7, € Sy
Set X7 <+ éIES‘iJr
fort=1to T do
Let G; € ﬁft(Xt)
Yi1 < exp(—n Y ', Gy)
X1 ﬁﬁﬂ
return X7

Interestingly, we can derive Algorithm 7.3 from the Lazy Online Mirror Descent algorithm
from Section 5.5 using as a mirror map a matrix analogous of the negative entropy used to derive
the Exponentiated Gradient algorithm. Interestingly, in the matricial case, the negative entropy is
strongly convex with a kind of ¢1-norm for symmetric matrices: the Shatten £1-norm.

Formally, the norm ||-|| g1 S? — (—o0, +oc] given by

IXIlsqy = IN (X, vX es,

is known as the Shatten /i-norm. As expected, the results we shall derive will depend on the
norm dual to the Shatten ¢1-norm. The next lemma shows that such a dual norm is the operator
norm induced by the fo-norm on R

Lemma 7.3.6. The dual norm of ||-||s() on S% is the operator norm ||-[|s.

Proof. Let [|-[g(1),« be the dual norm of [|-[g1). By Theorem 3.8.2, we have that (%HH%(I))* =
%H'”%g) .- Note that* |||ty = (||-l1)s, where ||-||1 is the £1-norm on R?. Moreover, by Theorem 3.7.2
we have (fs)* = (f*)g for any proper and symmetric function f: R? — (—o0,4-00]. Thus,

GlEa)™ = (GIHD)s = Gl-3)s = 51113,

where the second equation holds by Lemma 3.8.3 and in the last equation we have used Lemma 3.8.6,
which says that || A2 = [|AT(A4)]|co- O

The next theorem, due to Ben-Tal and Nemirovski [14], shows that the matrix negative entropy
is strongly convex on the spectraplex Sq := { X € SZ : Tr(X) = 1} w.r.t. to the Shatten ¢1-norm.

“Recall from Section 3.7 that, for any symmetric function f: RY — (—o0, +oc] we define fs(X) = f(AT(X)) for
every X € §%.
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Theorem 7.3.7 ([14, Section 6.2]). Define R: S — (—oc, +00] by

d
R(X) =Y [A(X) >0\ (X)InAl(X) +6(x[s}), vXxes?
=1

Then R is (1/2)-strongly convex on Sg w.r.t. ||-|ls(1)

Let us now show some properties of the negative matrix entropy which will be useful when
deriving regret bounds for the MMWUM algorithm.

Lemma 7.3.8. Let n € R, and define R: S — (—o0, +00] by

d

R(X) = ;Z[AJ(X) >0 (X)) ImAT(X) +0(x|sL),  vXx esh
=1

Then,
(i) R is a proper closed strictly convex function,
(ii) VR(X)=n"'(I 4+ InX) for every X € S,
(iii) Hgd (X) = ﬁX for every X € S¢_,
(iv) R*(X*) = %Zle exp(nAzT(X*) — 1) = Tr(exp(nX* — 1)) for every X* € §%,
(v) VR*(X*) = exp(nX* —I) for every X* € S .

Proof. Let us prove (i). Define r(x) = Zle[xi > OlziInz; + 6(-|RY) for every » € R? and
set 7’ == n~1lr. Note that R = (1')s. By Lemma 5.2.3, we know that 7 is a mirror map for A,.
In particular, r’ is a proper closed strictly convex function. Thus, by Corollary 3.7.3 we have that
(r")s = R is a proper closed convex function. Additionally, strict convexity of R follows directly from
the strict convexity of 7/, finishing the proof of (i).

For (ii), note that Vr/(x) = 5~ 1(1 + Zle eilnz;) for every x € R%,. Thus, (ii) follows
from Corollary 3.7.5.

For (iii), we need only apply the optimality conditions for Bregman projections from Lemma 3.11.4.
Namely, let X € S?, and define X := Tr(X) !X. Lemma 3.11.4, X = II¥(X) if and only
if VR(X) — VR(X) € Ns,(X). Note that, for every Y € Sy,

(VR(X) - VR(X),Y = X)=LInX —n X,V - X)

CrdS? Lim X — In(Tr(X)I - n X, Y — X)

= —LIn(Te(X)) Te(Y - X)
= —5 In(Tr(X))(1 —1) = 0.

That is, VR(X) — VR(X) € Ng,(X).

Let us now prove (iv). Let X* € S? Recall that R = (r')s = (r’)g. By Theorem 3.7.2,
R* = ((r")*)ga. By Proposition 3.4.4 together with, we have (')*(a*) = Zz—l exp(nz} — 1), which
proves (iv).

Finally, (v) follows from Corollary 3.7.5 together with the fact that V7/(2*); = €™i~! for
every i € [d]. O
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Before jumping to the regret bound, let us show that the matrix negative entropy is indeed a
mirror map for the spectraplex.

Proposition 7.3.9. Let n € R, and define R: S — (—o0, +00] by
d

R(X) = ;Z[AJ(X) S AT (X) A (X) + 6(X|S%), VX e s,
i=1

Then R is a mirror map for S; which is differentiable on S‘i 4
Proof. From Lemma 7.3.8, we already know that
e R is closed, convex, and strictly convex from (i),
e R is differentiable on S, from (i),
e for any Y € S?_, the infimum infy g« Br(X,Y) is attained by a matrix in S¢ from (iii).

Thus, it only remains to shows that
{VR(X): X eS%,} =5

Let X* € S?. By Lemma 7.3.8, VR*(X*) = exp(nX*—1I), which is positive definite by Corollary 7.3.4.
Thus, R is differentiable at VR*(X*). Moreover, by Corollary 3.5.6 we have VR(VR*(X*)) = X*.
That is, for every X* € S¢ there is Y := VR*(X*) € S¢ such that VR(Y) = X*. O

Finally, we are in place to prove a regret bound for the MMWUM algorithm. We first show that
MMWUM is equivalent to the LOMD algorithm with mirror map the matrix negative entropy (with
a scaling factor). The regret bound for the MMWUM method follows easily from the regret bound
for LOMD from Corollary 5.5.3.

Theorem 7.3.10. Let F C (—o0, +oo}Sd be such that each f € F is subdifferentiable on S, define
the OCO instance C = (Sq, F), and let n € R4 . Moreover, define

d
R(X) =Y A(X) >0\ (X)mAl(X) +5(x[s1), vXes
=1

set R = %R, and suppose LOMD‘;‘? and MMWUM,, use the same well-orders on the subdifferentials

in their definitions. Then LOMD}S%‘? = MMWUM,,,. In particular, suppose there is a nonempty open
convex set D 2 Sy such that each f € F is p-Lipschitz continuous on D w.r.t. |-[g(1). In this case,
for any T' € N\ {0}, if we define

vind - hd R’ = 1R, (7.8)

[L = .
ovVT 1

then, for any enemy oracle ENEMY for C we have

Regret;(MMWUM,,, ENEMY, Ag) < 2pvT Ind
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Proof. Define for every X € S‘i +. By Proposition 7.3.9, R is a mirror map for §4. Let us now show
that LOMD%} = MMWUM,,. Using Lemma 7.3.8 we have, for any ¥ € &,
1—1Ind

1
—(VR'(AD), Yy - 1I) = —%<I+ Inl—(Ind)I,Y — 1I) = — nd (I,Y = iI) =0.

That is, —VR’(%I) € Ngd(éI). Thus, by the optimality conditions from Theorem 3.6.2 together
with the strict convexity of R’ we have

{LOMDz% ()} = arg min R(X) = {41} = {MMWUM,(())}. (7.9)

Let T € N be such that 7 > 0 and let f € FT. Moreover, for each t € [T] define X; =
LOMDR, (f1:t—1) = MMWUM,)(f1.4—1) (where the equation holds by induction), and let Gy € f:(X;)
be as g; in the definition of Xp 1 = LOMD%,(f) (which matches Gy as in the definition of
MMWUM,,(f) due to the well-order assumption). Finally, let Y71 == — 3. G} (which matches
the definition of yr1 in LOMD<,(f)). Note that

VR*(Yri1) = exp( ZGt ) = exp(—niGO exp(—1) fexp< ZGt>

where the second equation holds by Proposition 7.3.2 since —I commutes with —n Ethl Gt. Thus,

X1 =I5 (VR (Vr41)) = T (exp(—n sz ¢:)) " exp( ZTj G1) = MMWUM, (f).
t=1 t=1

This completes the proof that LOMD%, = MMWUM,,.

For the regret bound, suppose there is a convex set D O Sy with nonempty interior such that
each f € F is p-Lipschitz continuous on D w.r.t. [|-|[g(1). Moreover, let T' € N\ {0}, define y and
R"” as in (7.8), and let ENEMY be an enemy oracle for C. By Theorem 7.3.7, R is (1/2)-strongly
convex on Sg w.r.t. ||-||s1). Moreover, for every U € 8y, since AT(U) > 0 and 1TAT(U) = Tr(U) =1

we have In )\ZT(U ) <0 for each i € [d], which implies R(U) < 0. Moreover, from (7.9) we have that

d
. 1
Xlgng(X) 5 gg < )-—lnd.
Therefore, sup{ R(U) — R(X) : U, X € S4} < Ind. Finally, by setting # := Ind and o := 1/2 we have

gl VT VT p\f
w vind v2olnd V2

Hence, by the regret bound for LOMD<, nr from Corollary 5.5.3 we have

Regret,(MMWUM,, ENEMY, S,) = Regret;(LOMD3,, ENEMY, S;)

1207
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7.4 Offline Algorithms

As one may have already noticed, there are major similarities between some OCO algorithms and
some classic optimization methods such as gradient or mirror descent methods. Thus, one may
wonder whether we can use OCO algorithms in classic (convex) optimization. In methods for classic
optimization which rely only on first-order information (values and subgradients of the function we
are looking at), we are usually interested in finding a point with approximates the infimum with
a fixed precision®. That is, given a single proper convex function f: E — (—o0, +00], a nonempty
closed convex set X C E, and a precision € > 0, we want to find a point £ € X such that

f(@) - inf f(z) <e.
In such cases, we are interested in the number of iterations/rounds needed to obtain a precision
of e > 0.

It turns out that we can indeed recover the classic Mirror Descent algorithm from classic convex
optimization (see |4, 13, 18] for details about the classic mirror descent algorithm and historical
references). Moreover, we can obtain convergence guarantees almost directly from the sub-linear
regret bounds we have for Online Mirror Descent algorithms. On Algorithm 7.4 we define a
function/oracle which implements the Mirror Descent algorithm for convex optimization.

Algorithm 7.4 Definition of MDy% (f,T)
Input:
(i) Number of steps T' > 0,

(ii) A nonempty closed convex set X C E,
(iii) A closed convex function f: E — (—o0,4+00] such that f is subdifferentiable on X,
(iv) A mirror map R: E — (—o0,400] for X.
Output: z7 € X
{1} - argmin, ¢y R(z).
fort=1to7T —1do
Let g1 € Of (x4)
Yr1 < VR(ze) — gt
ey (VR (yes1))

1 T
return ),y

Given a proper convex function f: E — (—o0, +00], a nonempty closed convex set X C E, a
mirror map R for X, and a number of iterations T' € N, the above algorithm performs 7" rounds of
the (online) mirror descent algorithm, and returns the average of its iterates. In the next theorem we
show a convergence bound for the algorithm from Algorithm 7.4. Interestingly, the proof is almost a
direct application of the convexity of f together with the regret bound for the EOMD algorithm
from Corollary 5.4.4.

Theorem 7.4.1. Let X C E be convex and closed, let f: E — (—o0, +00] be a proper closed convex
function which is subdifferentiable on X, and let R be a mirror map for X. Moreover, let ||-|| be a
norm on [E such that

°It is worth noting that this is not the only goal optimization methods focus on. For example, some methods on
finding a point whose euclidean distance with a global minimizer is as small as we want.
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e f is p-Lipschitz continuous w.r.t. ||-|| on a nonempty open convex set D O X, and
e R is o-strongly convex w.r.t. |-|| on X.

Finally, suppose there is § € Ry such that sup{ R(u) — R(z) : v € X,z € X Ndom R} < 0, and
suppose inf,ecx f(z) is attained. Then, by setting

1
n = and R = —-R,
p\/f n

for any T € N with T" > ";2—329 we have

fMDZ(f,T)) — min f(z) < e.

zeX

Proof. Let T € N\ {0} and for every t € N define f® := (f,..., f) € {f}!. For each t € [T] equip
to the subdifferentials used on the definition of EOMD%( F=1) the same well-order used on the
subdifferentials on the definition of EOMDz,(f~1)). Moreover, define z; := EOMD%,(f*1). In

this way, we have

*th MDR’ fa )

Finally, let z € X attain inf,cx f(x). Using the regret bound from Corollary 5.4.4 for EOMD% and
the convexity of f, we have

T T
FOMDE(.T) ~ 1) = (7 3 w) — 1@ < (3 () — ()
t=1 t=1
= %Regret(EOMDgl, f(T),x*) <p 02—9.
Thus, if ¢ > 0 and T > £, (MDD, (f,T)) — f(2) <e. 0

The above result recovers the traditional convergence bounds for mirror descent (see, for exam-
ple, [18, Theorem 4.2]). Indeed, from the above proof one may see that from any OCO algorithm with
a O(VT) regret bound (where T is the number of rounds of the game) we may derive an algorithm for
classic convex optimization (by computing the average of the iterates) which converges to a solution
with a precision of € > 0 in roughly O(E%) iterations. As we have already seen, using the squared
/y-norm as a mirror map yields the (sub)gradient descent method, and the convergence rate of O(E%)
matches the known convergence rates for the subgradient descent method [18, Theorem 3.2|. However,
it is known that gradient descent for strongly smooth functions, for example, converges (with properly
chosen step sizes) to a solution of precision € > 0 in O(2) rounds [18, Theorem 3.3]. If we were to
derive such a convergence rate using a proof method similar to the one from Theorem 7.4.1, it seems
we would need to have a regret bound of O(1) w.r.t. the number of rounds since the convergence
rate we get is O(Rp/T'), where Ry is the regret of the algorithm on a game with 7' € N\ {0} rounds.
Thus, it seems that trying to obtain convergence rates for convex optimization methods directly
from regret bounds for their online counter parts has major limitations.
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' Thm. 7.2.1
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AdaOMD —5 EOMD T
| Thi 711 Thm. 7.4.1
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AdaReg v
AdaCrad Thm. 6.3.2 | [ Thm. 662 0GD

Thm. 6.4.3

Diagonal
AdaGrad

Figure 7.1: A graphic representation of the connections among algorithms described throughout the
text.

7.5 A Genealogy

On Figure 7.1 we present a schematic representation of the connections drawn among algorithms
throughout the text. On the figure, an arrow from an algorithm A to B means that B can be written
as a special case of A.

From Figure 7.1 it is clear that we can trace back all the algorithms present on the figure to
the AdaFTRL algorithm. This fact is also reflected on the regret proofs we have done throughout
the text, which had as their fundamental building blocks the lemmas from Section 4.3. As we have
commented previously, proving regret bounds mainly based on these lemmas and on equivalences
between player oracles, as we have done throughout the text, is not always the simplest and cleanest
proof technique. For example, the connections between AdaOMD and AdaFTRL and the regret
bounds yielded by these connections shown in Section 5.4 had quite technical and tiresome proofs.

On the other hand, this way of analysis revealed interesting intuition and facts about OCO
algorithms. Maybe the result which most benefited from writing algorithms as special cases of others
was the proof of equivalence between the EOMD and LOMD algorithms for some special kinds of
mirror maps. As we have seen on Section 5.6, writing both algorithms as special cases of FTRL
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makes almost obvious some simple sufficient conditions for them to be equivalent.

Another interesting connection revealed by this type of analysis is to that AdaGrad and ONS
are special cases of the AdaReg algorithm and that their proofs of convergence can be unified in a
very interesting fashion, a fact which was not clear at first in spite of the similarities between the
AdaGrad and ONS algorithms. Not only that, we have seen that the ONS algorithm is a special
case of the AdaReg algorithm with the function X € S‘i 4 + —Indet(X) as a meta-regularizer,
where the latter is a well-known function used in interior-point methods [58]. Finally, we have seen
on Section 6.6 how, in some sense, ONS can be seen as a generalization® of the online gradient
descent for strongly convex functions.

Moreover, even though the cornerstone algorithm of the genealogy is the AdaFTRL algorithm, we
can see that all algorithms are closer to Online Mirror Descent methods. This is probably due to the
simpler (and usually easier to implement) iterate update rule of the Online Mirror Descent algorithms.
Still, we have seen in the text that writing these algorithms in the format of the AdaFTRL algorithm
can be extremely useful for deriving regret bounds and relationships among algorithms.

Finally, this bird’s-eye view of the connections among OCO algorithms helps us see some
interesting paths for future investigation. For example, throughout the text we relied on strong
convexity of the functions played by the enemy or of the regularizers/mirror maps used to derive
interesting regret bounds. One interesting alternative, first proposed by [1], is to use self-concordant
barriers from the theory of interior-point methods [58] as regularizers on the FTRL oracle. It
would be interesting if we could come up with a lemma analogous to Lemma 4.3.2 for the case of
self-concordant barriers instead of strongly-convex functions. Moreover, their focus is on the bandit
setting (that is, the case with limited feedback) against linear functions. Thus, it would also be
interesting to see the effects of self-concordant barriers in other cases.

Another interesting path of investigation are second-order methods for OCO. In spite of its name,
the Online Newton Step algorithm does not use the Hessians of the functions to skew the gradient
steps, using instead a matrix built purely from rank-one updates based on the gradients used in
the past. Thus, there is no real online counterpart for the Newton’s method algorithm for convex
optimization (see [15, Section 6.2] for a brief and introductory description of the Newton’s method).
Thus, investigating algorithms which use the Hessians of the enemy’s functions may yield interesting
algorithms, or discovering that such second-order algorithms would be no better than first-order
ones might also shed some light on the limits of the OCO framework.

5 Although there is no arrow from ONS to OGD in Figure 7.1, the meta-regularizers used on Theorem 6.5.8 for
ONS and on Theorem 6.6.2 for OGD are almost the same, with the distinction that the meta-regularizer for OGD is
restricted to multiples of the identity matrix.
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