Product of distributions and the zero-pressure gas dynamics system
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Abstract. In this survey article, we discuss a few applications of three successful notions of the product of distributions (the Colombeau algebra, the method of weak asymptotics and the notion of paths) with regard to the zero-pressure gas dynamics system and the associated adhesion approximation. It is shown that the three notions are closely related at least in the case of one dimensions.

1. Introduction

A rigorous development of the theory of distributions in mathematics turned out to be a major boost and ushered in a new outlook to the theory of partial differential equations. A more systematic approach towards a well-developed theory of differential equations was initiated. At the same time, mathematicians now knew how to make sense out of the seemingly magical results obtained by the physicists by performing the so-far non-mathematical techniques such as the usage of Dirac functions (which is not a function at all!!!). A more careful investigation of the properties
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of differential equations revealed the necessity of understanding the product of distributions and to the dismay of all Schwartz’s impossibility result followed, ruling out the possibility of defining the notion of products in the class of distributions. The finite-time breakdown of the classical solutions of nonlinear evolution equations was a phenomenon which was quite evident now and the continuation of the solutions further often involved product of distributions which baffled the entire community. What followed, as always, were a number of spirited attempts in giving a useful meaning to the products. In this article, we discuss three such successful theories (the Colombeau algebra [3, 5, 6, 8, 12], the method of weak asymptotics [11, 27, 28], the notion of paths [10, 30]) from the perspective of the zero-pressure gas dynamics system

\[
\begin{align*}
  u_t + (u, \nabla)u &= 0, \\
  \rho_t + \nabla \cdot (\rho u) &= 0, \quad x \in \mathbb{R}^n, \; t > 0,
\end{align*}
\]

where \( u \) denotes the velocity of the particles and \( \rho \) is the density. For the dimensions \( n = 1, 2, 3 \), this system has applications in cosmology and is closely related to the Zeldovich approximation ([32]). This model describes the evolution of matter in the last stage of the expansion of the universe as cold dust moving under gravity alone and the laws are governed by the system (1.1). The fastest growing mode in the linear theory has decaying vorticity and therefore potential solutions, that is, the case when the velocity \( u \) can be represented in terms of a velocity potential \( \phi \), is of main interest. The fastest particles overrun the slowest ones and in finite time the density becomes infinite, thus as in the case of most nonlinear systems, rendering the existence of global smooth solutions for (1.1) even with smooth initial data

\[
u(x, 0) = u_0(x), \; \rho(x, 0) = \rho_0(x)
\]

impossible, in general. The mapping from the Lagrangian space \( L(y) \) to the Eulerian space \( E(x) \) given by

\[
x = y + tu_0(y)
\]

is bijective only for short time and

\[
u(x, t) = u_0(y), \; \rho(x, t) = \frac{\rho_0(y)}{\det(\frac{\partial x}{\partial y})}
\]

provides only short time existence result.

The adhesion model corresponding to (1.1) was introduced in [13]. The adhesion approximation describes the motion of the particles by the motion of sticky particles, wherein the velocity obeys the Burgers’ equation and the density is governed by the continuity equation.

When the initial data is of the form \( u(x,0) = \nabla \phi_0(x) \), the exact formula for the velocity \( u^\epsilon \) can be written down using the Hopf-Cole transformation ([20, 32]). The equation for \( \rho \) is then a linear equation with smooth coefficients and can be solved explicitly. As \( \epsilon \to 0 \), the limit \( u \) of \( u^\epsilon \) is a locally bounded BV function while the limit \( \rho \) of \( \rho^\epsilon \) is a Radon measure. The products \( (u, \nabla)u \) and \( \rho u \) can no more be described in the sense of distributions. An additional difficulty is the nonconservative nature of the first equation. The idea therefore is to use the microscopic behaviour of the adhesion approximation to make sense of the products involved and to formulate an appropriate notion of solution.

In this survey article, we discuss a few results obtained in this direction by the authors in a series of papers [4, 16, 17, 18, 19, 20, 21] using the three theories mentioned before. The results exhibit that atleast for the case \( n = 1 \), all the three notions are related.

In Section 2, we briefly discuss the basic ideas involved in the three theories. Section 3 discusses about the construction of some explicit solutions for the adhesion approximation of the multidimensional zero-pressure gas dynamics system. In Section 4, the corresponding one dimensional system is discussed wherein the connections between the three theories has been stressed upon. We conclude by showing the existence of solution to the Riemann problem of a related system using the method of weak asymptotics in Section 5.

2. Brief discussion on a few endeavours towards a meaningful notion of products

2.1. The Colombeau Algebra. Here we quickly recall the notion of generalized functions in the sense of Colombeau and refer to [3, 5, 6, 7, 8, 12] for further details and applications.

Let \( \mathcal{C}^\infty(\Omega) \) denote the class of infinitely differentiable functions in \( \Omega = \{ (x,t) : x \in \mathbb{R}, t > 0 \} \). Let us consider the infinite product \( \mathcal{E}(\Omega) = [\mathcal{C}^\infty(\Omega)]^{(0,1)} \). Any element \( v \) of \( \mathcal{E}(\Omega) \) is thus a map from \( (0,1) \) to \( \mathcal{C}^\infty(\Omega) \) and hereafter we denote it by \( v = (v^\epsilon)_{0<\epsilon<1} \). We call an element \( v = (v^\epsilon)_{0<\epsilon<1} \) moderate if given any compact subset \( K \subset \Omega \) and non-negative integers \( j,l \), there exists \( N > 0 \) such that

\[
\| \partial_t^j \partial_x^l v^\epsilon \|_{L^\infty(K)} = \mathcal{O}(\epsilon^{-N})
\]
as $\epsilon$ tends to 0. An element $v = (v^\epsilon)_{0<\epsilon<1}$ is called null if for all compact subsets $K \subset \Omega$ and for all nonnegative integers $j$ and $l$ and for all $M > 0$,

$$
\| \partial_t^j \partial_x^l v^\epsilon \|_{L^\infty(K)} = O(\epsilon^M)
$$

(2.2)
as $\epsilon$ goes to 0. Let us denote the set of all moderate elements by $\mathcal{E}_M(\Omega)$ and the set of all null elements by $\mathcal{N}(\Omega)$. Then $\mathcal{E}_M(\Omega)$ is an algebra with partial derivatives and $\mathcal{N}(\Omega)$ is an ideal closed under differentiation, the operations being defined pointwise on representatives. The quotient space

$$
\mathcal{G}(\Omega) = \mathcal{E}_M(\Omega) / \mathcal{N}(\Omega)
$$
is an algebra (called the algebra of generalized functions of Colombeau) with partial derivatives, the operations being again defined on representatives. Hence the product of two generalized functions $u, v \in \mathcal{G}(\Omega)$ is the class of functions containing $R_1, R_2$, where $R_1, R_2$ are representatives of $u$ and $v$ respectively. Two elements $u$ and $v$ in $\mathcal{G}(\Omega)$ are said to be associated, if for some (and hence all) representatives $(u^\epsilon)_{0<\epsilon<1}$ and $(v^\epsilon)_{0<\epsilon<1}$, of $u$ and $v$, $u^\epsilon - v^\epsilon$ goes to 0 as $\epsilon$ tends to 0, in the sense of distribution and is denoted by $"u \approx v"$. Here we remark that this notion is different from the notion of equality in $\mathcal{G}(\Omega)$, which means that $u - v \in \mathcal{N}(\Omega)$, or in other words,

$$
\| \partial_t^j \partial_x^l (u^\epsilon - v^\epsilon) \|_{L^\infty(K)} = O(\epsilon^M)
$$

for all $M$, for all compact subsets $K$ of $\Omega$ and for all non-negative integers $j, l$.

2.2. The Method of Weak Asymptotics. As the name already suggests, the method of weak asymptotics is an asymptotic method which has proved to be highly successful in the study of nonlinear waves. This method, speaking naively, proceeds by assigning to the nonlinear waves a function which for each time variable $t$, takes value in the space of distributions (with respect to the space variable $x$). The idea then is to construct approximate solutions (also called weak asymptotic solutions) which satisfy the differential equations upto $O(\epsilon^j)$, $j$ being a positive number, uniformly for all $t > 0$.

The starting point in this method is the choice of regularizations of a distribution $f$. It would be worthwhile to recall that a family of smooth functions $f^\epsilon(x)$ is called a regularization of the distribution $f$ provided $f^\epsilon(x)$ converges to $f$ in the sense of distributions as $\epsilon \to 0$, that is,

$$
\lim_{\epsilon \to 0} \langle f^\epsilon(x), \phi(x) \rangle = \langle f, \phi \rangle,
$$

for every test function $\phi$. Given $f$, the collection of all such regularizations $\mathcal{F}$ form an asymptotic subalgebra modulo $O_D(\epsilon)$. Once such a regularization is chosen, the next step is to construct a weak asymptotic solution
by substituting the regularizations in the equation. This step reduces the problem to that of studying a set of ordinary differential equations.

The next and the trickiest part of the analysis then is the choice of a meaningful definition of the weak solution and proving that the passage to the limit respects this formulation. One of the main advantages of using the weak asymptotics method is that the interaction of nonlinear waves can be illustrated analytically even when exact integration methods are unavailable, a phenomenon that is made possible due to the asymptotic subalgebras.

The roots of this method can be traced back to the works of Maslov ([27]). We refer to the articles [12] and [11] for illustrated discussions on this topic and many interesting examples. For an application in the study of singular shocks for conservation laws, we would refer to [1] and the references mentioned therein.

2.3. The notion of Paths due to Volpert and Dal Maso et al. In a seminal work on the functions of bounded variation, Volpert [30] introduced the idea of \textit{averaged superposition} of a BV function \( u : (a, b) \to \mathbb{R}^n \) by a bounded Borel function \( g : \mathbb{R}^n \to \mathbb{R}^n \) as the function \( \hat{g}(u) : (a, b) \to \mathbb{R}^n \) defined by

\[
\hat{g}(u)(x) = \int_0^1 g(u(x^-) + s(u(x^+) - u(x^-))) \, ds
\]

for each \( x \in (a, b) \). The function \( \hat{g}(u) \) is bounded and measurable on \((a, b)\).

The \textit{Volpert product} of \( g(u) \) and \( \frac{dv}{dx} \) can then be defined for a BV function \( v : (a, b) \to \mathbb{R}^n \) as the bounded Borel measure \( \hat{g}(u) \frac{dv}{dx} \).

A closer look at the definition of \( \hat{g}(u) \) would reveal the use of a \textit{straight line} path joining the left and right states across a discontinuity of the function \( u \). This very idea was later generalised in [10] wherein the straight line path was now replaced by a locally Lipschitz map \( \phi : [0, 1] \times \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^n \) satisfying the following consistency and regularity properties:

(A) For any \( u_L, u_R \in \mathbb{R}^n \), \( \phi(0; u_L, u_R) = u_L \) and \( \phi(1; u_L, u_R) = u_R \),

(B) For any \( u \in \mathbb{R}^n \) and \( s \in [0, 1] \), \( \phi(s; u, u) = u \),

(C) For every bounded set \( \Omega \subset \mathbb{R}^n \), there exists \( k \geq 1 \) such that for every \( u_L, u_R, v_L, v_R \in \mathbb{R}^n \) and for a.e. \( s \in [0, 1] \),

\[
|\frac{\partial \phi}{\partial s}(s; u_L, u_R) - \frac{\partial \phi}{\partial s}(s; v_L, v_R)| \leq k|\(u_L - v_L\) - (u_R - v_R)|.
\]

Considering a fixed family of such paths \( \phi \), given \( u, v \in BV((a, b), \mathbb{R}^n) \) and a locally bounded Borel function \( g : \mathbb{R}^n \times (a, b) \to \mathbb{R}^n \), one can then define the \textit{nonconservative product} of \( g(u, \cdot) \) by \( \frac{dv}{dx} \) as the unique measure \( \mu \) satisfying the following properties:

(I) \( \mu(B) = \int_B g(u(x), x)(\frac{dv}{dx})(x) \) for any Borel set \( B \subset (a, b) \) consisting
entirely of the continuity points of \( u \),

(II) For \( x_0 \in (a, b) \),

\[
\mu(\{x_0\}) = \int_0^1 g(\phi(s; u(x_0-), u(x_0+)), x_0) \frac{\partial \phi}{\partial s}(s; v(x_0-), v(x_0+)) \, ds.
\]

It is easy to see then that when \( \phi \) is taken to be the canonical family of straight lines, the measure \( \mu \) coincides with the Volpert product.

We would like to refer to [26] for the connection between traveling wave profiles and the choice of paths. The article [25] probably is the first one to deal with the construction of solutions in the class of functions of bounded variation for systems in nonconservative form using Glimm’s scheme. The solution to the Riemann problem there was dealt with using the notion of paths.

**Remark 2.1.** We would like to conclude this section by referring to the article [12] for an illuminating discussion on the theory of generalized functions and the article [7] wherein the connection between the notion of paths and the generalized functions in the sense of Colombeau has been exhibited.

3. The Multidimensional zero-pressure gas dynamics system and the adhesion approximation

In this section, we briefly discuss the construction of explicit weak asymptotic solution of the system (1.1) using the adhesion approximation (1.2), under an additional condition that \( u = \nabla_x \phi \). We refer to the article [4] for a more detailed discussion on the topic. To begin with let us recollect the notion of weak asymptotic solutions in the context of the inviscid system (1.1) (see [1, 28]).

**Definition:** A family of smooth functions \((u^\epsilon, \rho^\epsilon)_{\epsilon > 0}\) is called a weak asymptotic solution of the system (1.1) with initial conditions \( u(x, 0) = u_0(x), \rho(x, 0) = \rho_0(x) \) provided

\[
\begin{align*}
    u^\epsilon_t + (u^\epsilon, \nabla u^\epsilon) &= o_D'(\mathbb{R}^n)(1), \\
    \rho^\epsilon_t + \nabla.(\rho^\epsilon u^\epsilon) &= o_D'(\mathbb{R}^n)(1), \\
    u^\epsilon(x, 0) - u_0(x) &= o_D'(\mathbb{R}^n)(1), \\
    \rho^\epsilon(x, 0) - \rho_0(x) &= o_D'(\mathbb{R}^n)(1), \quad \epsilon \to 0.
\end{align*}
\]

The above relations are required to hold uniformly in \( t > 0 \).

The following theorem describes the construction of explicit weak asymptotic solution of the system (1.1) with appropriate initial conditions.

**Theorem 3.1.** (see [4]) Assume \( u_0(x) = \nabla_x \phi_0 \) where \( \phi_0 \in W^{1,\infty}(\mathbb{R}^n) \) and \( \rho_0 \in L^\infty(\mathbb{R}^n) \). Let \( \phi^\epsilon_0 = \phi_0 * \eta^\epsilon, \nabla_x \phi^\epsilon_0 = \nabla_x (\phi_0 * \eta^\epsilon) \) and \( \rho_0 = \rho_0 * \eta^\epsilon \), where \( \eta^\epsilon \) is the usual Friedrichs mollifier in the space variable \( x \in \mathbb{R}^n \). Further let

$u^\epsilon(x,t) = \frac{\int_{\mathbb{R}^n} (\nabla_y \phi_0(y))e^{-\frac{1}{\epsilon} \left[\frac{|x-y|^2}{2t} + \phi_0(y)\right]}dy}{\int_{\mathbb{R}^n} e^{-\frac{1}{\epsilon} \left[\frac{|x-y|^2}{2t} + \phi_0(y)\right]}dy},$  \hspace{1cm} (3.2)

$\rho^\epsilon(x,t) = \rho_0(X^\epsilon(x,t,0)) J^\epsilon(x,t,0),$  \hspace{1cm} (3.2)

where $X^\epsilon(x,t,s)$ is the solution of $\frac{dX}{ds} = u^\epsilon(X,s)$ with $X(s = t) = x$ and $J^\epsilon(x,t,0)$ is the Jacobian matrix of $X^\epsilon(x,t,0)$ w.r.t. $x.$

Then $(u^\epsilon, \rho^\epsilon)$ is a weak asymptotic solution to (1.1) with the described initial conditions $u(x,0) = u_0(x), \ \rho(x,0) = \rho_0(x).$

Proof. We include a proof of the theorem here for the sake of completion. The main idea used in the construction is the usage of Hopf-Cole transformation for the velocity component $u^\epsilon$ and then using the method of characteristics, one can solve for $\rho^\epsilon$ in the continuity equation.

Let us begin by noting that (see [15, 20, 31]) if $\phi^\epsilon$ solves the equation

$$\phi_t + \frac{|\nabla_x \phi|^2}{2} = \frac{\epsilon}{2} \Delta \phi$$

$$\phi(x,0) = \phi_0^\epsilon(x),$$  \hspace{1cm} (3.3)

then $u^\epsilon = \nabla_x \phi^\epsilon$ solves (1.2) with the initial condition $u^\epsilon(x,0) = \nabla_x \phi_0^\epsilon(x).$

The Hopf-Cole transformation $\theta = e^{\frac{\phi}{\epsilon}}$ then transforms (3.3) to the system

$$\theta_t = \frac{\epsilon}{2} \Delta \theta,$$

$$\theta(x,0) = e^{-\frac{\phi_0^\epsilon(x)}{\epsilon}}.$$  \hspace{1cm} (3.4)

The equation (3.4) is the heat equation and therefore $\theta^\epsilon$ is given by

$$\theta^\epsilon(x,t) = \frac{1}{(2\pi \epsilon t)^{\frac{n}{2}}} \int_{\mathbb{R}^n} e^{-\frac{1}{\epsilon} \left[\frac{|x-y|^2}{2t} + \phi_0^\epsilon(y)\right]} dy.$$  \hspace{1cm} (3.5)

Integrating by parts in (3.5) with respect to $y,$ we get

$$\theta^\epsilon(x,t)_{x_j} = \frac{1}{(2\pi \epsilon t)^{\frac{n}{2}}} \int_{\mathbb{R}^n} -\frac{1}{\epsilon} (\partial_{y_j} (\phi_0^\epsilon(y))) e^{-\frac{1}{\epsilon} \left[\frac{|x-y|^2}{2t} + \phi_0^\epsilon(y)\right]} dy,$$

whence it follows that

$$u^\epsilon(x,t) = \frac{\int_{\mathbb{R}^n} (\nabla_y \phi_0^\epsilon(y))e^{-\frac{1}{\epsilon} \left[\frac{|x-y|^2}{2t} + \phi_0^\epsilon(y)\right]}dy}{\int_{\mathbb{R}^n} e^{-\frac{1}{\epsilon} \left[\frac{|x-y|^2}{2t} + \phi_0^\epsilon(y)\right]}dy}.$$  \hspace{1cm} (3.6)

The following properties of $u^\epsilon$ can then be derived easily:

(A) $\|u^\epsilon\|_{L^\infty(\mathbb{R}^n \times [0,\infty))} \leq \|\nabla_x \phi_0^\epsilon\|_{L^\infty(\mathbb{R}^n)},$

Now since \( u^\epsilon \) is smooth, the method of characteristics can be implemented to find a solution \( \rho^\epsilon \) of the continuity equation

\[
\rho_t + \nabla \cdot (u^\epsilon \rho) = 0, \tag{3.7}
\]

with the regularized initial condition

\[
\rho(x,0) = \rho_0^\epsilon(x). 
\]

Using the properties (A) and (B) satisfied by \( u^\epsilon \), it follows by the existence and uniqueness theory for ODEs, that

\[
\frac{dX(s)}{ds} = u^\epsilon(X(s), s),
\]

\[
X(s = t) = x
\]

admits a unique solution \( X^\epsilon(x,t,s) \) for \( s \in [0,t] \).

Then

\[
\rho^\epsilon(x,t) = \rho_0^\epsilon(X^\epsilon(x,t,0))J(X^\epsilon(x,t,0)) \tag{3.8}
\]

is a solution of (3.7) (here \( J(X^\epsilon(x,t,s)) \) denotes the Jacobian determinant of \( X^\epsilon(x,t,s) \) with respect to \( x \), and satisfies the estimate (the right-hand side in this case is identically 0) for it to be a weak asymptotic solution.

The property (A) satisfied by \( u^\epsilon \) shows that it is bounded independent of \( \epsilon \) and \( (x,t) \). Therefore we have

\[
\epsilon \int_{\mathbb{R}^n} \Delta u^\epsilon(x,t) \eta(x) \, dx = \epsilon \int_{\mathbb{R}^n} u^\epsilon(x,t) \Delta \eta(x) \, dx = O(1)\epsilon
\]

uniformly in \( t \) for every \( \eta \in C_0^\infty(\mathbb{R}^n) \), whence it follows that \( u^\epsilon \) satisfies the estimate for the weak asymptotic solution as well.

That \( (u^\epsilon, \rho^\epsilon)_{\epsilon > 0} \) satisfies the required estimates on the initial conditions can be seen easily from the identities

\[
u^\epsilon(x,0) - \nabla_x \phi_0(x) = u^\epsilon(x,0) - \nabla_x \phi_0^\epsilon(x) + \nabla_x \phi_0^\epsilon(x) - \nabla_x \phi_0(x)
\]

\[
= \nabla_x \phi_0^\epsilon(x) - \nabla_x \phi_0(x),
\]

\[
\rho^\epsilon(x,0) - \rho_0(x) = \rho^\epsilon(x,0) - \rho_0^\epsilon(x) + \rho_0^\epsilon(x) - \rho_0(x)
\]

\[
= \rho_0^\epsilon(x) - \rho_0(x),
\]

since as \( \epsilon \to 0 \), \( \nabla_x \phi_0^\epsilon(x) - \nabla_x \phi_0(x) \) and \( \rho_0^\epsilon(x) - \rho_0(x) \) tend to 0 in the sense of distributions.

\( \square \)

Remark 3.2. The velocity component in the vanishing viscosity limit is well understood. For the general data \( u(x,0) = \nabla_x \phi_0(x) \), it was shown in

that formula (3.2) implies

$$u(x,t) = \lim_{\epsilon \to 0} u^\epsilon(x,t) = \frac{x - y(x,t)}{t}$$

where $y(x,t)$ is a minimizer in

$$\min_{y \in \mathbb{R}^n} \{ \phi_0(y) + \frac{|x - y|^2}{2t} \}.$$

For almost every $(x,t)$, this minimizer is unique and so $u(x,t)$ is well defined a.e. However the passage to the limit in the density component is still open.

4. The one-dimensional case

When considered in one space dimension, the Zeldovich approximation is of the form

$$u_t + \left( \frac{u^2}{2} \right)_x = 0,$$
$$\rho_t + (\rho u)_x = 0.$$  \hspace{1cm} (4.1)

It is also worth remarking that we arrive at the same system (4.1) when studying the radial components of velocity and density (see [4]). Now when the initial data

$$u(x,0) = u_0(x), \quad \rho(x,0) = \rho_0(x)$$  \hspace{1cm} (4.2)

are smooth, (4.1) has a finite-in-time smooth solution which can be constructed considering the fact that $u$ is constant along the characteristics and hence we can proceed as already described in the introduction.

Our aim in this section is twofold. First, we discuss (following [22]) the construction of explicit solutions of (4.1) and (4.2) using the modified adhesion model (see [14])

$$u_t + \left( \frac{u^2}{2} \right)_x = \frac{\epsilon}{2} u_{xx},$$
$$\rho_t + (\rho u)_x = \frac{\epsilon}{2} \rho_{xx}.$$  \hspace{1cm} (4.3)

It turns out that with initial data in $L^\infty \cap BV_{loc}$ the explicit solutions thus obtained coincide with that obtained in [24] and [29] using different methods.

Our second aim is then to compare the solutions for (4.1) and (4.2) as obtained in the class of generalized functions of Colombeau (see [22]), the solutions constructed using Volpert's product in [24] and that obtained in [1] using the method of weak asymptotics.
4.1. Deriving explicit formula for the modified adhesion model.
We begin by deriving explicit formula for the solutions of the modified 
adhesion model (4.3) with initial conditions (4.2). The idea is to use a 
generalized Hopf-Cole type transformation (see [17]), namely
\[ u = -\frac{a_x}{a}, \quad \rho = \left(\frac{b}{a}\right)_x \]  
(4.4)
to reduce the problem (4.3) and (4.2) to the linear problem
\[ a_t = \epsilon a_{xx}, \quad a(x,0) = e^{-\frac{U_0(x)}{\epsilon}} \]
\[ b_t = \epsilon b_{xx}, \quad b(x,0) = R_0(x)e^{-\frac{U_0(x)}{\epsilon}} \]  
(4.5)
Substituting the solutions of (4.5) in (4.4), we then obtain
Theorem 4.1. (see [22]) Assume \( u_0 \) and \( \rho_0 \) are bounded measurable and 
integrable. Then
\[ u^\epsilon(x,t) = \int_R \frac{(x-y)}{t} d\mu^\epsilon(x,t)(y) \]
\[ \rho^\epsilon(x,t) = \partial_x R^\epsilon(x,t) \]  
(4.6)
where for each \((x,t)\), and \( \epsilon > 0 \), the probability measure \( d\mu^\epsilon(x,t)(y) \) defined 
by
\[ d\mu^\epsilon(x,t)(y) = \frac{e^{-\theta(x,y,t)}}{\int_R e^{-\theta(x,y,t)} dy} dy \]  
(4.7)
is a solution to (4.3) and (4.2).

4.2. Analysing the vanishing viscosity limit. Next we move on to 
analyse the vanishing viscosity limit of the solutions of (4.3) with initial 
data (4.2) in \( L^\infty \cap BV_{loc} \). In turn, this gives rise to explicit formula for 
global solutions of (4.1) with initial data (4.2). The idea here is to follow 
the analysis in [15] and [23] and to use the properties of the minimizers of 
\[ \min_{-\infty < y < \infty} \theta(x,y,t) \]  
(4.8)
which were discussed in those papers. We therefore obtain the following 
result.

Theorem 4.2. ([22]) Assume $u_0, \rho_0 \in L^\infty \cap BV_{loc}$. For each fixed $t > 0$, except for a countable $x$, there exists a unique minimizer $y(x, t)$ for (4.8) and at these points

$$u(x, t) = \lim_{\epsilon \to 0} u^\epsilon(x, t) = \frac{(x - y(x, t))}{t}. \quad (4.9)$$

$$R(x, t) = \lim_{\epsilon \to 0} R^\epsilon(x, t) = \int_0^{y(x, t)} \rho_0(z) dz. \quad (4.10)$$

The functions $u(x, t)$ and $R(x, t)$ are well defined a.e and are functions of bounded variation.

Further for each $t > 0$, and $x \in \mathbb{R}$, the limits $u(x+, t)$, $u(x-, t)$, $R(x-, t)$ and $R(x+, t)$ exist.

Also $u(x, t)$ satisfies the entropy condition $u(x-, t) \geq u(x+, t)$.

Finally

$$\rho(x, t) = \lim_{\epsilon \to 0} \rho^\epsilon(x, t) = \partial_x \left( \int_0^{y(x, t)} \rho_0(z) dz \right) \quad (4.11)$$

in the sense of distributions. Further, $(u, \rho)$ satisfies (4.1) in the sense of distributions and satisfies the initial conditions (4.2).

Proof. We include a proof of the theorem here. For initial data $u_0$ in the class of integrable or bounded measurable functions, it follows that for each fixed $(x, t)$, $\theta(x, y, t)$ has a global minima as a function of $y$. Let $y(x, t)$ be such a point of global minima. This point of minima need not be unique but the analysis in [15] and [23] show that the largest and the smallest of these minimizers $y^+(x, t)$ and $y^-(x, t)$ are increasing functions of $x$ and hence the point of discontinuities are at most countable and except at these points they are equal $y(x, t) = y^-(x, t) = y^+(x, t)$. At the points where $y(x, t)$ is unique, as $\epsilon \to 0$, the measure $d\mu(x, t)^\epsilon(y) \to \delta_{y(x, t)}$ in the sense that for any continuous function $g(y)$ on $\mathbb{R}$, we have

$$\int g(y)d\mu^\epsilon(x, t)(y) \to <\delta_{y(x, t)}, g(y)>$$

This immediately gives us the limits (4.9) and (4.10).

The next step is to show that $(u, \rho)$ thus constructed satisfies (4.1). The challenge here lies in the way we interpret the product $u\rho$ as we only know that $u$ and $R$ are functions of bounded variation and hence $\rho = R_x$ is a Radon measure. In this regard we follow Volpert [30].

Since $u \in BV$, it induces the decomposition of the domain $\mathbb{R} \times [0, \infty)$ as

$$\mathbb{R} \times [0, \infty) = S_c \cup S_j \cup S_0,$$

where $S_c$ and $S_j$ are points of approximate continuity of $u$ and points of approximate jump of $u$ respectively and $S_0$ is a set of one dimensional Hausdorff-measure zero. Let at any point $(x, t) \in S_j$, $u(x - 0, t)$ and $u(x + 0, t)$ denote the left and right values of $u(x, t)$. For any continuous function $g : \mathbb{R} \to \mathbb{R}$, as already discussed in Section 2, the Volpert product $g(u)\rho = g(u)R_x$ is defined as a Borel measure in the following manner. Consider the averaged superposition of $g(u)$

$$
\hat{g}(u)(x, t) = \begin{cases} 
  g(u(x, t)), & \text{if } (x, t) \in S_c, \\
  \int_0^1 g((1 - \alpha)(u(x-, t) + \alpha u(x+, t)))d\alpha, & \text{if } (x, t) \in S_j.
\end{cases}
$$

(4.12)

Volpert [30] then proves that $\hat{g}(u)$ is measurable and locally integrable with respect to the Borel measure $R_x$, so that the nonconservative product $\hat{g}(u)R_x$ can be interpreted as a locally finite Borel measure. Indeed for each Borel measurable subset $A$ of $S_c$,

$$
[g(u)R_x](A) = \int_A \hat{g}(u)(x, t)R_x
$$

and

$$
[g(u)R_x]((x, t)) = \hat{g}(u)(x, t)(R(x + 0, t) - R(x - 0, t))
$$

if $(x, t) \in S_j$.

Thus to show that $(u, \rho)$ is a solution of (4.1), we need to prove that the identities

$$
(u, \phi_t) + \left(\frac{u^2}{2}, \phi_x\right) = 0, \quad (\rho, \phi_t) + (\hat{u}\rho, \phi_x) = 0
$$

(4.13)

hold for all test functions $\phi$. The first identity follows in a standard manner by passing to the limit as $\epsilon$ goes to zero in (4.3), using the dominated convergence theorem and integration by parts.

To prove that $\rho$ satisfies the second equation, we show that

$$
\mu = R_t + \hat{u}R_x = 0
$$

(4.14)

in the sense of measures.

The arguments follow that in [24]. Nevertheless here we furnish the details adapted to our case.

Let $(x, t) \in S_c$ and $u = \frac{x - y(x, t)}{t}$. Since $u$ satisfies (4.1), we have

$$
-\frac{(x - y(x, t))}{t^2} - \frac{\partial t y(x, t)}{t} + u(x, t)\frac{(1 - \partial x y(x, t))}{t} = 0.
$$

It follows that

$$
\partial t y(x, t) + u\partial x y(x, t) = 0.
$$

Now
\[ \partial_t R(x, t) + u \partial_x R(x, t) = \left( \frac{dv_0}{dx} \right) (y(x, t) \{ \partial_t y(x, t) + u \partial_x y(x, t) \}) \]
and therefore we get
\[ \partial_t R(x, t) + u \partial_x R(x, t) = 0. \]

Now we consider a point \((s(t), t) \in S_j\), then
\[ \frac{ds(t)}{dt} = \frac{u(s(t) + , t) - u(s(t) -, t)}{2} \]
is the speed of propagation of the discontinuity at this point.

\[ \mu\{(s(t), t)\} = - \frac{ds(t)}{dt} (R(s(t) + , t) - R(s(t) -, t)) \]
\[ + \int_0^1 (u(s(t) -, t) + \alpha(u(s(t) + , t) - u(s(t) -, t))) \, da(R(s(t) + , t) - R(s(t) -, t)) \]
\[ = \left[ - \frac{ds(t)}{dt} + \frac{(u(s(t) + , t) + (u(s(t) -, t)))}{2} \right] (R(s(t) + , t) - R(s(t) -, t)) \]
\[ = 0. \]

Hence we have proved (4.14). Since \(R_{tx} = R_{xt}\) in the sense of distributions and \(\rho = R_x\), differentiating (4.14) w.r.t. \(x\) gives
\[ \rho_t + (\overline{u} \rho)_x = 0 \]
in the sense of distributions and (4.13) follows.

Next to show that the solution satisfies the initial conditions, we observe that Lax’s argument in [23] gives \(\lim_{t \to 0} u(x, t) = u_0(x)\), a.e. \(x \geq \epsilon\). Now since
\[ y(x, t) - x = u(x, t)t, \]
it follows that \(y(x, t) \to x\) as \(t \to 0\) a.e. \(x\). So we get
\[ \int_0^{y(x,t)} v_0(z)dz \to \int_0^x v_0(z)dz \]
as \(t \to 0\) for a.e. \(x\).

The fact that \(u\) satisfies the entropy condition \(u(x - 0, y) \geq u(x + 0, t)\) can be inferred from the increasing nature of \(y^+(x, t)\) and \(y^-(x, t)\) as a function of \(x\), for each \(t > 0\) and from the formula (4.9) for \(u\). This completes the proof of the stated theorem.

\[ \square \]
4.3. Formula for some special initial data. As a first example, let us consider Riemann type initial data, namely

\[ u_0(x) = \begin{cases} u_l, & \text{if } x < 0, \\ u_r, & \text{if } x > 0 \end{cases} \]

(4.15)

\[ \rho_0(x) = \begin{cases} \rho_l, & \text{if } x < 0, \\ \rho_r, & \text{if } x > 0 \end{cases} \]

In this case the vanishing viscosity limit is as described in the theorem below.

**Theorem 4.3.** ([22]) Let \( u^\epsilon \) and \( \rho^\epsilon \) be the solutions given by (4.6) with initial data of Riemann type (4.15) and \( u(x,t) = \lim_{\epsilon \to 0} u^\epsilon(x,t) \) and \( \rho(x,t) = \lim_{\epsilon \to 0} \rho^\epsilon(x,t) \). Then \((u,\rho)\) are as follows.

**Case 1** \( u_l = u_r = u_0 \):

\[ u(x,t) = u_0 \]

\[ \rho(x,t) = \begin{cases} \rho_l, & \text{if } x < u_0t, \\ \rho_r, & \text{if } x > u_0t \end{cases} \]

**Case 2** \( u_l < u_r \): (Figure 1)

\[ u(x,t) = \begin{cases} u_l, & \text{if } x < u_l t, \\ \frac{x}{t}, & \text{if } u_l t < x < u_r t, \\ u_r, & \text{if } x > u_r t \end{cases} \]

and

\[ \rho(x,t) = \begin{cases} \rho_l, & \text{if } x < u_l t, \\ 0, & \text{if } u_l t < x < u_r t, \\ \rho_r, & \text{if } x > u_r t \end{cases} \]

**Case 3** \( u_r < u_l \): (Figure 2)

\[ u(x,t) = \begin{cases} u_l, & \text{if } x < s t, \\ \frac{u_l + u_r}{2}, & \text{if } x = s t, \\ u_r, & \text{if } x > s t \end{cases} \]

\[ \rho(x,t) = \begin{cases} \rho_l, & \text{if } x < s t, \\ \frac{(u_l - u_r)(\rho_l + \rho_r)}{2} t \delta_{x=s t}, & \text{if } x = s t, \\ \rho_r, & \text{if } x > s t \end{cases} \]

where \( s = \frac{u_l + u_r}{2} \)

**Proof.** We refer to [22] for a proof of this result. \(\Box\)
Our next example is with initial data of finite mass and of the form
\[
\begin{align*}
  u_0(x) &= \begin{cases} 
    0, & \text{if } \{ -\infty < x < 0 \} \cup \{ 1 < x < \infty \}, \\
    1, & \text{if } \{ 0 < x < 1 \}
  \end{cases} \\
  \rho_0(x) &= \begin{cases} 
    0, & \text{if } \{ -\infty < x < 0 \} \cup \{ 1 < x < \infty \}, \\
    \rho_c, & \text{if } \{ 0 < x < 1 \}
  \end{cases}
\end{align*}
\]
In this case the solution is as follows: (Figure 3)

For \(0 \leq t \leq 2\)
\[
\begin{align*}
  u(x,t) &= \begin{cases} 
    0, & \text{if } x < 0, \\
    \frac{x}{t}, & \text{if } 0 \leq x \leq t, \\
    1, & \text{if } t \leq x \leq \frac{t}{2} + 1, \\
    0, & \text{if } x \geq \frac{t}{2} + 1
  \end{cases} \\
  \rho(x,t) &= \begin{cases} 
    0, & \text{if } x < t, \\
    \rho_c, & \text{if } t \leq x \leq \frac{t}{2} + 1, \\
    \frac{\rho_c t \delta_{x=\frac{t}{2}+1}}{2}, & \text{if } x = \frac{t}{2} + 1, \\
    0, & \text{if } x > \frac{t}{2} + 1
  \end{cases}
\end{align*}
\]

and for \(t > 2\)
\[
\begin{align*}
  u(x,t) &= \begin{cases} 
    0, & \text{if } x < 0, \\
    \frac{x}{t}, & \text{if } 0 \leq x \leq \sqrt{2t}, \\
    0, & \text{if } x \geq \sqrt{2t}
  \end{cases} \\
  \rho(x,t) = \rho_c \delta_{x=\sqrt{2t}}.
\end{align*}
\]

4.4. Solutions in the sense of Colombeau. Next we show that \(u = (u^\epsilon(x,t))_{0 < \epsilon < 1}, \rho = (\rho^\epsilon(x,t))_{0 < \epsilon < 1}\), with \(u^\epsilon\) and \(\rho^\epsilon\) given by (4.6) satisfy the equation (4.1) in \(\Omega = \{(x,t) : x \in \mathbb{R}, t > 0\}\) in the sense of association:
\[
\begin{align*}
  u_t + \frac{u^2}{2}x &\approx 0 \\
  v_t + (uv)x &\approx 0.
\end{align*}
\]

In other words, let us consider \((u,v)\) where \(u = (u^\epsilon(x,t))_{0 < \epsilon < 1}, \rho = (\rho^\epsilon(x,t))_{0 < \epsilon < 1}\), with \(u^\epsilon\) and \(\rho^\epsilon\) being solutions of equation (4.3)
\[
\begin{align*}
  u^\epsilon_t + \frac{u^\epsilon^2}{2}x &= \frac{\epsilon}{2} u^\epsilon_{xx}, \\
  \rho^\epsilon_t + (u^\epsilon \rho^\epsilon)x &= \frac{\epsilon}{2} \rho^\epsilon_{xx}.
\end{align*}
\]
supplemented with the initial conditions
\[ u'(x, 0) = u_0'(x), \quad \rho'(x, 0) = \rho_0'(x), \]  
where \( u_0 = (u_0^\epsilon(x))_{0 < \epsilon < 1}, \quad \rho_0 = (\rho_0^\epsilon(x))_{0 < \epsilon < 1}, \) are in \( \mathcal{G}(\mathbb{R}) \), the algebra of generalized functions of Colombeau. We assume that \( u_0^\epsilon \) and \( \rho_0^\epsilon \) are bounded \( C^\infty \) functions in \( x \) satisfying the estimates
\[ || \partial_x^j u_0^\epsilon ||_{L^\infty([0, \infty))} = O(\epsilon^{-j}) \]
\[ || \partial_x^j \rho_0^\epsilon ||_{L^\infty([0, \infty))} = O(\epsilon^{-j}) \]  
for \( j = 0, 1, 2, \ldots \) and \( u_0^\epsilon(x) \rightarrow u_0(x), \quad \rho_0^\epsilon(x) \rightarrow \rho_0(x) \) point wise a.e.

**Remark 4.4.** These conditions are satisfied, for example, if we start with a bounded measurable function on \( \mathbb{R} \), and then take its convolution with the Friedrichs mollifiers with scale \( \epsilon \).

We have the following result in this direction (see [22]).

**Theorem 4.5.** Assume that \( u_0 = (u_0^\epsilon(x))_{0 < \epsilon < 1}, \quad \rho_0 = (\rho_0^\epsilon(x))_{0 < \epsilon < 1}, \) are in \( \mathcal{G}(\mathbb{R}) \), with the estimates (4.19) and as described before. Let \((u^\epsilon, \rho^\epsilon)\) be given by the formula (4.6) with \((u_0(x), \rho_0(x))\) replaced by \((u_0^\epsilon(x), \rho_0^\epsilon(x))\), for \( \epsilon > 0 \). Then \( u = (u^\epsilon)_{0 < \epsilon < 1} \) and \( \rho = (\rho^\epsilon)_{0 < \epsilon < 1} = (R^\epsilon)_{0 < \epsilon < 1} \) are in \( \mathcal{G}(\Omega) \) and \((u, v)\) is a solution to (4.16) with initial conditions \((u_0, \rho_0) = (u_0^\epsilon(x), \rho_0^\epsilon(x))_{0 < \epsilon < 1} \).

**Proof.** As already discussed in Section 2, to show that \( u \) and \( \rho \) are in \( \mathcal{G}(\Omega) \) we need to prove that \( u^\epsilon \) and \( \rho^\epsilon \) satisfy the estimates (2.1). From the formulas (4.6) and the estimate (4.19), it can be easily seen that the estimates
\[ \| u^\epsilon \|_{L^\infty(\Omega)} \leq \| u_0 \|_{L^\infty(R^N)}, \quad \| \partial_x^j u^\epsilon \|_{L^\infty(\Omega)} \leq \| R_0 \|_{L^\infty(R^N)}. \]  
hold. An application of the Leibnitz’s rule and the estimate (4.19), gives us
\[ \| \partial_x^j u^\epsilon \|_{L^\infty(\Omega)} = O(\epsilon^{-2k}), \quad \| \partial_x^j \rho^\epsilon \|_{L^\infty(\Omega)} = O(\epsilon^{-2k-1}). \]  
Now since \((u^\epsilon, \rho^\epsilon)\) is a solution of the equation (4.17), using the estimate (4.21), we obtain
\[ \| \partial_t u^\epsilon \|_{L^\infty(\Omega)} = O(\epsilon^{-2}), \quad \| \partial_t \rho^\epsilon \|_{L^\infty(\Omega)} = O(\epsilon^{-2}). \]  
Applying the differential operator \( \partial_t^j \partial_x^k \) on both sides of (4.17), first \( k = 1, j = 0, 1, 2, \ldots \) and then \( k = 2, j = 0, 1, 2, \ldots \) and using (4.21) and (4.22) we get,
\[ \| \partial_t^j \partial_x^k u^\epsilon \|_{L^\infty(\Omega)} = O(\epsilon^{-2(j+k)}) \]
\[ \| \partial_t^j \partial_x^k \rho^\epsilon \|_{L^\infty(\Omega)} = O(\epsilon^{-2(j+k)-1}) \]
These estimates show that \( u \) and \( v \) are in \( \mathcal{G}(\Omega) \).
Next to show that $u$ and $v$ satisfy the equation (4.1) in the sense of association, we multiply (4.17) by a test function $\phi \in C^\infty_0(\Omega)$ and integrate to get

$$
\int_0^\infty \int_{-\infty}^\infty (u' + \frac{u'^2}{2}) \phi \, dx \, dt + \frac{\epsilon^2}{2} \int_0^\infty \int_{-\infty}^\infty u' \phi_{xx} \, dx \, dt
$$

$$
\int_0^\infty \int_{-\infty}^\infty (\rho' + (u' \rho')_x) \phi \, dx \, dt = -\frac{\epsilon^2}{2} \int_0^\infty \int_{-\infty}^\infty R' \phi_{xx} \, dx \, dt.
$$

The fact that the right hand side goes to zero as $\epsilon$ goes to zero easily follows by an application of the dominated convergence theorem as $u'$ and $R'$ are bounded and converge pointwise almost everywhere. □

4.5. Rankine-Hugoniot conditions from the notion of paths and the method of weak asymptotics. In [24], it was shown using the Volpert's product that the pair $(u, v)$, where

$$
u(x, t) = \frac{x - y(x, t)}{t}, \quad v(x, t) = \partial_x ( \int_0^{y(x, t)} v_0(z) \, dz )
$$

(here $y(x, t)$ is a minimizer of $\min_y \{ \int_0^y u_0(z) \, dz + \frac{(x-y)^2}{2t} \}$) is a weak solution of (4.1). In [1] the same system was analysed using the method of weak asymptotics and generalized Rankine-Hugoniot conditions for the delta-shock wave type solutions were derived. We next show that the solution derived in [24] satisfies the generalized Rankine-Hugoniot conditions derived in [1]. In particular we have the following theorem (see [4])

**Theorem 4.6.** Let us assume that the solution $(u, v)$ is smooth except along a curve $x = s(t)$ in a neighbourhood of a point $(s(t_0), t_0)$. Then $v$ has the form

$$
v(x, t) = v_l(x, t) + v_r(x, t)H(x - s(t)) + e(t)\delta_{x=s(t)},
$$

and the solution satisfies the generalized Rankine-Hugoniot conditions

$$
s'(t) = \frac{[u^2]}{[u]}, \quad e'(t) = -s'(t)[v](s(t), t) + [uv](s(t), t).
$$

**Proof.** We include a proof of the result here following [4] in order to make our discussion complete. Let $x = s(t)$ be a curve of discontinuity for $u$ and let $(s(t_0), t_0)$ be a point on it. We further assume that there exists a neighbourhood of $(s(t_0), t_0)$ such that it is the only point of discontinuity in that neighbourhood. It then follows from the formula that

$$
v(x, t) = v_l(x, t) + v_r(x, t)H(x - s(t)) + e(t)\delta_{x=s(t)}.
$$

Next we recall that the second equation in (4.1) is interpreted as

$$
v_t + (uv)_x = 0
$$
in the sense of distributions, where

\[ \hat{u} = \int_0^1 (u(s(t)+,t) + \tau(u(s(t)+,t) - u(s(t)-,t))) \, d\tau \]

\[ . \]

Let \( \phi \) be any test function supported in the assumed neighbourhood. Then from the first equation, it follows using an integration by parts type of argument that \( s'(t) = \frac{|\hat{u}|^2}{u} \) and from the second equation we have

\[ 0 = \int_{x<s(t)} (v_l(x,t)\phi_t + (u_l(x,t)v_l(x,t))\phi_x) \, dx \, dt \]

\[ + \int_{x>s(t)} (v_r(x,t)\phi_t + (u_r(x,t)v_r(x,t))\phi_x) \, dx \, dt \]

\[ + \int_0^\infty e(t)\phi_t(s(t),t) + \hat{u}e(t)\phi_x(s(t),t) \, dt. \] (4.23)

It’s not very difficult to see then that

\[ \int_0^1 (u(s(t)+,t) + \tau(u(s(t)+,t) - u(s(t)-,t))) \, d\tau = \frac{u^2(s(t)+,t)}{2} - \frac{u^2(s(t)-,t)}{2} \]

\[ u(s(t)+,t) - u(s(t)-,t) = s'(t). \]

Using this in (4.23), we have

\[ 0 = \int_{x<s(t)} (v_l\phi_t + (u_l v_l)\phi_x) \, dx \, dt \]

\[ + \int_{x>s(t)} (v_r\phi_t + (u_r v_r)\phi_x) \, dx \, dt + \int_0^\infty e(t) \frac{d\phi(s(t),t)}{dt} \, dt. \]

Now integrating by parts it follows that

\[ \int_0^\infty (-s'(t)[v](s(t),t) + [uv](s(t),t) - e'(t))\phi(s(t),t) \, dt = 0 \]

and hence the generalized Rankine-Hugoniot condition follows. \( \square \)

Remark 4.7. Therefore we have shown that the explicit solutions constructed here for the one-dimensional zero-pressure gas dynamics system belong to the class of generalized functions in the sense of Colombeau and also coincide with that derived using the notion of paths (in this case the Volpert’s product) which in turn again satisfy the Rankine-Hugoniot conditions derived using the method of weak asymptotics.

5. Solution to the Riemann problem for a related system using the method of weak asymptotics

In this section, we show the existence of a solution to the Riemann problem for the system

\[ u_t + \left( \frac{u^2}{2} \right)_x = 0, \]
\[ R_t + uR_x = 0 \quad (5.1) \]

with initial data of the form

\[ u(x, 0) = u_r + [u]H(-x) \]
\[ R(x, 0) = R_r + [R]H(-x), \]

where \( u_r, u_l \) are constants and \([u] = u_l - u_r, [R] = R_l - R_r\) denote the jumps in \( u \) and \( R \).

We have already encountered this system in Section 4. This system was studied using Volpert’s product in \([24]\) where existence and uniqueness (under additional conditions) were established for initial data \( u(x, 0) \in BV(\mathbb{R}) \) and \( R(x, 0) \in W^{1,\infty}(\mathbb{R}) \) (uniqueness was showed to be true even when \( R(x, 0) \in BV(\mathbb{R}) \)). The existence of solution to the Riemann problem for (5.1) was not discussed there. Later in \([9]\) the result was extended to the case when \( R(x, 0) \in BV(\mathbb{R}) \).

Here we use the method of weak asymptotics to prove the existence of solution to the Riemann problem for (5.1). The most interesting part of this analysis is that the chosen regularizations in this case give rise to the Volpert’s product.

We therefore seek solution in the form

\[ u(x, t) = u_r + [u]H(-x + \phi(t)) \]
\[ R(x, t) = R_r + [R]H(-x + \phi(t)), \quad (5.2) \]

where \( \phi(t) \) is the curve of discontinuity.

The first step then is to prove the existence of weak asymptotic solution of (5.1)

\[ u^\epsilon(x, t) = u_r + [u]H^\epsilon(-x + \phi(t)) \]
\[ R^\epsilon(x, t) = R_r + [R]H^\epsilon(-x + \phi(t)). \quad (5.3) \]

For this purpose we choose regularizations \( H^\epsilon(x) \) in the form

\[ H^\epsilon(x) = \begin{cases} 
0, & x \leq -4\epsilon \\
\epsilon, & -3\epsilon \leq x \leq 3\epsilon \\
1, & x \geq 4\epsilon
\end{cases} \]
where $c$ is a constant, and $H^\epsilon(x)$ is continued smoothly in the intervals $(-4\epsilon, -3\epsilon)$ and $(3\epsilon, 4\epsilon)$. It can be easily seen that
\[
\begin{cases}
H^\epsilon(x) = H(x) + o_{\mathcal{D}'}(\epsilon) \\
H^\epsilon_\xi(x) = \delta(x) + o_{\mathcal{D}'}(\epsilon) \\
H^\epsilon(x)H^\epsilon_\xi(x) = \frac{1}{2}\delta(x) + o_{\mathcal{D}'}(\epsilon),
\end{cases}
\]
where $H^\epsilon_\xi(.)$ denotes the derivative of $H^\epsilon$. Now
\[
\begin{align*}
u^\epsilon_t(x, t) &= [u]\dot{\phi}(t)H^\epsilon_\xi(-x + \phi(t)), \\
u^\epsilon_x(x, t) &= -[u]H^\epsilon_\xi(-x + \phi(t)), \\
R^\epsilon_t(x, t) &= [R]\dot{\phi}(t)H^\epsilon_\xi(-x + \phi(t)), \\
R^\epsilon_x(x, t) &= -[R]H^\epsilon_\xi(-x + \phi(t)).
\end{align*}
\]
Substituting $u^\epsilon_t, u^\epsilon_x$ in the first equation in (5.1), we get
\[
\begin{align*}
u^\epsilon_t + u^\epsilon u^\epsilon_x &= [u]\dot{\phi}(t)H^\epsilon_\xi(-x + \phi(t)) - u_r[u]H^\epsilon_\xi(-x + \phi(t)) \\
&\quad - [u]^2 H^\epsilon(-x + \phi(t))H^\epsilon_\xi(-x + \phi(t)) \\
&= \{[u]\dot{\phi}(t) - u_r[u] - \frac{[u]^2}{2}\}\delta(-x + \phi(t)) + o_{\mathcal{D}'}(1), \ \epsilon \to 0.
\end{align*}
\]
Setting the coefficients of $\delta(-x + \phi(t))$ above to zero, we get
\[
\dot{\phi}(t) = u_r + \frac{[u]}{2} = \left[\frac{\|r\|^2}{|u|}\right]
\]
and hence
\[
u^\epsilon_t + u^\epsilon u^\epsilon_x = o_{\mathcal{D}'}(1), \ \epsilon \to 0.
\]
Substituting $R^\epsilon_t, R^\epsilon_x$ in (5.1) and using the expression for $\dot{\phi}(t)$ as obtained above, we have
\[
\begin{align*}
R^\epsilon_t + u^\epsilon R^\epsilon_x &= [R]\dot{\phi}(t)H^\epsilon_\xi(-x + \phi(t)) - u_r[R]H^\epsilon_\xi(-x + \phi(t)) \\
&\quad - [u][R]H^\epsilon(-x + \phi(t))H^\epsilon_\xi(-x + \phi(t)) \\
&= \{[R]\dot{\phi}(t) - u_r[R] - \frac{[u][R]}{2}\}\delta(-x + \phi(t)) + o_{\mathcal{D}'}(1) \\
&= o_{\mathcal{D}'}(1), \ \epsilon \to 0.
\end{align*}
\]
Thus $u^\epsilon(x, t), R^\epsilon(x, t)$ as in (5.3) with $\dot{\phi}(t) = \left[\frac{\|r\|^2}{|u|}\right]$ is a weak asymptotic solution of (5.1).
Remark 5.1. It would be interesting to note that
\[ u_R := \lim_{\epsilon \to 0} u^\epsilon R^\epsilon = \lim_{\epsilon \to 0} \left( u_r[R]H^\epsilon_x + u[R]H^\epsilon_x \right) \]
\[ = \left( u_r + \frac{|u|}{2} \right) R = \left( \frac{u^2}{2u} \right) R, \]
which corresponds to the Volpert’s product.

It’s not very difficult then to see that \( u(x, t), R(x, t) \) where
\[ u(x, t) = \lim_{\epsilon \to 0} u^\epsilon(x, t), \quad R(x, t) = \lim_{\epsilon \to 0} R^\epsilon(x, t), \]
satisfy for all \( \eta(x, t) \in D(\mathbb{R} \times [0, \infty)) \) the integral identities
\[ \int_0^\infty \int_{\mathbb{R}} (u\eta_t + \frac{u^2}{2} \eta_x) \, dx \, dt + \int_{\mathbb{R}} u(x, 0)\eta(x, 0) \, dx = 0, \]
\[ \int_0^\infty \int_{\mathbb{R}} (R_t + uR_x)\eta \, dx \, dt = 0 \]
which is exactly the formulation suggested in [24] using Volpert’s product.
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