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Abstract. The reductions of a square complex matrix $A$ to its canonical forms under transformations of similarity, congruence, or *congruence are unstable operations: these canonical forms and reduction transformations depend discontinuously on the entries of $A$. We survey results about their behavior under perturbations of $A$ and about normal forms of all matrices $A + E$ in a neighborhood of $A$ with respect to similarity, congruence, or *congruence. These normal forms are called miniversal deformations of $A$; they are not uniquely determined by $A + E$, but they are simple and depend continuously on the entries of $E$.

1. Introduction

The purpose of this survey is to give an informal introduction into the theory of perturbations of a square complex matrix $A$ determined up to transformations of similarity $S^{-1}AS$, or congruence $S^TAS$, or *congruence $S^*AS$, in which $S$ is nonsingular and $S^* := S^T$.
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The reduction of a matrix to its Jordan form is an unstable operation: both the Jordan form and a reduction transformation depend discontinuously on the entries of the original matrix. For example, the Jordan matrix $J_2(\lambda) \oplus J_2(\lambda)$ (we denote by $J_n(\lambda)$ the $n \times n$ upper-triangular Jordan block with eigenvalue $\lambda$) is reduced by arbitrarily small perturbations to matrices

$$
\begin{bmatrix}
\lambda & 1 & \varepsilon \\
\lambda & \lambda & 1 \\
\lambda & \lambda & \lambda
\end{bmatrix}
$$

or

$$
\begin{bmatrix}
\lambda & 1 & \varepsilon \\
\lambda & \lambda & 1 \\
\lambda & \lambda & \lambda
\end{bmatrix},
$$

where $\varepsilon \neq 0$, (1)

whose Jordan canonical forms are $J_3(\lambda) \oplus J_1(\lambda)$ or $J_4(\lambda)$, respectively. Therefore, if the entries of a matrix are known only approximately, then it is unwise to reduce it to its Jordan form.

Furthermore, when investigating a family of matrices close to a given matrix, then although each individual matrix can be reduced to its Jordan form, it is unwise to do so since in such an operation the smoothness relative to the entries is lost.

Let $J$ be a Jordan matrix.

(a) Arnold [1] (see also [2, 3]) constructed a miniversal deformation of $J$; i.e., a simple normal form to which all matrices $J + E$ close to $J$ can be reduced by similarity transformations that smoothly depend on the entries of $E$.

(b) Boer and Thijsse [6] and, independently, Markus and Parilis [22] found each Jordan matrix $J'$ for which there exists an arbitrary small matrix $E$ such that $J + E$ is similar to $J'$. For example, if $J = J_2(\lambda) \oplus J_2(\lambda)$, then $J'$ is either $J$, or $J_3(\lambda) \oplus J_1(\lambda)$, or $J_4(\lambda)$ with the same $\lambda$ (see (1)).

Using (b), it is easy to construct for small $n$ the closure graph $G_n$ for similarity classes of $n \times n$ complex matrices; i.e., the Hasse diagram of the partially ordered set of similarity classes of $n \times n$ matrices that are ordered as follows: $a \preceq b$ if $a$ is contained in the closure of $b$. Thus, the graph $G_n$ shows how the similarity classes relate to each other in the affine space of $n \times n$ matrices.

In Section 2.1 we give a sketch of constructive proof of Arnold’s theorem about miniversal deformations of Jordan matrices, and in Sections 2.2–2.4 we consider closure graphs for similarity classes and similarity bundles. In Sections 3 and 4 we survey analogous results about perturbations of matrices determined up to congruence or *congruence.

We do not survey the well-developed theory of perturbations of matrix pencils [9, 10, 11, 15, 18, 19]; i.e., of matrix pairs $(A, B)$ up to equivalence transformations $(RAS, RBS)$ with nonsingular $R$ and $S$. 

All matrices that we consider are complex matrices.

2. Perturbations of matrices determined up to similarity

2.1. Arnold’s miniversal deformations of matrices under similarity. In this section, we formulate Arnold’s theorem about miniversal deformations of matrices under similarity and give a sketch of its constructive proof. Since each square matrix is similar to a Jordan matrix, it suffices to study perturbations of Jordan matrices.

For each Jordan matrix

\[ J = \bigoplus_{i=1}^{t} (J_{m_{i1}}(\lambda_i) \oplus \cdots \oplus J_{m_{ir_i}}(\lambda_i)), \quad m_{i1} \geq m_{i2} \geq \ldots \geq m_{ir_i} \]  

(2)

with \( \lambda_i \neq \lambda_j \) if \( i \neq j \), we define the matrix of the same size

\[ J + D := \bigoplus_{i=1}^{t} \begin{bmatrix} J_{m_{i1}}(\lambda_i) + 0^i & 0^i & \ldots & 0^i \\ 0^- & J_{m_{i2}}(\lambda_i) + 0^i & \ldots & \vdots \\ \vdots & \ddots & \ddots & \vdots \\ 0^- & \ldots & 0^- & J_{m_{ir_i}}(\lambda_i) + 0^i \end{bmatrix} \]  

(3)

in which

\[ 0^- := \begin{bmatrix} \ast & 0 & \ldots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ \ast & 0 & \ldots & 0 \end{bmatrix} \quad \text{and} \quad 0^i := \begin{bmatrix} 0 & \ldots & 0 \\ \vdots & \vdots & \vdots \\ 0 & \ldots & 0 \end{bmatrix} \]

are blocks whose entries are zeros and stars.

The following theorem of Arnold [1, Theorem 4.4] is also given in [2, Section 3.3] and [3, § 30].

**Theorem 2.1** ([1]). Let \( J \) be the Jordan matrix (2). Then all matrices \( J + X \) that are sufficiently close to \( J \) can be simultaneously reduced by some transformation

\[ J + X \mapsto S(X)^{-1}(J + X)S(X), \quad S(X) \text{ is analytic at } 0 \text{ and } S(0) = I, \]  

(4)

to the form \( J + D \) defined in (3) whose stars are replaced by complex numbers that depend analytically on the entries of \( X \). The number of stars is minimal that can be achieved by transformations of the form (4), it is equal to the codimension of the similarity class of \( J \).

The matrix (3) with independent parameters instead of stars is called a miniversal deformation of \( J \) (see formal definitions in [1], [2], or [3]).

The codimension of the similarity class of \( J \) is defined as follows. For each \( A \in \mathbb{C}^{n \times n} \) and a small matrix \( X \in \mathbb{C}^{n \times n} \),
\[
(I - X)^{-1}A(I - X) = (I + X + X^2 + \ldots)A(I - X)
\]
\[
= A + (XA - AX) + X(XA - AX) + X^2(XA - AX) + \ldots
\]
and so the similarity class of \( A \) in a small neighborhood of \( A \) can be obtained by a very small deformation of the affine matrix space \( \{ A + XA - AX \mid X \in \mathbb{C}^{n \times n} \} \). (By the Lipschitz property [24], if \( A \) and \( B \) are close to each other and \( B = S^{-1}AS \) with a nonsingular \( S \), then \( S \) can be taken near \( I_n \).

The vector space
\[
T(A) := \{ XA - AX \mid X \in \mathbb{C}^{n \times n} \}
\]
is the tangent space to the similarity class of \( A \) at the point \( A \). The numbers
\[
\dim_{\mathbb{C}} T(A), \quad \codim_{\mathbb{C}} T(A) := n^2 - \dim_{\mathbb{C}} T(A) \quad (5)
\]
are called the dimension and codimension of the similarity class of \( A \).

**Remark 2.1.** The matrix (3) is the direct sum of \( t \) matrices that are not block triangular. But each Jordan matrix \( J \) is permutation similar to some Weyr matrix \( J^\# \) with the following remarkable property: all commuting with \( J^\# \) matrices are upper block triangular. Producing with (3) the same transformations of permutation similarity, Klimenko and Sergeichuk [19] obtained an upper block triangular matrix \( J^\# + D^\# \), which is a minimal deformation of \( J^\# \).

Now we show sketchily how all matrices near \( J \) can be reduced to the form (3) by near-identity elementary similarity transformations; which explains the structure of the matrix (3).

**Lemma 2.1.** Two matrices are similar if and only if one can be transformed to the other by a sequence of the following transformations (which are called elementary similarity transformations; see [25, Section 1.40]):

(i) Multiplying column \( i \) by a nonzero \( a \in \mathbb{C} \); then dividing row \( i \) by \( a \).

(ii) Adding column \( i \) multiplied by \( b \in \mathbb{C} \) to column \( j \); then subtracting row \( j \) multiplied by \( b \) from row \( i \).

(iii) Interchanging columns \( i \) and \( j \); then interchanging rows \( i \) and \( j \).

**Proof.** Let \( A \) and \( B \) be similar; that is, \( S^{-1}AS = B \). Write \( S \) as a product of elementary matrices: \( S = E_1E_2\ldots E_t \). Then
\[
A \mapsto E_1^{-1}AE_1 \mapsto E_2^{-1}E_1^{-1}AE_1E_2 \mapsto \cdots \mapsto E_t^{-1}\ldots E_2^{-1}E_1^{-1}AE_1E_2\ldots E_t = B
\]
is a desired sequence of elementary similarity transformations.

\[ \square \]

**Sketch of the proof of Theorem 2.1.** Two cases are possible.

**Case 1:** \( t = 1 \). Suppose first that \( J = J_3(0) \oplus J_2(0) \). Let

\[
J + E = [b_{ij}]_{i,j=1}^5 := \begin{bmatrix}
\varepsilon_{11} & 1 + \varepsilon_{12} & \varepsilon_{13} & \varepsilon_{14} & \varepsilon_{15} \\
\varepsilon_{21} & \varepsilon_{22} & 1 + \varepsilon_{23} & \varepsilon_{24} & \varepsilon_{25} \\
\varepsilon_{31} & \varepsilon_{32} & \varepsilon_{33} & \varepsilon_{34} & \varepsilon_{35} \\
\varepsilon_{41} & \varepsilon_{42} & \varepsilon_{43} & \varepsilon_{44} & 1 + \varepsilon_{45} \\
\varepsilon_{51} & \varepsilon_{52} & \varepsilon_{53} & \varepsilon_{54} & \varepsilon_{55}
\end{bmatrix}
\]  

(6)

be any matrix near \( J \) (i.e., all \( \varepsilon_{ij} \) are small). We need to reduce it to the form

\[
\begin{bmatrix}
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
* & * & * & * & * \\
* & 0 & 0 & 0 & 1 \\
* & 0 & 0 & * & *
\end{bmatrix}
\]  

(7)

in which the *’s are small complex numbers, by those transformations from Lemma 2.1 that are close to the identity transformation.

Dividing column 2 of (6) by \( 1 + \varepsilon_{12} \) and multiplying row 2 by \( 1 + \varepsilon_{12} \) (transformation (i)), we make \( b_{12} = 1 \). Since \( \varepsilon_{12} \) is small, this transformation is near-identity and the obtained matrix is near \( J \). Some \( b_{ij} \) and \( \varepsilon_{ij} \) have been changed, but we use the same notation for them.

Subtracting column 2 (with \( \varepsilon_{12} = 0 \)) multiplied by \( \varepsilon_{11} \) from column 1, we make \( b_{11} = 0 \); the inverse transformation of rows (which must be done by the definition of transformation (ii)) slightly changes row 2. Analogously, we make \( b_{13} = b_{14} = b_{15} = 0 \) subtracting column 2; the inverse transformations of rows slightly change row 2.

We obtain

\[
[b_{ij}]_{i,j=1}^5 = \begin{bmatrix}
0 & 1 & 0 & 0 & 0 \\
\varepsilon_{21} & \varepsilon_{22} & 1 + \varepsilon_{23} & \varepsilon_{24} & \varepsilon_{25} \\
\varepsilon_{31} & \varepsilon_{32} & \varepsilon_{33} & \varepsilon_{34} & \varepsilon_{35} \\
\varepsilon_{41} & \varepsilon_{42} & \varepsilon_{43} & \varepsilon_{44} & 1 + \varepsilon_{45} \\
\varepsilon_{51} & \varepsilon_{52} & \varepsilon_{53} & \varepsilon_{54} & \varepsilon_{55}
\end{bmatrix}
\]

with row 1 as in (7). In the same manner, we make \( b_{23} = 1 \) dividing column 3 by \( 1 + \varepsilon_{23} \), and then \( b_{21} = b_{22} = b_{24} = b_{25} = 0 \) subtracting column 3 (transformations (i) and (ii)); the inverse transformations with rows slightly change row 3. In the obtained matrix, we make \( b_{45} = 1 \); then \( b_{41} = b_{42} = b_{43} = b_{44} = 0 \); the inverse transformations with rows slightly change row 5.
We have obtained a matrix of the form
\[
\begin{bmatrix}
0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 & 0 \\
* & * & * & * & * \\
0 & 0 & 0 & 1 & 0 \\
* & * & * & * & *
\end{bmatrix}
\]
(*’s are small numbers)
by using near-identity elementary similarity transformations with (6).

To reduce the number of stars, we subtract row 2 multiplied by \(b_{53}\) from row 5 making \(b_{53} = 0\). The inverse transformation of columns adds column 5 multiplied by the old \(b_{53}\) to column 2. Then we make \(b_{42} = b_{52} = 0\) using row 1; the inverse transformations of columns slightly change \(b_{31}, b_{41}\), and \(b_{11}\).

We have simultaneously reduced all matrices (6) near \(J\) to the form (7) by a similarity transformation that analytically depends on all \(\varepsilon_{ij}\) and that is identity if all \(\varepsilon_{ij} = 0\).

In the same manner, all matrices \(J(0) + E\) near a nilpotent Jordan matrix
\[
J(0) := J_{m_1}(0) \oplus \cdots \oplus J_{m_r}(0), \quad m_1 \geq m_2 \geq \ldots \geq m_r
\]
can be reduced first to matrices of the form
\[
\begin{bmatrix}
J_{m_1}(0) + 0^1 & \cdots & 0^1 \\
0^1 & \cdots & 0^1 \\
0 & \cdots & J_{m_r}(0) + 0^1
\end{bmatrix}
\]
and then to matrices of the form (3) with \(t = 1, \lambda_1 = 0\), and \(m_1, \ldots, m_r\) instead of \(m_{11}, \ldots, m_{1r_1}\).

This proves the theorem for each Jordan matrix \(J(\lambda) = J(0) + \lambda I\) with a single eigenvalue \(\lambda\) since \(S(E)^{-1}(J(\lambda) + E)S(E) = S(E)^{-1}(J(0) + E)S(E) + \lambda I\).

**Case 2: \(t \geq 2\).** In this case, (2) has distinct eigenvalues. Write (2) in the form \(J = J_1 \oplus \cdots \oplus J_t\), where each \(J_i := J_{m_i}(\lambda_i) \oplus \cdots \oplus J_{m_{ir_i}}(\lambda_i)\) is of size \(n_i \times n_i\) and has the single eigenvalue \(\lambda_i\). Let
\[
J + E = \begin{bmatrix}
J_{11} + E_{11} & \cdots & E_{1t} \\
\vdots & \ddots & \vdots \\
E_{t1} & \cdots & J_t + E_{tt}
\end{bmatrix}
\]
be any matrix near \(J\) (i.e., all \(E_{ij}\) are small). We make \(E_{ij} = 0\) for all \(i \neq j\) by near-identity similarity transformations as follows.
Represent (8) in the form \( J + E^\phi + E^\theta \) in which

\[
J + E^\phi := \begin{bmatrix}
J_1 & E_{21} & J_2 & \cdots & 0 \\
E_{21} & J_3 & \cdots & \vdots & \vdots \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
E_{t1} & \cdots & E_{t,t-1} & J_t & \\
0 & \cdots & \cdots & \cdots & J_t
\end{bmatrix} ,
E^\phi := \begin{bmatrix}
E_{11} & E_{12} & \cdots & E_{1t} \\
E_{22} & \ddots & \vdots & \vdots \\
\vdots & \vdots & \ddots & \vdots \\
E_{t-1,t} & \cdots & E_{tt} & \\
0 & \cdots & \cdots & J_t
\end{bmatrix} .
\]

Let us reduce \( J + E^\phi \). Add to its first vertical strip the second strip multiplied by any \( n_2 \times n_1 \) matrix \( M \) to the right. Make the inverse transformation of rows: subtract from the second horizontal strip the first strip multiplied by \( M \) to the left. This similarity transformation replaces \( E_{21} \) with \( E_{21} + J_2M - MJ_1 \). Since \( J_1 \) and \( J_2 \) have distinct eigenvalues, there exists \( M \) for which \( E_{21} + J_2M - MJ_1 = 0 \) (see [14, Chapter VIII, §3]). Moreover, \( M \) is small since \( E_{21} \) is small.

In the same manner, we successively make zero the other blocks of the first underdiagonal \( E_{21}, E_{32}, \ldots, E_{t,t-1} \) of \( J + E^\phi \), then the blocks of its second underdiagonal \( E_{31}, \ldots, E_{t,t-2} \), and so on. Thus, there exists a near-identity matrix \( S_1 \) such that \( S_1^{-1}(J + E^\phi)S_1 = J_1 \oplus \cdots \oplus J_t \).

We make the same similarity transformation with the whole matrix \( J + E = J + E^\phi + E^\theta \) and obtain the matrix \( J + E' := S_1^{-1}(J + E)S_1 \). Its underdiagonal blocks \( E'_{ij} (i > j) \) coincide with the underdiagonal blocks of \( S_1^{-1}E^\phi S_1 \), which are very small since all \( E_{ij} \) are small and the transformation is near-identity.

We apply the same reduction to \( J + E' \) and obtain a matrix \( J + E'' = S_2^{-1}(J + E')S_2 \) whose underdiagonal blocks \( E''_{ij} (i > j) \) are very very small, and so on.

The infinite product \( S_1S_2 \ldots \) converges to a near-identity matrix \( S \) such that all underdiagonal blocks of \( J + \hat{E} := S^{-1}(J + E)S \) are zero.

By near-identity similarity transformations, we successively make zero the first overdiagonal \( \hat{E}_{12}, \hat{E}_{23}, \ldots, \hat{E}_{t-1,t} \) of \( J + \hat{E} \), then its second overdiagonal \( \hat{E}_{13}, \ldots, \hat{E}_{t-2,t} \), and so on.

We have reduced (8) to the block diagonal form \( (J_1 + F_1) \oplus \cdots \oplus (J_t + F_t) \) in which all \( F_i \) are small. Reducing each summand \( J_i + F_i \) as in Case 1, we obtain a matrix of the form (3).

\[ \square \]

Remark 2.2. In the above proof we have described sketchily how to construct the transformation (4). Algorithms for constructing this transformation are discussed in [20, 21].

2.2. Change of the Jordan canonical form by arbitrarily small perturbations. Let \( J \) be a Jordan matrix and let \( \lambda \) be its eigenvalue. Denote
by $w_{\lambda j}$ the number of Jordan blocks $J_m(\lambda)$ of size $m \geq j$ in $J$; the sequence $(w_{\lambda 1}, w_{\lambda 2}, \ldots)$ is called the Weyr characteristic of $J$ (and of any matrix that is similar to $J$) for the eigenvalue $\lambda$.

The following theorem was proved by Boer and Thijsse [6] and, independently, by Markus and Parilis [22]; another proof was given by Elmroth, Johansson, and Kågström [10, Theorem 2.2].

**Theorem 2.2** ([6, 22]). Let $J$ and $J'$ be Jordan matrices of the same size. Then $J$ can be transformed to a matrix that is similar to $J'$ by an arbitrarily small perturbation if and only if $J$ and $J'$ have the same set of eigenvalues with the same multiplicities, and their Weyr characteristics satisfy

$$w_{\lambda 1} \geq w_{\lambda 1}', \quad w_{\lambda 1} + w_{\lambda 2} \geq w_{\lambda 1}' + w_{\lambda 2}', \quad w_{\lambda 1} + w_{\lambda 2} + w_{\lambda 3} \geq w_{\lambda 1}' + w_{\lambda 2}' + w_{\lambda 3}' , \ldots$$

for each eigenvalue $\lambda$.

Theorem 2.2 was extended to Kronecker’s canonical forms of matrix pencils by Pokrzywa [23].

**2.3. Closure graphs for similarity classes.**

**Definition 2.1.** Let $T$ be a topological space with an equivalence relation. The closure graph (or closure diagram) is the directed graph whose vertices bijectively correspond to the equivalence classes and for equivalence classes $a$ and $b$ there is a directed path from a vertex of $a$ to a vertex of $b$ if and only if $a \subset b$, in which $\overline{b}$ denotes the closure of $b$.

Thus, the closure graph is the Hasse diagram of the set of equivalence classes with the following partial order: $a \preceq b$ if and only if $a \subset \overline{b}$. The closure graph shows how the equivalence classes relate to each other in $T$.

In this section, $T = \mathbb{C}^{n \times n}$ and the equivalence relation is the similarity of matrices. Since each similarity class contains exactly one Jordan matrix determined up to permutations of Jordan blocks, we identify the vertices with the Jordan matrices determined up to permutations of Jordan blocks.

Theorem 2.2 admits to construct the closure graphs due to the following lemma.

**Lemma 2.2.** The closure graph for similarity classes of $n \times n$ matrices contains a directed path from a Jordan matrix $J$ to a Jordan matrix $J'$ if and only if $J$ can be transformed to a matrix that is similar to $J'$ by an arbitrarily small perturbation.

**Proof.** Denote by $[M]$ the similarity class of a square matrix $M$.

“$\Leftarrow$” Let $J$ can be transformed to a matrix that is similar to $J'$ by an arbitrarily small perturbation. Then there exists a sequence of matrices
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$J + E_1$, $J + E_2$, $J + E_3$, ... in $[J']$ that converges to $J$. This means that $J \in [J']$. Let $A \in [J]$; i.e., $A = S^{-1}JS$ for some $S$. Then the sequence of matrices $S^{-1}(J + E_i)S = A + S^{-1}E_iS$ ($i = 1, 2, ...$) in $[J']$ converges to $A$, and so $A \in [J']$. Therefore, $[J] \subset [J']$ and there is a directed path from $J$ to $J'$. □

**Corollary 2.1.** By Theorem 2.2, the arrows are only between Jordan matrices with the same sets of eigenvalues. Let $J$ be a Jordan matrix.

- Let $J'$ be a Jordan matrix of the same size. Each neighborhood of $J$ contains a matrix whose Jordan canonical form is $J'$ if and only if there is a directed path from $J$ to $J'$ (if $J = J'$ then there always exists the "lazy" path of length 0 from $J$ to $J'$).
- The closure of the similarity class of $J$ is equal to the union of the similarity classes of all Jordan matrices $J'$ such that there is a directed path from $J'$ to $J$ (if $J = J'$ then there always exists the "lazy" path).

**Example 2.1.** Let us construct the closure graph for similarity classes of $4 \times 4$ matrices. Each Jordan matrix is a direct sum of Jordan blocks $J_m(\lambda)$. Replacing them by $\lambda^m$ and deleting the symbols $\oplus$, we get the compact notation of Jordan matrices which was used by Arnold [1]. For example,

$$\lambda^2\lambda\mu \text{ is } \lambda^2(\lambda) \oplus \lambda(\lambda) \oplus \lambda(\mu)$$

(we write $\lambda, \mu$ instead of $\lambda^1, \mu^1$).

For all Jordan matrices of size $4 \times 4$ with eigenvalue 0, we have

<table>
<thead>
<tr>
<th>Jordan matrix</th>
<th>its Weyr characteristic $(w_1, w_2, w_3, w_4)$</th>
<th>the sequence $(w_1, w_1 + w_2, w_1 + w_2 + w_3, w_1 + w_2 + w_3 + w_4)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0000</td>
<td>$(4,0,0,0)$</td>
<td>$(4,4,4)$</td>
</tr>
<tr>
<td>0^200</td>
<td>$(3,1,0,0)$</td>
<td>$(3,4,4)$</td>
</tr>
<tr>
<td>0^20^2</td>
<td>$(2,2,0,0)$</td>
<td>$(2,4,4)$</td>
</tr>
<tr>
<td>0^30</td>
<td>$(2,1,1,0)$</td>
<td>$(2,3,4)$</td>
</tr>
<tr>
<td>0^4</td>
<td>$(1,1,1,1)$</td>
<td>$(1,2,3,4)$</td>
</tr>
</tbody>
</table>

Using this table, Theorem 2.2, and Lemma 2.2, it is easy to construct the following closure graph for similarity classes of nilpotent $4 \times 4$ matrices:

$$0000 \rightarrow 0^200 \rightarrow 0^20^2 \rightarrow 0^30 \rightarrow 0^4$$

In the same way, one can construct the closure graph for similarity classes of all $4 \times 4$ matrices, which is presented in Figure 1. The graph is infinite: $\lambda, \mu, \nu, \xi$ are arbitrary distinct complex numbers. The similarity classes of $4 \times 4$ Jordan matrices $J$ that are located at the same horizontal level in (10) have the same dimension (defined in (5)), which is indicated to the
right and is calculated as follows: it equals $16 - \text{codim}_{\mathbb{C}} T(J)$, in which $\text{codim}_{\mathbb{C}} T(J)$ is the number of stars in (3) (see (5) and Theorem 2.1). For example, if $J$ is (9) with $\lambda \neq \mu$, then (3) is

$$
\begin{bmatrix}
\lambda & 1 & 0 & 0 \\
* & \lambda & * & 0 \\
* & 0 & \lambda & * \\
0 & 0 & 0 & \mu
\end{bmatrix}
$$

and so $\dim_{\mathbb{C}}(J) = 16 - \text{codim}_{\mathbb{C}} T(J) = 16 - 6 = 10$.

The following example shows that the structure of the closure graph for larger matrices is not so simple as in (10).

**Example 2.2.** The closure graph for similarity classes of $6 \times 6$ nilpotent matrices is presented in Figure 2. This graph was taken from [18, Figures 3 and 22], where P. Johansson describes the StratiGraph, which is a software tool for constructing the closure graphs for similarity classes of matrices, for strict equivalence classes of matrix pencils, and for bundles of matrices and pencils (see Section 2.4 about bundles and the web page

http://www.cs.umu.se/english/research/groups/matrix-computations/stratigraph/

about the StratiGraph).

### 2.4. Closure graphs for similarity bundles.

Arnold [1, §5.3] defines a *bundle of matrices under similarity* as a set of all matrices having the same *Jordan type*, which is defined as follows: matrices $A$ and $B$ have the same Jordan type if there is a bijection from the set of distinct eigenvalues of $A$ to the set of distinct eigenvalues of $B$ that transforms the Jordan canonical form of $A$ to the Jordan canonical form of $B$. For example, the Jordan
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\[ J_3(0) \oplus J_2(0) \oplus J_5(1), \quad J_3(2) \oplus J_2(2) \oplus J_5(-3) \]

belong to the same bungle. All matrices of a bundle have similar properties and not only with respect to perturbations; for example, its Jordan canonical matrices have the same set of commuting matrices.

Note that the closure graph for bundles of \( n \times n \) matrices under similarity has a finite number of vertices; moreover, it is in some sense more informative than the closure graph for similarity classes. For example, one cannot see from the latter graph that each neighborhood of \( J_n(\lambda) \) contains a matrix with \( n \) distinct eigenvalues (since there is no diagonal matrix whose similarity class has a nonzero intersection with each neighborhood of \( J_n(\lambda) \)). But the closure graph for bundles has an arrow from the bundle containing \( J_n(\lambda) \) to the bundle of all matrices with \( n \) distinct eigenvalues.

Furthermore, not every convergent sequence of \( n \times n \) matrices

\[ B_1, B_2, \ldots \rightarrow A, \quad (11) \]

in which all \( B_i \) are not similar to \( A \), gives a directed path in the closure graph for similarity classes. But every sequence (11), in which all \( B_i \) do not belong to the bundle \( A \) that contains \( A \), gives at least one directed path in the closure graph for similarity bundles. Indeed, the number of bundles of \( n \times n \) matrices is finite, and so there is an infinite subsequence
$B_{n_1}, B_{n_2}, \ldots \to A$ in which all $B_{n_i}$ belong to the same bundle $B$. Hence $A \in \overline{B}$. One can prove that $A \in \overline{B}$.

Example 2.3. The closure graph for similarity bundles of $4 \times 4$ matrices is presented in Figure 3 (it is given in another form in Johansson’s guide [18, Figure 24]).

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{closure_graph}
\caption{The closure graph for similarity bundles of $4 \times 4$ matrices}
\end{figure}

Let us compare (10) and (12). The graph (10) is infinite; it is the disjoint union of linear subgraphs that are obtained from

$$\lambda \lambda \lambda \lambda \to \lambda^2 \lambda \lambda \to \cdots \to \lambda^4, \quad \lambda \lambda \lambda \mu \to \lambda^2 \lambda \mu \to \lambda^3 \mu, \ldots, \lambda \mu \nu \xi$$

by replacing their parameters by unequal complex numbers (the numbers of parameters in the vertices of the linear subgraphs (13) are equal to 1, 2, 2, 3, 4, respectively). Thus, although the sequences of Greek letters in the vertices of (10) and (12) are the same, each vertex of (10) represents an infinite set of similarity classes whose matrices have the same Jordan type (and so these similarity classes have the same dimension), whereas the corresponding vertex in (12) represents only one bundle, which is the union of these similarity classes; its dimension is equal to the dimension of any of its similarity classes plus the number of parameters. Notice that each arrow of (10) corresponds to an arrow of (12), but (12) has additional arrows.
3. Perturbations of matrices determined up to congruence

Dmytryshyn, Futorny, and Sergeichuk [7] constructed miniversal deformations of the following congruence canonical matrices given by Horn and Sergeichuk [16, 17]:

Every square complex matrix is congruent to a direct sum, determined uniquely up to permutation of summands, of matrices of the form

\[
\begin{bmatrix}
0 & I_m \\
J_m(\lambda) & 0
\end{bmatrix},
\begin{bmatrix}
0 & -1 \\
-1 & 1 \\
1 & 0
\end{bmatrix}, \quad J_k(0),
\]

in which \(\lambda \in \mathbb{C} \setminus \{0, (-1)^{m+1}\}\) and is determined up to replacement by \(\lambda^{-1}\).

The miniversal deformations [7, Theorem 2.2] of congruence canonical matrices are rather cumbersome, so we give them only for \(2 \times 2\) and \(3 \times 3\) matrices.

**Theorem 3.1** ([7, Example 2.1]). Let \(A\) be any \(2 \times 2\) or \(3 \times 3\) matrix. Then all matrices \(A + X\) that are sufficiently close to \(A\) can be simultaneously reduced by some transformation

\[
S(X)^T(A + X)S(X), \quad S(X) \text{ is holomorphic at } 0,
\]

\[14\]
to one of the following forms, in which \(\lambda \in \mathbb{C} \setminus \{-1, 1\}\) and each nonzero \(\lambda\) is determined up to replacement by \(\lambda^{-1}\).

- If \(A\) is \(2 \times 2\):
  \[
  \begin{bmatrix}
  0 \\
  0
  \end{bmatrix} + \begin{bmatrix}
  * \\
  * 
  \end{bmatrix}, \quad \begin{bmatrix}
  1 \\
  0
  \end{bmatrix} + \begin{bmatrix}
  0 & 0 \\
  * & *
  \end{bmatrix}, \quad \begin{bmatrix}
  1 \\
  0
  \end{bmatrix} + \begin{bmatrix}
  0 & 0 \\
  * & *
  \end{bmatrix},
  \\
  \begin{bmatrix}
  0 & 1 \\
  -1 & 0
  \end{bmatrix} + \begin{bmatrix}
  * \\
  * 
  \end{bmatrix}, \quad \begin{bmatrix}
  0 & -1 \\
  1 & 1
  \end{bmatrix} + \begin{bmatrix}
  0 & 0 \\
  * & *
  \end{bmatrix}, \quad \begin{bmatrix}
  0 & 0 \\
  1 & 0
  \end{bmatrix} + \begin{bmatrix}
  0 & 0 \\
  * & *
  \end{bmatrix}.
  
- If \(A\) is \(3 \times 3\):
  \[
  \begin{bmatrix}
  0 \\
  0
  \end{bmatrix} + \begin{bmatrix}
  * & * & * \\
  * & *
  \end{bmatrix}, \quad \begin{bmatrix}
  1 \\
  0
  \end{bmatrix} + \begin{bmatrix}
  0 & 0 & 0 \\
  * & * & *
  \end{bmatrix}, \quad \begin{bmatrix}
  0 \\
  0
  \end{bmatrix} + \begin{bmatrix}
  * & * & * \\
  * & *
  \end{bmatrix}, \quad \begin{bmatrix}
  1 \\
  0
  \end{bmatrix} + \begin{bmatrix}
  0 & 0 & 0 \\
  * & *
  \end{bmatrix}, \quad \begin{bmatrix}
  1 \\
  0
  \end{bmatrix} + \begin{bmatrix}
  0 & 0 & 0 \\
  * & *
  \end{bmatrix}, \quad \begin{bmatrix}
  1 \\
  0
  \end{bmatrix} + \begin{bmatrix}
  0 & 0 & 0 \\
  * & *
  \end{bmatrix}.
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the congruence class of can be attained by using transformations (14); it is defined as follows. For
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and independently by De Terán and Dopico [4]; it is defined as follows. For each of these matrices has the form $A_{can} + D$ in which $A_{can}$ is a canonical matrix for congruence and the stars in $D$ are complex numbers that tend to zero as $X$ tends to zero. The number of stars is the smallest that can be attained by using transformations (14); it is equal to the codimension of the congruence class of $A$.

The codimension of the congruence class of a congruence canonical matrix $A \in \mathbb{C}^{n \times n}$ was calculated by Dmytryshyn, Futorny, and Sergeichuk [7] and independently by De Terán and Dopico [4]; it is defined as follows. For each small matrix $X \in \mathbb{C}^{n \times n}$,

$$(I + X)^T A (I + X) = A + X^T A + AX + X^T A X$$

and so the congruence class of $A$ in a small neighborhood of $A$ can be obtained by a very small deformation of the affine matrix space $\{A + X^T A + AX | X \in \mathbb{C}^{n \times n}\}$. (By the local Lipschitz property [24], if $A$ and $B$ are close to each other and $B = S^T A S$ with a nonsingular $S$, then $S$ can be taken near $I_n$.)

The vector space

$$T(A) := \{X^T A + AX | X \in \mathbb{C}^{n \times n}\}$$

is the tangent space to the congruence class of $A$ at the point $A$. The numbers

$$\dim_{\mathbb{C}} T(A), \quad \text{codim}_{\mathbb{C}} T(A) := n^2 - \dim_{\mathbb{C}} T(A)$$

are called the dimension and codimension of the congruence class of $A$.


\[
\begin{bmatrix}
0 & 1 \\
-1 & 0
\end{bmatrix} + \begin{bmatrix}
* & 0 & 0 \\
0 & * & 0
\end{bmatrix}, \quad \begin{bmatrix}
0 & 1 \\
0 & 0
\end{bmatrix} + \begin{bmatrix}
0 & 0 & 0 \\
0 & * & 0
\end{bmatrix} \quad (\lambda \neq 0),
\]

\[
\begin{bmatrix}
0 & 1 \\
-1 & 0
\end{bmatrix} + \begin{bmatrix}
0 & 0 & 0 \\
0 & * & 0
\end{bmatrix}, \quad \begin{bmatrix}
0 & -1 \\
1 & 1
\end{bmatrix} + \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}, \quad \begin{bmatrix}
0 & 1 \\
0 & 0
\end{bmatrix} + \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}, \quad \begin{bmatrix}
0 & 1 \\
0 & 0
\end{bmatrix} + \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}, \quad \begin{bmatrix}
0 & 1 \\
0 & 0
\end{bmatrix} + \begin{bmatrix}
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}.
\]
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Congruence bundles are defined by Futorny, Klimenko, and Sergeichuk [12] via bundles of matrix pairs under equivalence. Recall, that pairs \((A, B)\) and \((A', B')\) of \(m \times n\) matrices are equivalent if there are nonsingular \(R\) and \(S\) such that \(RAS = A'\) and \(RBS = B'\). By Kronecker’s theorem about matrix pencils [14, Chapter XII, §3], each pair \((A, B)\) of matrices of the same size is equivalent to

\[
L \oplus P_1(\lambda_1) \oplus \cdots \oplus P_t(\lambda_t), \quad \lambda_i \neq \lambda_j \text{ if } i \neq j, \quad \lambda_1, \ldots, \lambda_t \in \mathbb{C} \cup \{\infty\}, \quad (15)
\]

in which \(L\) is a direct sum of pairs of the form \((L_k, R_k)\) and \((L_k^T, R_k^T)\), \(k = 1, 2, \ldots\), defined by

\[
L_k := \begin{bmatrix} 1 & 0 & \cdots & 0 \\ \vdots & \ddots & \ddots & \vdots \\ 0 & \cdots & 1 & 0 \end{bmatrix}, \quad R_k := \begin{bmatrix} 0 & 1 & \cdots & 0 \\ \vdots & \ddots & \ddots & \vdots \\ 0 & \cdots & 0 & 1 \end{bmatrix} \quad ((k-1)\text{-by}-k),
\]

and each \(P_i(\lambda_i)\) is a direct sum of pairs of the form

\[
(I_k, J_k(\lambda_i)) \text{ if } \lambda_i \in \mathbb{C} \quad \text{or} \quad (J_k(0), I_k) \text{ if } \lambda_i = \infty.
\]

The direct sums \(L\) and \(P_i(\lambda_i)\) are determined by \((A, B)\) uniquely, up to permutation of summands. The equivalence bundle of (15) consists of all matrix pairs that are equivalent to pairs of the form

\[
L \oplus P_1(\mu_1) \oplus \cdots \oplus P_t(\mu_t), \quad \mu_i \neq \mu_j \text{ if } i \neq j, \quad \mu_1, \ldots, \mu_t \in \mathbb{C} \cup \{\infty\},
\]

with the same \(L, P_1, \ldots, P_t\) (see [9]).

The definition of bundles of matrices under congruence is not so evident. They could be defined via the congruence canonical form by analogy with bundles of matrices under similarity and bundles of matrix pairs, but, unlike the Jordan and Kronecker canonical forms, the perturbation behavior of a congruence canonical matrix with parameters depends on the values of its parameters, which is illustrated by the canonical matrices \([ 0 \ 1 \\ \ -1 \ 0 ]\) and \([ 0 \ 0 \\ \ x \ 0 ]\) in the left graph in Figure 4.

**Definition 3.1** ([12]). Two square matrices \(A\) and \(B\) are in the same congruence bundle if and only if the pairs \((A, A^T)\) and \((B, B^T)\) are in the same equivalence bundle.

Definition 3.1 is based on Roiter’s statement (see [12, Lemma 4.1]): two \(n \times n\) matrices \(A\) and \(B\) are congruent if and only if the pairs \((A, A^T)\) and \((B, B^T)\) are equivalent.

**Example 3.1.** The closure graphs for congruence classes and congruence bundles of \(2 \times 2\) matrices are presented in Figure 4; they were constructed by Futorny, Klimenko, and Sergeichuk [12].

The left graph: in Figure 4 is the closure graph for congruence classes of \(2 \times 2\) matrices. The congruence classes are given by their
2×2 canonical matrices for congruence. The graph is infinite: \( \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} \) represents the infinite set of vertices indexed by \( \lambda \in \mathbb{C} \setminus \{-1, 1\} \).

**The right graph:** is the closure graph for congruence bundles of 2×2 matrices. The vertex \( \begin{bmatrix} 0 & 1 \\ \lambda & 0 \end{bmatrix} \lambda \) represents the bundle that consists of all matrices whose congruence canonical forms are \( \begin{bmatrix} 0 & 1 \\ \lambda & 0 \end{bmatrix} \) with \( \lambda \neq \pm 1 \). The other vertices are canonical matrices; their bundles coincide with their congruence classes. Note that \( \begin{bmatrix} 0 & 1 \\ 1 & 0 \end{bmatrix} \) and \( \begin{bmatrix} 0 & 1 \\ \lambda & 0 \end{bmatrix} \) (\( \lambda \neq \pm 1 \)) properly belong to distinct bundles because these matrices have distinct properties with respect to perturbations, which is illustrated by the left graph. Other arguments in favor of Definition 3.1 of congruence bundles are given in [12, Section 6].

The congruence classes and bundles with vertices on the same horizontal level have the same dimension, which is indicated to the right.

**Example 3.2.** The closure graphs for congruence classes and congruence bundles of 3×3 matrices are presented in Figure 5. They were constructed by Futorny, Klimenko, and Sergeichuk [12].

**The left graph:** in Figure 5 is the closure graph for congruence classes of 3×3 matrices. The congruence classes are given by their 3×3 canonical matrices for congruence. The graph is infinite:
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The right graph: is the closure graph for congruence bundles of $3 \times 3$ matrices. The vertices $\begin{bmatrix} 0 & 1 \\ \lambda & 0 \end{bmatrix}$ and $\begin{bmatrix} 0 & 1 \\ \mu & 0 \end{bmatrix}$ represent the bundles that consist of all matrices whose congruence canonical forms are $\begin{bmatrix} 0 & 1 \\ \lambda & 0 \end{bmatrix}$ ($\lambda \neq \pm 1$) or $\begin{bmatrix} 0 & 1 \\ \mu & 0 \end{bmatrix}$ ($\mu \neq \pm 1$), respectively. The other vertices are canonical matrices: their bundles coincide with their congruence classes.

**Remark 3.1.** Let $M$ be a $2 \times 2$ or $3 \times 3$ canonical matrix for congruence.

- Let $N$ be another canonical matrix for congruence of the same size. Each neighborhood of $M$ contains a matrix from the congruence classes.
class (respectively, bundle) of $N$ if and only if there is a directed path from $M$ to $N$ in the left (resp. right) graph in Figures 4 or 5. Note that there always exists the “lazy” path of length 0 from $M$ to $M$ if $M = N$.

- The closure of the congruence class (resp. bundle) of $M$ is equal to the union of the congruence classes (resp. bundles) of all canonical matrices $N$ such that there is a directed path from $N$ to $M$.

4. Perturbations of matrices determined up *congruence

Dmytryshyn, Futorny, and Sergeichuk [8] constructed miniversal deformations of the following *congruence canonical matrices given by Horn and Sergeichuk [16, 17]:

Every square complex matrix is *congruent to a direct sum, determined uniquely up to permutation of summands, of matrices of the form

$$
\begin{bmatrix}
0 & I_m \\
J_m(\lambda) & 0
\end{bmatrix}, \quad
\begin{bmatrix}
0 & 1 & \cdots & 0 \\
1 & \cdots & i & 0 \\
\mu_1 & \cdots & \mu \end{bmatrix}, \quad J_k(0),
$$

in which $\lambda, \mu \in \mathbb{C}$, $|\lambda| > 1$, and $|\mu| = 1$. (The condition $|\lambda| > 1$ can be replaced by $0 < |\lambda| < 1$.)

The miniversal deformations [8, Theorem 2.2] of *congruence canonical matrices are rather cumbersome, so we give them only for $2 \times 2$ and $3 \times 3$ matrices.

**Theorem 4.1.** Let $A$ be any $2 \times 2$ or $3 \times 3$ matrix. Then all matrices $A + X$ that are sufficiently close to $A$ can be simultaneously reduced by some transformation

$$S(X)^*(A + X)S(X), \quad S(X) \text{ is nonsingular and continuous on a neighborhood of zero,}$$

to one of the following forms.

- **If $A$ is $2 \times 2$:***

$$
\begin{bmatrix}
0 & 0 \\
0 & \mu_1
\end{bmatrix} + \begin{bmatrix}
* & * \\
* & *
\end{bmatrix}, \quad
\begin{bmatrix}
\mu_1 & 0 \\
0 & 0
\end{bmatrix} + \begin{bmatrix}
\varepsilon_1 & 0 \\
0 & 0
\end{bmatrix}, \quad
\begin{bmatrix}
\mu_1 & 0 \\
0 & \mu_2
\end{bmatrix} + \begin{bmatrix}
0 & \varepsilon_1 \\
\delta_{21} & \varepsilon_2
\end{bmatrix},
$$

- **If $A$ is $3 \times 3$:***

$$
\begin{bmatrix}
0 & \mu_1 \\
\mu_1 & 0
\end{bmatrix} + \begin{bmatrix}
* & 0 \\
0 & *
\end{bmatrix}, \quad
\begin{bmatrix}
\mu_1 & 0 \\
0 & \lambda
\end{bmatrix} + \begin{bmatrix}
0 & 0 \\
0 & *
\end{bmatrix}.
$$
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Each of these matrices has the form $A_{\text{can}} + D$, in which $A_{\text{can}}$ is a canonical matrix for *congruence*, the stars in $D$ are complex numbers, $|\lambda| < 1$, $|\mu_1| = |\mu_2| = |\mu_3| = 1$, and

$$
\begin{align*}
\epsilon_1 & \in \mathbb{R} \text{ if } \mu_1 \notin \mathbb{R} \\
\epsilon_1 & \in i\mathbb{R} \text{ if } \mu_1 \in \mathbb{R}
\end{align*}
$$

$$
\begin{align*}
\delta_{1r} & = 0 \text{ if } \mu_1 \neq \pm \mu_r \\
\delta_{1r} & \in \mathbb{C} \text{ if } \mu_1 = \pm \mu_r
\end{align*}
$$

(Clearly, $D$ tends to zero as $X$ tends to zero.) For each $A_{\text{can}} + D$, twice the number of its stars plus the number of its entries $\epsilon_1, \delta_{1r}$ is equal to the codimension over $\mathbb{R}$ of the *congruence* class of $A_{\text{can}}$.

The codimension of the *congruence* class of a *congruence* canonical matrix $A \in \mathbb{C}^{n \times n}$ was calculated by Dmytryshyn, Futorny, and Sergeichuk [8]; it is defined as follows. For each $A \in \mathbb{C}^{n \times n}$ and a small matrix $X \in \mathbb{C}^{n \times n}$,

$$(I + X)^*A(I + X) = A + X^*A + AX + X^*AX \text{ small very small}$$

and so the *congruence* class of $A$ in a small neighborhood of $A$ can be obtained by a very small deformation of the real affine matrix space $\{A + X^*A + AX \mid X \in \mathbb{C}^{n \times n}\}$. (By the local Lipschitz property [24], if $A$ and $B$ are close to each other and $B = S^*AS$ with a nonsingular $S$, then $S$ can be taken near $I_n$). The real vector space

$$T(A) := \{X^*A + AX \mid X \in \mathbb{C}^{n \times n}\}$$

is the tangent space to the *congruence class of $A$ at the point $A$. The numbers
\[
\dim_{\mathbb{R}} T(A), \quad \text{codim}_{\mathbb{R}} T(A) := 2n^2 - \dim_{\mathbb{R}} T(A)
\]
are called the dimension and, respectively, codimension over $\mathbb{R}$ of the *congruence class of $A$.

**Example 4.1.** The closure graph for *congruence classes of $2 \times 2$ matrices is presented in Figure 6; it was constructed by Futorny, Klimenko, and Sergeichuk [13]. Each *congruence class is given by its canonical matrix,

\[
\begin{bmatrix}
\lambda & 0 \\
0 & \bar{\lambda}
\end{bmatrix}
\]

which is a direct sum of blocks of the form (16). The graph is infinite: each vertex except for $\begin{bmatrix} 0 & 0 \\ 0 & 0 \end{bmatrix}$ represents an infinite set of vertices indexed by the parameters of the corresponding canonical matrix. The *congruence classes of canonical matrices that are located at the same horizontal level in (17) have the same dimension over $\mathbb{R}$, which is indicated to the right. The arrow $\begin{bmatrix} \lambda & 0 \\
0 & \nu \end{bmatrix} \rightarrow \begin{bmatrix} 0 & 0 \\
\nu & \lambda \end{bmatrix}$ exists if and only if $\lambda = \mu a + \nu b$ for some nonnegative $a, b \in \mathbb{R}$. The arrow $\begin{bmatrix} \lambda & 0 \\
0 & \tau \end{bmatrix} \rightarrow \begin{bmatrix} 0 & \tau \\
\tau & \mu \end{bmatrix}$ exists if and only if the imaginary part of $\lambda \tau$ is nonnegative. The arrow $\begin{bmatrix} \lambda & 0 \\
0 & -\lambda \end{bmatrix} \rightarrow \begin{bmatrix} 0 & \tau \\
\tau & \mu \end{bmatrix}$ exists if and only if $\tau = \pm \lambda$.

\[
\begin{aligned}
\text{dim}_{\mathbb{R}} 4 & \quad |\lambda| = 1, \\
\text{dim}_{\mathbb{R}} 3 & \quad |\mu| = |\nu| = |\tau| = 1, \\
\text{dim}_{\mathbb{R}} 0 & \quad \mu \neq \pm \nu, |\sigma| < 1,
\end{aligned}
\]
The arrows $\begin{bmatrix} \lambda & 0 \\ 0 & 0 \end{bmatrix} \rightarrow \begin{bmatrix} \lambda & 0 \\ 0 & \pm \lambda \end{bmatrix}$ exist if and only if the value of $\lambda$ is the same in both matrices. The other arrows exist for all values of parameters of their matrices.

**Remark 4.1.** Let $M$ be a $2 \times 2$ canonical matrix for *congruence.

- Let $N$ be another $2 \times 2$ canonical matrix for *congruence. Each neighborhood of $M$ contains a matrix that is *congruent to $N$ if and only if there is a directed path from $M$ to $N$ in (17) (if $M = N$, then there always exists the “lazy” path of length 0 from $M$ to $N$).
- The closure of the *congruence class of $M$ is equal to the union of the *congruence classes of all canonical matrices $N$ such that there is a directed path from $N$ to $M$.

**References**