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Preface

This is the textbook for a short course given by the authors during the 23rd Brazilian Colloquium of Mathematics, held at the Instituto de Matemática Pura e Aplicada (IMPA), Rio de Janeiro, in July 2001. The purpose of the course is to introduce the reader, supposedly a second or third year graduate student in Mathematics, to the main ideas and techniques of Morse Theory, as well as some of its most well known applications in Geometry and Analysis.

Even though the lectures of the course are planned to be given in portuguese, the choice of english for this textbook is due to the hope that these notes may serve for a wider purpose and that they could be used elsewhere. In its current form, the presentation of the material is very far from being optimal, due partly to the short amount of time in which the book had to be written.

The central idea of Morse Theory is to describe the relationship between the topology of a differentiable manifold and the structure of critical points of a real valued differentiable function defined on it. The choice of this subject for a course was based on two main reasons. First and foremost, Morse Theory is both an elegant and a powerful theory; such aspects of the theory could not be described better than it was done by the words of Richard Palais (see [119]):

The essence of Morse Theory is a collection of theorems describing the intimate relationship between the topology of a manifold and the critical point structure of real valued functions on the manifold. This body of theorems has over and over proved itself to be one of the most powerful and far-reaching tools available for advancing our understanding of differential topology and analysis. But a good mathematical theory is more than just a collection of theorems; in addition it consists of a tool box of related conceptualizations and techniques that have been gradually been built up to help understand some circle of mathematical problems. Morse Theory is no exception, and its basic concepts and constructions have an unusual appeal derived from an underlying geometric naturality, simplicity and elegance.

The second reason that motivated the choice of this subject for our short course is the fact that Morse Theory is a truly interdisciplinary issue. As it will be evident to the reader of this booklet, an enormous amount of different results from a wide variety of areas of Mathematics play some role in the theory: General and Algebraic Topology, Homological Algebra, finite and infinite dimensional Differential Geometry, Real and Functional Analysis as well as some theory of ODE’s
participate in the construction of this magnificent “tool box”. As a result, the theory offers many different aspects and it can be employed under several viewpoints to obtain results of interest by mathematicians working in different areas. For instance, typically an analyst would use Morse Theory to determine existence and multiplicity results for solutions of ordinary or partial differential equations satisfying suitable boundary conditions, and that can be described as solutions of variational problems. Under a different perspective, a typical geometer’s approach to Morse Theory is to use the property of some well known functions to obtain results concerning the topology and the geometry of the underlying manifold.

Morse Theory can be thought as one of the keystones of Critical Point Theory, which, very roughly speaking, is a theory devoted to finding topological invariants for the critical points of a smooth map and to developing techniques for estimating the value of such invariants. The nice feature here is that most results of Critical Point Theory have an analytical statement and a geometrical counterpart. Just to mention a very elementary example of what a Critical Point Theorem looks like, one can think of the following statement: “if $M$ is a compact manifold and $f : M \to \mathbb{R}$ is a smooth map, then $f$ has at least two critical points”; namely, the maximum and the minimum. A geometric counterpart of the above statement is the following: “Assume that $M$ is a manifold such that every smooth $f : M \to \mathbb{R}$ has at least two critical points. Then $M$ is compact.” In a sense, the topological property of compactness for the manifold produces the invariant “two” for the number of critical point of just about any smooth map, and vice versa.

The very basic idea of Morse theory is the following.

Given a smooth map $f : M \to \mathbb{R}$, with $M$, say, a compact manifold, then the sublevels $f^a = f^{-1}(-\infty, a]$ and $f^b = f^{-1}(-\infty, b]$ are homeomorphic if there is no critical value of $f$ in the interval $[a, b]$; on the other hand, if there is a critical value $c \in [a, b]$, then $f^b$ is obtained, as a topological space, by “attaching” to $f^a$ one cell for each critical point in $f^{-1}(c)$, whose dimension equals the index of such critical point. Since the operation of attaching a cell by its boundary produces an effect in the homology of a topological space, the presence and the quantity of critical points having a given index can be measured by looking at the homology groups of $M$.

In this book we have made an effort to offer a presentation of the different aspects of the subject, both in the general theory and in the choice of its applications. We hope we have been able to pass to the reader at least the flavor of all the ingredients of the theory, whichever his/her personal tastes might be. We will consider a major accomplishment of our efforts if we knew that this book has managed to motivate an analyst to learn about the elegant constructions of Riemannian Geometry and Algebraic Topology, or to convince a geometer or a topologist to get involved into the delicate estimates that produce powerful techniques in Real and Functional Analysis. We must confess that, during the writing of the book we have often opted for mathematical statements or arguments that could have a stronger impact on the reader’s curiosity, rather than following the most direct path to the desired conclusion.
The book was written with a purely didactical purpose, at least its first four chapters where the classical theory and some well known applications are discussed. Keeping in mind a typical student’s exigences, we have made our best to make a self-contained text and to provide many technical details of pretty much all the statements and claims made. In order to get the reader more directly involved into the development of the theory (and also in order to remove excessive burden from some technical proofs) we propose a series of exercises at the end of each one of the first four chapters. The results obtained in the exercises are in general secondary to the main development of the theory; however, in the course of some proofs we have made explicit use of results mentioned among the exercises. Usually, in these circumstances we have presented the exercise with a suggestion of consecutive steps to be followed to get to its solution.

Caring about the visual aspect of the material of the book was one of our original goals, which ended up suffering very much from time limitation. Many figures that ought to have been inserted to visualize some technical proofs are still missing, and in some parts of the text we may even have forgotten to remove references to some figure which in fact never came to life. We very regretfully apologize with the reader for such failure. On the other hand, we have made a massive use of diagrams to visualize compositions of maps or even association of concepts, as customary in modern Algebraic Topology textbooks. Some boring “formula hunting” sort of proof has been occasionally replaced by a more appealing “diagram chasing” procedure, and in some parts of the text we have made of “diagram commutativity” a real philosophy of life; the choice of this language is merely a matter of personal taste.

The material of the book is organized according to the following outline. Chapter 1 contains everything the reader needs to know concerning the algebraic topological notions involved in Morse Theory: starting from the very basic definitions and properties of singular homology, relative and local homology, orientation on topological manifolds to the theory of CW-complexes and their homology. The results that are more relevant in the context of Morse Theory are contained in Section 1.8, where we prove the relations between the Betti numbers of a CW-complex and its cellular structure. Propositions 1.8.19, 1.8.20, 1.8.21 and 1.8.22 constitute the body of what could be called a “topological Morse Theory”.

The basic notions of Morse Theory for real valued maps on compact manifolds are discussed in Chapter 2. After a brief review of differential and Riemannian geometry, as well as some basic notions concerning measures and densities on manifolds, we study the local and global properties of the so called Morse functions, which are smooth maps whose critical points are nondegenerate. The kernel of Morse Theory consists of the so called deformation Lemmas (Sections ?? and 2.5), that tell us how the topology of the sublevels of a Morse function changes when passing through a non critical interval and through a critical value. The general theory is introduced by a simple and instructive example, given by the height function on a torus (Section 2.2). As observed in [119], this is everyone’s favorite example, because it has the nice features of being non trivial, easy to understand
and sufficiently general to describe satisfactorily all the distinctive characteristics of the theory.

In Chapter 3 we discuss in some details three classical applications of Morse Theory in Submanifolds Theory: a generalized Gauss-Bonnet theorem for even dimensional compact manifolds (Corollary 3.3.3), the theorem of Chern and Lashof (Theorem 3.4.1), and a characterization of Riemannian immersions with non negative isotropic curvature (Theorem 3.6.14).

In Chapter 4 we discuss the generalization of Morse Theory for smooth maps defined on non compact manifolds. Such generalized theory holds for maps that are bounded from below (or from above) and that satisfy a suitable technical condition, known as the Condition (C) of Palais and Smale. Moreover, in order to avoid trivial results, the critical points of the map under consideration should have finite index\(^1\) (or co-index). It is a surprising fact that, once these assumptions are established, Morse theory is extended at once from the case of compact manifolds to the case of infinite dimensional\(^2\) Hilbert manifolds. Adapting the proofs of all the results of Morse Theory for this general situation is a matter of minor changes, mostly simple restatements of results in a form which makes sense in an infinite dimensional Hilbertian setting. It would be a legitimate doubt to ask oneself why bothering about Morse Theory in compact manifolds, which causes an unnecessary duplication of results (compare the statements of the results in Section ?? with those in Sections ?? and ??) when a full extension of the theory can be presented by such minor adaptations. Our decision of splitting the theory in a seemingly irrational way was based on two considerations. In first place, the compact case can be handled with relatively elementary notions of differential geometry and topology, without assuming knowledge of sophisticated techniques from Hilbert space and Hilbert manifold theory. Observe that using the Morse Theory for smooth maps on compact manifolds one is able to obtain deep and non trivial results (as for instance the theorem of Reeb, Theorem 2.3.13) in a form which is accessible to a wider audience. Secondly, given the didactical purpose of the book, we felt that treating the compact case first and leaving the non compact case to a later stage would lead the student to comprehension by a gentler approach.

In Chapter 4 we also discuss one of the most well known applications of infinite dimensional Morse Theory, which is the study of the Riemannian energy functional in the space of curves joining two fixed points in a finite dimensional Riemannian manifold. It is well known that the critical points of this functional are precisely the geodesics joining the two points, and Morse theory in this case gives highly non trivial global results in Riemannian geometry. Given the importance of this example, and considering also a certain lack of rigorosity in the classical literature, we have treated the subject with a very special care of all technical details. We give a somewhat original approach to the study of the manifold structure for the space

\(^1\)This is due to the disturbing occurrence that infinite dimensional Hilbertian balls are indeed retractable onto their boundaries (Proposition ??), and therefore the operation of attaching an infinite dimensional cell produces no effect in the homology of the sublevels of the map.

\(^2\)Observe that such manifolds are not even locally compact!!
of curves in a differentiable manifold satisfying suitable regularity assumptions by introducing the notion of one-parameter family of charts (Definition 5.1.7). We have preferred this approach which seems more suited for a didactical presentation than the classical Vector Bundle Neighborhood approach of Palais (see [116, 119]); however, it must be observed that the two methods are essentially equivalent. We then prove the details of the smoothness of the energy functional and the Palais–Smale condition, obtaining the desired results.

In Chapter ?? we give a short and informal presentation of some recent results obtained by the authors and some collaborators concerning the Morse Theory for geodesics in manifolds endowed with a non positive definite metric. The idea here is simply to show how the theory can be used successfully also in circumstances when the most crucial assumptions of the infinite dimensional Morse theory do not quite “fit as a glove” in the variational setup. For instance, in the case of non positive definite metrics, the energy functional does not satisfy the Palais–Smale condition, it is not bounded from below, and it is strongly indefinite, i.e., all its critical points have infinite index. In the case of partially definite positive metric tensors (the so-called sub-Riemannian metrics), the main problem in applying techniques from Morse Theory is given by the fact that, in general, the space of trial paths for the variational problem has singularities. Chapter ?? is written under a totally different perspective from the previous chapters, and most of the proofs are either simply sketched or totally omitted. The reader should also be warned of the fact that some minor discrepancies between the notation used in this chapter and that used in the previous chapters may occur occasionally.

Appendix E was written by Claudio Gorodski; the author gives a survey and detailed bibliography on some developments of the theory of the so-called “tight” and “taut” immersions in Riemannian manifolds. These immersions are characterized by the property of “minimizing” (in a suitable sense) the number of critical points respectively for the height and the distance functions that are Morse functions. This is a very active field of research today and it should attract the attention of graduate students and researchers who work in the area of Differential Geometry.

The subject of Morse Theory is far from being exhaustively treated in this book; many important aspects of the theory have not even been mentioned in these pages. Most notably, we have not touched at all the issue of equivariant Morse Theory, which studies situations where functional is invariant by a group of transformations of the underlying manifold. Applications of such theory are ubiquitous both in Analysis and in Geometry; as an example, we mention here the celebrated result of Gromoll and Meyer on the existence of infinitely many closed geodesics in a broad class of compact Riemannian manifolds ([63]). We have also omitted mentions to several applications of Morse Theory to the theory of Hamiltonian systems and Symplectic Geometry, particularly with the works of C. Conley, E. Zehnder, H. Hofer, D. Salamon, I. Ekeland, A. Floer, M. Struwe, Y. Long and many others. Extensions of Morse Theory to the case of Finsler (Banach) manifolds have not been touched upon in this book. It should also be given a mention to the existence
of an alternative approach to Morse Theory, not discussed in this book, which is known as Morse homology. The Morse homology approach consists in studying the gradient flow lines connecting the critical points of a smooth functional $f$ on a Riemannian manifold $M$: under generic assumptions, they constitute a manifold whose dimension equals the difference between the Morse indexes of the two critical points, and their combinatorics can be used to build a complex whose homology coincides with the homology of $M$. Most of the interest of such an approach relies in its infinite dimensional generalizations: in some situations the spaces of gradient flow lines connecting two critical points are finite dimensional, also if the critical points have infinite Morse index, so this approach can be used in cases where standard deformation arguments are not applicable.

In spite of these omissions, we have nevertheless tried to provide a sufficiently general bibliography, in which the interested reader may find suggestions for further reading on these subjects. Hopefully, future versions of this book will reduce the amount of such regretful gaps by including a discussion of some of the above mentioned topics.

Thanks are due to many friends and colleagues who have given support to us during the writing of these notes.

Our colleague Fabio Giannoni has offered mathematical support during different stages of the writing, since the beginning until the very end. He is a deep connaisseur of Morse Theory and very many of its modern applications in Mathematical Analysis, and he is probably the main responsible for making two of us addicted to the beauties of the theory. Particularly, Fabio’s constant support and encouragement to the second author went way beyond the call of duty. We thank him a lot for doing so.

Our colleague Claudio Gorodski has written a beautiful appendix (Appendix E) about the so called “tight” and “taut” immersions in Riemannian manifolds. His contribution is extremely valuable and it gives the book a distinctive touch of sophistication we are so proud of.

Our old friend Antonella Marquez has helped us finding the correct text of the Kant’s citation which was used as overture of the book; we appreciated very much her enthusiastic contribution to the work. In the cited words, the philosopher indicate the two things that cause him a profound admiration: a starry sky above him and the moral law inside him. We like to share his point of view.

Our own institutions, the Universidade de São Paulo and the Universidade Estadual de Campinas provide the most adequate environment to do, read and write Mathematics. All the people of the Differential Geometry group at USP and Unicamp have surrounded us with constant support and appreciation for our work; we wish to thank each and everyone of them. Our state and federal agencies that support the scientific research, FAPESP, CNPq and CAPES, have provided funds and equipment to carry on our research. We gratefully acknowledge their generosity.

We wish to take the opportunity for expressing our gratitude to the organizers of the 23rd Brazilian Colloquium of Mathematics who gave us the opportunity of
teaching the course and publishing these notes. Particularly, we want to thank them for their patience and willingness to tolerate the great delay with which the final manuscript of these notes was delivered.

Finally, the second author wishes to express his deep gratitude to his son Pietro and his wife Diacuy for constantly reminding him that there is life beyond Morse Theory.

The authors
CHAPTER 1

Singular Homology and CW-complexes

1.1. Morse Relations of a Filtration

Given sequences \((\mu_k)_{k \geq 0}\) and \((\beta_k)_{k \geq 0}\) of natural numbers, when does there exist a nonnegative chain complex \((C_k)_{k \in \mathbb{Z}}\) with \(\dim(C_k) = \mu_k\) and \(\dim(H_k(C)) = \beta_k\) for all \(k \geq 0\)?

1.1.1. Lemma. Given sequences \((\mu_k)_{k \geq 0}\), \((\beta_k)_{k \geq 0}\) in \(\mathbb{N} \cup \{+\infty\}\), then the following conditions are equivalent:

1. there exists a nonnegative chain complex \((C_k)_{k \in \mathbb{Z}}\) of \(\mathbb{K}\)-vector spaces such that \(\dim(C_k) = \mu_k\) and \(\dim(H_k(C)) = \beta_k\) for all \(k \geq 0\);
2. there exists a formal power series \(Q(t) = \sum_{k \geq 0} q_k t^k\) with coefficients in \(\mathbb{N} \cup \{+\infty\}\) such that:
   \[
   \sum_{k \geq 0} \mu_k t^k = \sum_{k \geq 0} \beta_k t^k + (1 + t)Q(t);
   \]
3. there exists a sequence \((q_k)_{k \geq 0}\) in \(\mathbb{N} \cup \{+\infty\}\) such that:
   \[
   \mu_k = \beta_k + q_k + q_{k-1},
   \]
for all \(k \geq 0\), where \(q_{-1} = 0\).

Conditions (1)—(3) imply also the following:
4. The inequalities:
   \[
   \mu_0 \geq \beta_0,
   \mu_1 - \mu_0 \geq \beta_1 - \beta_0,
   \mu_2 - \mu_1 + \mu_0 \geq \beta_2 - \beta_1 + \beta_0,
   \ldots
   \mu_k - \mu_{k-1} + \cdots + (-1)^k \mu_0 \geq \beta_k - \beta_{k-1} + \cdots + (-1)^k \beta_0,
   \ldots
   \]
hold, whenever they make sense\(^1\).

Moreover, if \(\mu_k < +\infty\) for all \(k\) then condition (4) is equivalent to conditions (1)—(3).

\(^1\)This means that there are no terms \(+\infty\) appearing with opposite signs in either side of the inequality.
PROOF. The equivalence between (2) and (3) is trivial. We prove that (1) is equivalent to (3) and that (3) is equivalent to (4) when all \( \mu_k \)'s are finite. The proof of (3) \( \Rightarrow \) (4) in the case that some \( \mu_k \) is infinite is obtained by a simple case by case analysis and it will be left to the reader in Exercise 1.1.

(1) \( \Rightarrow \) (3). Set \( q_k = \dim(B_k(\mathcal{C})) \), for all \( k \). We compute:

\[
\mu_k = \dim(C_k) = \dim(Z_k(\mathcal{C})) + \dim(B_{k-1}(\mathcal{C})) = \dim(H_k(\mathcal{C})) + \dim(B_k(\mathcal{C})) + \dim(B_{k-1}(\mathcal{C})) = \beta_k + q_k + q_{k-1}.
\]

(3) \( \Rightarrow \) (1). For all \( k \geq 0 \) set:

\[
C_k = \mathbb{K}^{q_k} \oplus \mathbb{K}^{\beta_k} \oplus \mathbb{K}^{q_{k-1}},
\]

where \( q_{-1} = 0 \); for \( k \geq 1 \) we define \( \partial_k : C_k \to C_{k-1} \) to be the map that carries the third direct summand of \( C_k \) identically onto the first direct summand of \( C_{k-1} \) and that vanishes on the first two direct summands of \( C_k \). More explicitly:

\[
\mathbb{K}^{q_k} \oplus \mathbb{K}^{\beta_k} \oplus \mathbb{K}^{q_{k-1}} \ni (x_1, x_2, x_3) \longmapsto (x_3, 0, 0) \in \mathbb{K}^{q_{k-1}} \oplus \mathbb{K}^{\beta_{k-1}} \oplus \mathbb{K}^{q_{k-2}}.
\]

Obviously \( \dim(C_k) = \mu_k \) and \( H_k(\mathcal{C}) \cong \mathbb{K}^{\beta_k} \).

(3) \( \Leftrightarrow \) (4). We assume that all \( \mu_k \)'s are finite, so that also (under (3) or (4)) all \( \beta_k \)'s are finite. An easy induction shows that the only integers \( q_k \) satisfying (1.1.2) are given by \( q_0 = \mu_0 - \beta_0 \) and:

\[
q_k = (\mu_k - \mu_{k-1} + \cdots + (-1)^k \mu_0) - (\beta_k - \beta_{k-1} + \cdots + (-1)^k \beta_0),
\]

for \( k \geq 1 \). Obviously all \( q_k \) are nonnegative if and only if (4) holds.

\[ \square \]

1.1.2. DEFINITION. A sequence \((\mu_k, \beta_k)_{k \geq 0}\) is said to satisfy the Morse relations if any of the equivalent conditions (1)—(3) in the statement of Lemma 1.1.1 are satisfied. When equalities (1.1.2) are satisfied for a given sequence \((q_k)_{k \geq 0}\), we say that \((\mu_k, \beta_k)_{k \geq 0}\) satisfies the Morse relations with respect to \((q_k)_{k \geq 0}\).

From the proof of Lemma 1.1.1 it is clear that the sequence \((q_k)_{k \geq 0}\) is uniquely determined by the sequence \((\mu_k, \beta_k)_{k \geq 0}\), provided that all \( \mu_k \)'s are finite. Observe however that, in general, the \( q_k \)'s are not uniquely determined; for instance, if \( \mu_k = \beta_k = \mu_{k+1} = \beta_{k+1} = +\infty \) then \( q_k \in \mathbb{N} \cup \{+\infty\} \) can be chosen arbitrarily.

The inequalities appearing in condition (4) in the statement of Lemma 1.1.1 are known as the Morse inequalities. Observe that if \((\mu_k, \beta_k)_{k \geq 0}\) satisfies the Morse relations then:

\[
\mu_k \geq \beta_k,
\]

for all \( k \geq 0 \). Moreover, if all \( \mu_k \)'s are finite and \( \mu_k = 0 \) for \( k \) sufficiently large then, setting \( t = -1 \) in (1.1.1), we obtain:

\[
\sum_{k=0}^{+\infty} (-1)^k \mu_k = \sum_{k=0}^{+\infty} (-1)^k \beta_k.
\]

Inequalities (1.1.3) are known as the weak Morse inequalities and equality (1.1.4) as the Euler formula.
1.1.3. LEMMA. Let:

\[ \cdots \xrightarrow{\psi_{k+1}} V_k \xrightarrow{\phi_k} V'_k \xrightarrow{\phi'_k} V''_k \xrightarrow{\psi_k} V_{k-1} \xrightarrow{\phi_{k-1}} \cdots \]

be an exact sequence of \( K \)-vector spaces. Then the sequence:

\[(\dim(V_k) + \dim(V''_k))_{k \geq 0} \]

satisfies the Morse relations with respect to the sequence \( q_k = \dim(\text{Im}(\psi_{k+1})) \).

PROOF. We compute:

\[(1.1.5) \quad \dim(V_k) = \dim(\text{Ker}(\phi_k)) + \dim(\text{Im}(\phi_k))\]
\[= \dim(\text{Im}(\psi_{k+1})) + \dim(\text{Im}(\phi_k)), \]

\[(1.1.6) \quad \dim(V'_k) = \dim(\text{Ker}(\phi'_k)) + \dim(\text{Im}(\phi'_k))\]
\[= \dim(\text{Im}(\phi_k)) + \dim(\text{Im}(\psi_k)), \]

\[(1.1.7) \quad \dim(V''_k) = \dim(\text{Ker}(\psi_k)) + \dim(\text{Im}(\psi_k))\]
\[= \dim(\text{Im}(\phi'_k)) + \dim(\text{Im}(\psi_k)), \]

where \( \psi_0 = 0 \). The conclusion follows by adding (1.1.5) and (1.1.7) and comparing with (1.1.6). \( \square \)

Given a pair of topological spaces \((X, Y)\), we set, for all \( k \):

\[ \beta_k(X, Y; \mathbb{K}) = \dim_{\mathbb{K}}(H_k(X, Y; \mathbb{K})); \]

in this section and whenever there is no possibility of confusion, we will omit the reference to \( \mathbb{K} \) in \( \beta_k(X, Y; \mathbb{K}) \).

1.1.4. COROLLARY. Given topological spaces \( Z \subset Y \subset X \) then the sequence:

\[(\beta_k(X, Y) + \beta_k(Y, Z), \beta_k(X, Z))_{k \geq 0} \]

satisfies the Morse relations with respect to the sequence \( q_k = \dim(\text{Im}((\partial_*)_{k+1})) \), where \((\partial_*)_k : H_k(X, Y) \to H_{k-1}(Y, Z)\) denotes the connecting homomorphism in the long exact sequence of the triple \((X, Y, Z)\).

PROOF. Simply apply Lemma 1.1.3 to the long exact sequence of the triple \((X, Y, Z)\). \( \square \)

1.1.5. LEMMA. If the sequences \((\mu_k, \beta_k)_{k \geq 0}\), \((\beta_k + \lambda_k, \alpha_k)_{k \geq 0}\) satisfy the Morse relations with respect to the sequences \((q_k)_{k \geq 0}\), \((\bar{q}_k)_{k \geq 0}\), respectively, then the sequence \((\mu_k + \lambda_k, \alpha_k)_{k \geq 0}\) satisfies the Morse relations with respect to the sequence \((q_k + \bar{q}_k)_{k \geq 0}\).

PROOF. Adding the equalities:

\[(1.1.8) \quad \mu_k = \beta_k + q_k + q_{k-1}, \]
\[(1.1.9) \quad \beta_k + \lambda_k = \alpha_k + \bar{q}_k + \bar{q}_{k-1}, \]
we obtain:
\[ \mu_k + \lambda_k + \beta_k = \alpha_k + (q_k + \bar{q}_k) + (q_{k-1} + \bar{q}_{k-1}) + \beta_k. \]
When \( \beta_k < +\infty \) we can simply cancel \( \beta_k \) in the equality above to obtain the desired conclusion. If \( \beta_k = +\infty \), equalities (1.1.8) and (1.1.9) imply easily that both sides of:
\[ \mu_k + \lambda_k = \alpha_k + (q_k + \bar{q}_k) + (q_{k-1} + \bar{q}_{k-1}) \]
are equal to \( +\infty \).

1.1.6. Proposition. Let \((X_n)_{n \geq 0}\) be a filtration of a topological space \(X\) and assume that every compact subset of \(X\) is contained in some \(X_n\) (this happens, for instance, when the interiors of the \(X_n\)'s cover \(X\)). Setting:
\[ \mu_k = \sum_{n=0}^{+\infty} \beta_k(X_{n+1},X_n), \]
then the sequence \((\mu_k, \beta_k(X,X_0))_{k \geq 0}\) satisfies the Morse relations.

Proof. For all \(k \geq 0, n \geq 0\) set:
\[ \mu_k^n = \sum_{i=0}^{n-1} \beta_k(X_{i+1},X_i), \quad \beta_k^n = \beta_k(X_n,X_0), \]
so that \(\beta_k^0 = \mu_k^0 = 0\), for all \(k\). We start by showing by induction on \(n\) that the sequence \((\mu_k^n, \beta_k^n)_{k \geq 0}\) satisfies the Morse relations for all \(n \geq 0\). For \(n = 0\) obviously \((\mu_k^0, \beta_k^0)_{k \geq 0}\) satisfies the Morse relations with respect to the identically zero sequence \(q_k^0 = 0\). Now assume that \((\mu_k^n, \beta_k^n)_{k \geq 0}\) satisfies the Morse relations with respect to a sequence \((q_k^n)_{k \geq 0}\) for some \(n \geq 0\). Applying Corollary 1.1.4 to the spaces \(X_0 \subset X_n \subset X_{n+1}\), we obtain that the sequence:
\[ (\beta_k(X_{n+1},X_n) + \beta_k(X_n,X_0), \beta_k(X_{n+1},X_0))_{k \geq 0} \]
satisfies the Morse relations with respect to the sequence:
\[ \bar{q}_k^n = \dim(\text{Im}((\partial_{k})_{k+1})), \]
where:
\[ (\partial_{k})_{k+1} : H_k(X_{n+1},X_n) \rightarrow H_{k-1}(X_n,X_0) \]
denotes the connecting homomorphism in the long exact sequence of the triple \((X_{n+1},X_n,X_0)\). Since \(\mu_k^{n+1} = \mu_k^n + \beta_k(X_{n+1},X_n)\), by Lemma 1.1.5, the sequence \((\mu_k^{n+1}, \beta_k^{n+1})_{k \geq 0}\) satisfies the Morse relations with respect to the sequence:
\[ q_k^{n+1} = q_k^n + \dim(\text{Im}((\partial_{k})_{k+1})). \]
We have so far constructed a family \((q_k^n)_{k,n \geq 0}\), defined recursively by (1.1.10), so that:
\[ (1.1.10) \quad \mu_k^n = \beta_k^n + q_k^n + q_k^{n-1}, \]
for all \( n, k \geq 0 \), where, as usual, \( q_{n+1}^k = 0 \). Now, for fixed \( k \), the sequences \( (\mu_n^n)_n \geq 0 \) and \( (q_n^n)_n \geq 0 \) are increasing and obviously:

\[
\mu_k = \lim_{n \to +\infty} \mu_n^n = \sup_{n \geq 0} \mu_n^n;
\]

moreover, we set:

\[
q_k = \lim_{n \to +\infty} q_n^n = \sup_{n \geq 0} q_n^n,
\]

for all \( k \). Our goal now is to prove that:

\[
\mu_k = \beta_k + q_k + q_{k-1},
\]

for all \( k \geq 0 \), where \( \beta_k = \beta_k(X, X_0) \). Observe that in principle there is no clear relation between the terms of the sequence \( (\beta_n^n)_n \geq 0 \) and \( \beta_k \), so there is still some work to be done.

Let \( k \geq 0 \) be fixed. We start by observing that if the map:

\[
H_k(X_n, X_0) \to H_k(X_{n+1}, X_0)
\]

induced by inclusion is eventually injective then, since \( H_k(X_n, X_0) \) is the direct limit of \( (H_k(X_n, X_0))_n \geq 0 \), then \( \beta_k = \lim_{n \to +\infty} \beta_n^n \). Thus, in this case, (1.1.12) follows by taking the limit \( n \to +\infty \) in (1.1.11). Now assume that (1.1.13) is not injective for infinitely many \( n \). The following segment of the long exact sequence of the triple \( (X_{n+1}, X_n, X_0) \):

\[
H_{k+1}(X_{n+1}, X_n) \xrightarrow{(\partial_*)_{k+1}^n} H_k(X_n, X_0) \to H_k(X_{n+1}, X_0)
\]

shows that (1.1.13) is injective if and only if \( (\partial_*)_{k+1}^n \) is zero. Thus, from (1.1.10), if (1.1.13) is not injective for infinitely many \( n \) then \( q_k = \sup_{n \geq 0} q_n^n = +\infty \). But then (1.1.11) implies that also \( \mu_k = \sup_{n \geq 0} \mu_n^n = +\infty \). Hence (1.1.12) holds trivially, regardless of the value of \( \beta_k \).

1.2. Local Homology

Homology groups are a global topological invariant of topological spaces: if one establishes that the \( p \)-th dimensional homology group of \( X \) is not isomorphic to the \( p \)-th dimensional homology group of \( Y \) then \( X \) cannot be homeomorphic to (or even have the same homotopy type of) \( Y \). But what about if one wants to decide whether some small portion of \( X \) is homeomorphic to a small portion of \( Y \)?

For instance, it is quite plausible (and will be proven by the theory of this section) that a non empty open subset of \( \mathbb{R}^m \) cannot be homeomorphic to an open subset of \( \mathbb{R}^n \) if \( m \neq n \). There is a special type of relative homology groups that are known as local homology groups that are suitable for solving this kind of problem.

For the development of the theory presented below we will have to assume that \textit{all the topological spaces appearing in this section} (and all topological spaces in the book for which we talk about local homology) satisfy the separation axiom \( T_1 \). We say that a topological space \( X \) satisfies the separation axiom \( T_1 \) (or, more simply, that the space \( X \) is \( T_1 \)) when the points of \( X \) are closed subsets of \( X \), i.e., if given any pair of distinct points \( x, y \in X \) we can find a neighborhood of \( x \)
in $X$ that does not contain $y$. Observe that all Hausdorff spaces are $T_1$ (actually, Hausdorff spaces are also called $T_2$ spaces).

1.2.1. Definition. Let $X$ be a topological space. The local homology groups of $X$ with respect to a point $x_0 \in X$ are defined to be the relative homology groups $H_p(X, X \setminus \{x_0\})$.

The name “local homology” is motivated by the following:

1.2.2. Lemma. If $x_0 \in X$ and $V$ is a (not necessarily open) neighborhood of $x_0$ then the inclusion of $(V, V \setminus \{x_0\})$ in $(X, X \setminus \{x_0\})$ induces an isomorphism in homology.

Proof. Follows immediately from the excision principle, observing that the closure of $X \setminus V$ (i.e., the complement of the interior of $V$) is contained in the open set $X \setminus \{x_0\}$. □

1.2.3. Remark. In what follows we will usually not distinguish between the groups $H_n(X, X \setminus \{x_0\})$ and $H_n(V, V \setminus \{x_0\})$ when $V$ is a neighborhood of $x_0$ in $X$. For example, if $V$ is a neighborhood of $x_0$ in $X$, $h : V \to Y$ is a continuous map taking values in a topological space $Y$, $h(x_0) = y_0 \in Y$ and $h(V \setminus \{x_0\}) \subset Y \setminus \{y_0\}$ then we will say that $h$ induces a homomorphism:

$$h_* : H_p(X, X \setminus \{x_0\}) \longrightarrow H_p(Y, Y \setminus \{y_0\}),$$

for every $p \in \mathbb{Z}$. More explicitly, the homomorphism above is the dashed arrow in the commutative diagram:

$$\begin{array}{ccc}
H_p(X, X \setminus \{x_0\}) & \longrightarrow & H_p(Y, Y \setminus \{y_0\}) \\
\uparrow & & \uparrow \\
H_p(V, V \setminus \{x_0\}) & \longrightarrow & H_p(Y, Y \setminus \{y_0\})
\end{array}$$

where the vertical unlabelled arrow is induced by inclusion.

1.2.4. Example. Let’s compute the local homology groups of $\mathbb{R}^n$ at an arbitrary point; we consider, for instance, the origin. By Lemma 1.2.2, the local homology groups of $\mathbb{R}^n$ at the origin are isomorphic to the relative homology groups $H_p(\overline{B}^n, \overline{B}^n_\setminus \{0\})$, where $\overline{B}^n_\setminus \{0\}$ denotes the punctured closed ball $\overline{B}^n_\setminus \{0\}$. Since the unit sphere $S^{n-1}$ is a deformation retract of the punctured ball $\overline{B}^n_\setminus \{0\}$, it follows from the homotopy invariance of homology that the inclusion of $(\overline{B}^n, S^{n-1})$ in $(\overline{B}^n, \overline{B}^n_\setminus \{0\})$ induces an isomorphism in homology. Since $\overline{B}^n$ is contractible, the long exact homology sequence of the pair $(\overline{B}^n, S^{n-1})$ implies that $H_p(\overline{B}^n, S^{n-1}) \cong \check{H}_{p-1}(S^{n-1})$. By Example ??, we have:

$$H_p(\mathbb{R}^n, \mathbb{R}^n_\setminus \{0\}) \cong \begin{cases} 
\mathbb{Z}, & p = n, \\
0, & p \neq n.
\end{cases}$$
1.2.5. Example. Denote by $H^n$ the closed half-space \( \{ x \in \mathbb{R}^n : x_n \geq 0 \} \) and by \( \text{Bd}(H^n) \) the hyper-plane \( \{ x \in \mathbb{R}^n : x_n = 0 \} \) (that we identify with \( \mathbb{R}^{n-1} \)). Obviously $H^n$ is contractible because it is convex; but $H^n \setminus \{ 0 \}$ is also contractible because it is star-shaped around any point of the open half-space $H^n \setminus \text{Bd}(H^n)$. It follows that the local homology groups of $H^n$ at the origin (and also at any point of \( \text{Bd}(H^n) \)) are all identically zero, i.e.:

$$H_p(H^n, H^n \setminus \{ 0 \}) = 0, \quad p \in \mathbb{Z}. $$

On the other hand, by Lemma 1.2.2 the local homology groups of $H^n$ at the points of the open half-space $H^n \setminus \text{Bd}(H^n)$ are the same as those of $\mathbb{R}^n$ (see Example 1.2.4).

The simple results obtained above have some very interesting applications that are developed in Exercises ??, ?? and ???. We finish the section by proving a result that will be used in Section 1.3 to relate the generators of the local homology groups of a manifold with the orientations of that manifold.

1.2.6. Proposition. Let $f : U \rightarrow \mathbb{R}^n$ be a continuous map defined on an open neighborhood $U$ of the origin in $\mathbb{R}^n$. Assume that $f$ is differentiable at the origin, the differential $df(0) : \mathbb{R}^n \rightarrow \mathbb{R}^n$ is an isomorphism, $f(0) = 0$ and $f(U \setminus \{ 0 \}) \subset \mathbb{R}^n \setminus \{ 0 \}$. Then the homomorphism:

$$f_* : H_n(\mathbb{R}^n, \mathbb{R}^n \setminus \{ 0 \}) \rightarrow H_n(\mathbb{R}^n, \mathbb{R}^n \setminus \{ 0 \})$$

equals the identity if $df(0)$ has positive determinant and $f_*$ equals minus the identity if $df(0)$ has negative determinant.

Proof. Set:

$$c = \min_{\|v\|=1} \| df(0) \cdot v \| > 0. $$

Since $f(0) = 0$ and $f$ is differentiable at the origin, it follows that:

$$\lim_{x \rightarrow 0} \frac{f(x) - df(0) \cdot x}{\|x\|} = 0; $$

in particular, we can find an open neighborhood $V \subset U$ of the origin such that:

$$\| f(x) - df(0) \cdot x \| \leq \frac{c}{2} \| x \|, $$

for all $x \in V$. This implies that $\| f(x) - df(0) \cdot x \| < \| df(0) \cdot x \|$ for all $x \in V \setminus \{ 0 \}$ and therefore $f$ is homotopic to $df(0)$ as a map from $(V, V \setminus \{ 0 \})$ to $(\mathbb{R}^n, \mathbb{R}^n \setminus \{ 0 \})$ (see Exercise ??). We have proven that the homomorphism (1.2.1) equals:

$$df(0)_* : H_n(\mathbb{R}^n, \mathbb{R}^n \setminus \{ 0 \}) \rightarrow H_n(\mathbb{R}^n, \mathbb{R}^n \setminus \{ 0 \}). $$

If $df(0)$ has positive determinant then $df(0)$ is homotopic to the identity as a map from $(\mathbb{R}^n, \mathbb{R}^n \setminus \{ 0 \})$ to itself (see Exercise ??); therefore (1.2.2) equals the identity. On the other hand if $df(0)$ has negative determinant then $df(0)$ is homotopic to the reflection map $R : \mathbb{R}^n \rightarrow \mathbb{R}^n$ (see ??) as a map from $(\mathbb{R}^n, \mathbb{R}^n \setminus \{ 0 \})$ to itself and therefore (1.2.2) equals minus the identity (see Exercise ??). This concludes the proof. \(\square\)
1.3. Orientation on Manifolds

An orientation for a differentiable manifold $M$ is usually defined as a mapping that assigns to each point of $M$ an orientation for the tangent space at that point; such choice of orientation should depend continuously on the point of $M$ (such continuity can for instance be stated in terms of the existence of an atlas of positively oriented charts). In the case of topological manifolds there is no tangent space and so there is no obvious way of generalizing the notion of orientation to the topological case. The goal of this section is to show how one can use homology theory to give an elegant definition for the concept of orientation for topological manifolds.

Before one tries to find an intrinsic definition for the concept of orientation on a topological manifold, one should take a look at transition functions between charts of a topological manifold (i.e., homeomorphisms between open subsets of $\mathbb{R}^n$) and try to define a notion of orientation preserving transition function. In the differentiable case, such task is easy: a diffeomorphism between open subsets of $\mathbb{R}^n$ is called orientation preserving when its linear approximation around each point is orientation preserving, i.e., when its differential at each point has positive determinant. Once a notion of orientation preserving transition function between charts has been defined, one can proceed to give an intrinsic definition of orientation: in the differentiable case, one easily finds the idea of orienting the “linear approximations” of the differentiable manifold, i.e., its tangent spaces. Proposition 1.2.6 showed that orientation preserving diffeomorphisms between open subsets of $\mathbb{R}^n$ are precisely those that induce the identity on the local homology groups of $\mathbb{R}^n$; one now observes that this latter condition is purely topological and thus also makes sense for homeomorphisms. Now that a notion of positively oriented transition function has been found in the topological case, it is not so hard to guess what the intrinsic definition of orientation for topological manifolds should be; at the very least, one can guess that such definition should involve the local homology groups of the manifold.

The definition of a topological manifold (and also of a topological manifold with boundary) is recalled in Exercise ???.

1.3.1. Definition. An orientation for $M$ at a point $x \in M$ is a generator of the infinite cyclic group $H_n(M, M \setminus \{x\})$.

The fact that $H_n(M, M \setminus \{x\})$ is indeed infinite cyclic (i.e., isomorphic to $\mathbb{Z}$) is a rather trivial consequence of Lemma 1.2.2 and Example 1.2.4 (see also Exercise ???). Observe that (as it should be expected), at each point $x \in M$ there are precisely two orientations.

A global orientation for $M$ should be defined as a continuous map that associates an orientation to each point of $M$; our next task is to define a notion of continuity for such maps. We denote by $O(M)$ the disjoint union of the local
homology groups $H_n(M, M \setminus \{x\})$, i.e., we set:

$$\mathcal{O}(M) = \bigcup_{x \in M} \{x\} \times H_n(M, M \setminus \{x\}),$$

and we call $\mathcal{O}(M)$ the orientation bundle of the topological manifold $M$. Observe that there is a canonical projection:

$$\pi : \mathcal{O}(M) \to M,$$

that takes $\{x\} \times H_n(M, M \setminus \{x\})$ to $x$. By a section of $\mathcal{O}(M)$ along a subset $A \subset M$ we mean a map $\tau : A \to \mathcal{O}(M)$ such that $\pi \circ \tau : A \to M$ is the inclusion map of $A$ in $M$, i.e., $\tau$ is a map that associates to each $x \in A$ an element of the infinite cyclic group $H_n(M, M \setminus \{x\})$; when $A = M$, we say that $\tau$ is a global section (or simply a section) of the orientation bundle $\mathcal{O}(M)$. Observe that if $\tau$ is a section of $\mathcal{O}(M)$ then, for each $x \in M$, $\tau(x)$ is simply an element of $H_n(M, M \setminus \{x\})$ and not necessarily a generator (although we will be mostly concerned with sections of $\mathcal{O}(M)$ that assign a generator of $H_n(M, M \setminus \{x\})$ for every $x \in M$).

We now define a topology for the orientation bundle $\mathcal{O}(M)$. This will take a little work. For every pair of subsets $A, B \subset M$ with $B \subset A$, we consider the homomorphism:

$$\rho_{AB} : H_n(M, M \setminus A) \to H_n(M, M \setminus B),$$

that is induced by the inclusion of $(M, M \setminus A)$ in $(M, M \setminus B)$; in particular, when $B = \{x\}$ consists of a single point we obtain a homomorphism:

$$\rho_{Ax} : H_n(M, M \setminus A) \to H_n(M, M \setminus \{x\}),$$

taking values in the local homology group $H_n(M, M \setminus \{x\})$ (we prefer writing $\rho_{Ax}$ than using the awkward notation $\rho_{A(x)}$). When $C \subset B \subset A \subset M$ we have an obvious commutative diagram:

$$\begin{CD}
H_n(M, M \setminus A) @>\rho_{AC}>> H_n(M, M \setminus C) \\
@V\rho_{BC}VV @VV\rho_{AB}V \\
H_n(M, M \setminus B) @>>\rho_{AB}> H_n(M, M \setminus A)
\end{CD}$$

The setup above constitutes what is usually called a pre-sheaf of abelian groups in $M$ (see Exercise ??).

If $A \subset M$ is fixed then each homology class $\alpha \in H_n(M, M \setminus A)$ induces a section $\mathcal{O}(\alpha; A, M)$ of $\mathcal{O}(M)$ along $A$ defined by:

$$\mathcal{O}(\alpha; A, M)(x) = \rho_{Ax}(\alpha),$$

for all $x \in A$. When $M$ is fixed by the context we write simply $\mathcal{O}(\alpha; A)$ instead of $\mathcal{O}(\alpha; A, M)$.

1.3.2. REMARK. It is a simple consequence of the commutativity of the diagram (1.3.2) that if $B \subset A \subset M$ and $\alpha \in H_n(M, M \setminus A)$ then the section $\mathcal{O}(\rho_{AB}(\alpha); B)$ is simply the restriction to $B$ of the section $\mathcal{O}(\alpha; A)$. 

Our plan is to topologize the orientation bundle $O(M)$ by requiring that the image of the sections $O(\alpha; U)$ be a basis of open sets of $O(M)$, where $U$ runs over the open subsets of $M$ and $\alpha$ runs over $H_n(M, M \setminus U)$. In order to make this definition valid, we have to prove a few things (see Exercise 1.3.2).

1.3.3. **Lemma.** Given a point $x \in M$ and a local homology class $\alpha_0 \in H_n(M, M \setminus \{x\})$ then there exists an open neighborhood $U$ of $x$ and a homology class $\alpha \in H_n(M, M \setminus U)$ such that $\rho_U(\alpha) = \alpha_0$; more concisely:

$$H_n(M, M \setminus \{x\}) = \bigcup_{U \text{ an open neighborhood of } x} \text{Im}(\rho_U).$$

**Proof.** It is a simple consequence of the fact that homology classes are compactly supported (see Exercise 1.3.2). Namely, we can find a pair $(K_1, K_2)$ of compact topological spaces with $K_1 \subset M$, $K_2 \subset M \setminus \{x\}$ and such that $\alpha_0$ belongs to the image of the homomorphism $H_n(K_1, K_2) \to H_n(M, M \setminus \{x\})$ induced by inclusion. The conclusion is obtained by taking $U = M \setminus K_2$. □

1.3.4. **Lemma.** Let subsets $A, B \subset M$ be given and choose homology classes $\alpha_1 \in H_n(M, M \setminus A)$, $\alpha_2 \in H_n(M, M \setminus B)$. Assume that for some $x \in A \cap B$ we have $\rho_{A\cup}(\alpha_1) = \rho_{B}(\alpha_2)$, i.e., the sections $O(\alpha_1; A)$ and $O(\alpha_2; B)$ agree on the point $x$. Then $O(\alpha_1; A)$ and $O(\alpha_2; B)$ agree on a neighborhood of $x$ in $A \cap B$, i.e., there exists an open neighborhood $U$ of $x$ in $M$ such that $\rho_{A\cup}(\alpha_1) = \rho_{B\cup}(\alpha_2)$ for all $y \in U \cap A \cap B$.

**Proof.** Observe first that by replacing $A$ and $B$ with $A \cap B$ and $\alpha_1$ and $\alpha_2$ respectively with $\rho_{A\cap}(\alpha_1)$ and $\rho_{B\cap}(\alpha_2)$ (keeping in mind also Remark 1.3.2) one concludes that there is no loss of generality in assuming that $A = B$. Now the result is a simple consequence of the fact that homology relations are compactly supported (see Exercise 1.3.2). Namely, since $\alpha_1 - \alpha_2$ is mapped to zero by the homomorphism $H_n(M, M \setminus A) \to H_n(M, M \setminus \{x\})$ induced by inclusion, we can find compact subsets $K_1 \subset M$, $K_2 \subset M \setminus \{x\}$ with $K_2 \subset K_1$ and such that $\alpha_1 - \alpha_2$ is also mapped to zero by the homomorphism $H_n(M, M \setminus A) \to H_n(M, (M \setminus A) \cup K_2)$ induced by inclusion. The conclusion is obtained by taking $U = M \setminus K_2$. □

In the language of sheaf theory, Lemmas 1.3.3 and 1.3.4 above imply that the local homology group $H_n(M, M \setminus \{x\})$ can be identified with the group of germs at $x$ of the pre-sheaf determined by the groups $H_n(M, M \setminus U)$ and the maps $\rho_{UV}$. Thus, the orientation bundle $O(M)$ is nothing more than the sheaf of germs corresponding to such pre-sheaf. Below we describe the topology of $O(M)$ in sheaf-free language. For those who like the sheaf theory approach, take a look at Exercise 1.3.5.

1.3.5. **Proposition.** The sets $\text{Im}(O(\alpha; U))$, where $U$ runs over all open subsets of $M$ and $\alpha$ runs through $H_n(M, M \setminus U)$ is a basis of open sets for a (unique) topology in $O(M)$. 


Lemma 1.3.3 implies directly that the sets $\Im[\mathcal{O}(\alpha;U)]$ cover $\mathcal{O}(M)$. Now choose open sets $U, V \subset M$ and homology classes $\alpha_1 \in H_n(M, M \setminus U), \quad \alpha_2 \in H_n(M, M \setminus V)$; assume that some $\alpha_0$ belongs to the intersection $\Im[\mathcal{O}(\alpha_1;U)] \cap \Im[\mathcal{O}(\alpha_2;V)]$, i.e., $\alpha_0 = \rho_{Ux}(\alpha_1) = \rho_{Vx}(\alpha_2)$ for some $x \in U \cap V$. By Lemma 1.3.4 we can find an open neighborhood $W$ of $x$ (that can be assumed to be contained in $U \cap V$) such that $\mathcal{O}(\alpha_1;U)$ and $\mathcal{O}(\alpha_2;V)$ agree on $W$. Then (by Remark 1.3.2) $\Im[\mathcal{O}(\rho_{UW}(\alpha_1);W)]$ is contained in $\Im[\mathcal{O}(\alpha_1;U)] \cap \Im[\mathcal{O}(\alpha_2;V)]$. This concludes the proof.}

From now on we will always assume that the orientation bundle $\mathcal{O}(M)$ is endowed with the topology defined by Proposition 1.3.5.

The following lemma gives a simple criterion for checking the continuity of sections of $\mathcal{O}(M)$.

1.3.6. LEMMA. Let $A \subset M$ be a subset and $\tau : A \to \mathcal{O}(M)$ a section of $\mathcal{O}(M)$ along $A$. Then $\tau$ is continuous at a point $x \in A$ if and only if there exists an open neighborhood $U$ of $x$ in $M$ and a homology class $\alpha \in H_n(M, M \setminus U)$ such that $\mathcal{O}(\alpha;U)$ equals $\tau$ on $A \cap U$.

PROOF. Assume that $\tau$ is continuous at $x$. By Lemma 1.3.3 we can find an open neighborhood $V$ of $x$ in $M$ and a homology class $\alpha \in H_n(M, M \setminus V)$ such that $\rho_{Vx}(\alpha) = \tau(x)$. Then $\tau(x)$ belongs to the open set $\Im[\mathcal{O}(\alpha;V)]$ and by the continuity of $\tau$ at $x$ we can find an open neighborhood $U$ of $x$ in $M$ such that $\tau(A \cap U) \subset \Im[\mathcal{O}(\alpha;U)]$. This implies that $\mathcal{O}(\alpha;U)$ equals $\tau$ on $A \cap U$. Conversely, assume that we can find an open neighborhood $U$ of $x$ in $M$ and a homology class $\alpha \in H_n(M, M \setminus U)$ such that $\tau$ equals $\mathcal{O}(\alpha;U)$ on $A \cap U$. Choose a basic open set $\Im[\mathcal{O}(\beta;V)]$ containing $\tau(x)$, i.e., $V$ is an open neighborhood of $x$ in $M$, $\beta \in H_n(M, M \setminus V)$ and $\rho_{Vx}(\beta) = \tau(x) = \rho_{Ux}(\alpha)$. By Lemma 1.3.4 we can find an open neighborhood $W$ of $x$ contained in $U \cap V$ such that $\mathcal{O}(\alpha;U)$ equals $\mathcal{O}(\beta;V)$ on $W$. But then also $\tau$ equals $\mathcal{O}(\beta;V)$ on $W$ and therefore $\tau(W) \subset \Im[\mathcal{O}(\beta;V)]$. This establishes the continuity of $\tau$ at $x$ and concludes the proof.

1.3.7. COROLLARY. For any subset $A \subset M$ and any homology class $\alpha \in H_n(M, M \setminus A)$ the section $\mathcal{O}(\alpha;A)$ of $\mathcal{O}(M)$ along $A$ is continuous.

We are now ready to give the following:

1.3.8. DEFINITION. An orientation for the topological manifold $M$ is a continuous (global) section $\tau$ of $\mathcal{O}(M)$ such that $\tau(x)$ is a generator of the local homology group $H_n(M, M \setminus \{x\})$ (i.e., $\tau(x)$ is an orientation for $M$ at $x$) for every $x \in M$. If the manifold $M$ admits an orientation then $M$ is called orientable; a manifold $M$ endowed with an orientation is called an oriented manifold.

If $U$ is an open subset of $M$ then one should expect that orientations of $M$ can be restricted to orientations of $U$. In order to formalize that thought we have to relate the orientation bundles $\mathcal{O}(U)$ and $\mathcal{O}(M)$. First, for every $x \in U$ we can
identify the local homology group $H_n(U,U \setminus \{x\})$ with the local homology group $H_n(M,M \setminus \{x\})$ via the isomorphism induced by inclusion (recall Remark 1.2.3). In particular, we can identify the orientation bundle $O(U)$ with the subset of $O(M)$ that projects onto $U$ via the canonical projection $\pi: O(M) \to M$. Moreover, we have the following:

1.3.9. Lemma. If $U$ is open in $M$ then $O(U)$ is open in $O(M)$; moreover, the topology of $O(U)$ is induced from the topology of $O(M)$.

Proof. For every subset $A \subset U$ and every homology class $\alpha \in H_n(U,U \setminus A)$, we denote by $i(\alpha) \in H_n(M,M \setminus A)$ the image of $\alpha$ by the homomorphism:

$$H_n(U,U \setminus A) \longrightarrow H_n(M,M \setminus A)$$

induced by inclusion. We have a commutative diagram:

$$
\begin{array}{ccc}
\mathcal{O}(M) & \longrightarrow & \mathcal{O}(U) \\
\mathcal{O}(i(\alpha);A,M) \downarrow \text{inclusion} \downarrow \\
A & \mathcal{O}(\alpha;A,U) & \mathcal{O}(U)
\end{array}
$$

that implies that $\text{Im}[\mathcal{O}(\alpha;A,U)] = \text{Im}[\mathcal{O}(i(\alpha);A,M)]$. Let now $\mathcal{T}$ be a subset of $O(U)$. We show that $\mathcal{T}$ is open in $O(M)$ if and only if it is open in $O(U)$. If $\mathcal{T}$ is open in $O(U)$ then every $\tau \in \mathcal{T}$ belongs to some basic open set $\text{Im}[\mathcal{O}(\alpha;V,U)]$, where $V \subset U$ is open and $\alpha \in H_n(U,U \setminus V)$ is a homology class; but then $\tau \in \text{Im}[\mathcal{O}(\alpha;V,U)]=\text{Im}[\mathcal{O}(i(\alpha);V,M)]$ and thus $\tau$ is an interior point of $\mathcal{T}$ in $O(M)$. Conversely, assume that $\mathcal{T}$ is open in $O(M)$. Then every $\tau \in \mathcal{T}$ belongs to some basic open set $\text{Im}[\mathcal{O}(\beta;V,M)]$ with $V \subset M$ open and $\beta \in H_n(M,M \setminus V)$ a homology class. We can replace $V$ by a smaller open set such that $\overline{V} \subset U$; then, by excision the homomorphism:

$$H_n(U,U \setminus V) \longrightarrow H_n(M,M \setminus V)$$

induced by inclusion is an isomorphism. We can thus find $\alpha \in H_n(U,U \setminus V)$ with $i(\alpha) = \beta$. Then $\text{Im}[\mathcal{O}(\alpha;V,U)] = \text{Im}[\mathcal{O}(\beta;V,M)]$ is open in $O(U)$, contains $\tau$ and is contained in $\mathcal{T}$. This concludes the proof. □

1.3.10. Corollary. If $U \subset M$ is open and $\tau: M \to O(M)$ is an orientation for $M$ then $\tau|U : U \to O(U)$ is an orientation for $U$. □

If $\tau$ is an orientation for $M$ then it is easy to see that $-\tau$ is also an orientation for $M$ (see Exercise ??). If $M$ is connected and orientable, we now show that $M$ has precisely two orientations.

1.3.11. Proposition. If $M$ is connected and $\tau$, $\tau'$ are orientations for $M$ then either $\tau = \tau'$ or $\tau = -\tau'$.

Proof. It follows easily from Lemmas 1.3.6 and 1.3.4 that the set:

$$\{ x \in M : \tau(x) = \tau'(x) \}$$
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is open. Similarly, its complement:
\[ \{ x \in M : \tau(x) = \tau'(x) \} = \{ x \in M : \tau(x) = -\tau'(x) \}, \]
is also open. The conclusion follows. □

Homeomorphic manifolds have homeomorphic orientation bundles. More precisely, if \( f : M \to N \) is a homeomorphism between topological manifolds then we can define a map:
\[ O(f) : O(M) \to O(N), \]
by requiring that the restriction of \( O(f) \) to \( H_n(M, M \setminus \{x\}) \) is equal to the homomorphism:
\[ f_* : H_n(M, M \setminus \{x\}) \to H_n(N, N \setminus \{f(x)\}), \]
for every \( x \in M \). Moreover, we have the following:

1.3.12. PROPOSITION. If \( f : M \to N \) is a homeomorphism then the map \( O(f) \) is also a homeomorphism.

PROOF. Since (1.3.4) is an isomorphism for every \( x \in M \), it follows that \( O(f) \) is bijective. Moreover, for every open set \( U \subset M \) and every homology class \( \alpha \in H_n(M, M \setminus U) \) we have a commutative diagram:

\[
\begin{array}{ccc}
O(M) & \xrightarrow{O(f)} & O(N) \\
\uparrow_{O(\alpha;U)} & & \uparrow_{O(f_*;f(U))} \\
U & \xrightarrow{f} & f(U)
\end{array}
\]

that implies that \( O(f) \) maps the basic open set \( \text{Im}[O(\alpha;U)] \subset O(M) \) to the basic open set \( \text{Im}[O(f_*(\alpha); f(U))] \subset O(N) \). Thus \( O(f) \) is an open map. But then \( O(f)^{-1} = O(f^{-1}) \) is also an open map. This concludes the proof. □

1.3.13. DEFINITION. A homeomorphism \( f : M \to N \) between oriented topological manifolds \( (M, \tau), (N, \tau') \) is called positively oriented (or, more simply, positive) if \( O(f) \circ \tau = \tau' \). Similarly, we say that \( f : M \to N \) is negatively oriented (or, more simply, negative) if \( O(f) \circ \tau = -\tau' \).

1.3.14. REMARK. If \( M \) is orientable and connected then one need not choose an orientation for \( M \) in order to talk about positivity and negativity of homeomorphisms \( f : M \to M \) (or, more in general, of homeomorphisms between open subsets of \( M \)). Namely, if \( \tau \) is an orientation for \( M \) then \( f : (M, \tau) \to (M, \tau) \) is positively oriented (or negatively oriented) if and only if \( f : (M, -\tau) \to (M, -\tau) \) is.

The following is a simple consequence of Proposition 1.3.11.

1.3.15. PROPOSITION. Let \( f : M \to N \) be a homeomorphism between oriented topological manifolds \( (M, \tau), (N, \tau') \). If \( M \) is connected then \( f \) is either positively oriented or negatively oriented.
PROOF. By Proposition 1.3.12, \( \mathcal{O}(f) : \mathcal{O}(M) \to \mathcal{O}(N) \) is a homeomorphism and thus \( \mathcal{O}(f)^{-1} \circ \tau' \circ f \) is an orientation for \( M \); such orientation is either equal to \( \tau \) or equal to \( -\tau \), by Proposition 1.3.11. In the first case, \( f \) is positive and in the latter, negative. □

Let’s now take a look at the case \( M = \mathbb{R}^n \). For every \( v \in \mathbb{R}^n \) we denote by \( t_v \) the translation map in the direction \( v \):

\[
t_v : \mathbb{R}^n \ni x \mapsto x + v, \quad x \in \mathbb{R}^n.
\]

Obviously \( t_v \) induces an isomorphism:

\[
(t_v)_* : H_n(\mathbb{R}^n, \mathbb{R}^n \setminus \{0\}) \to H_n(\mathbb{R}^n, \mathbb{R}^n \setminus \{v\}).
\]

It would be natural to expect that, given a generator of \( H_n(\mathbb{R}^n, \mathbb{R}^n \setminus \{0\}) \), one can “spread around” such generator using the maps \( (t_v)_* \) in order to produce an orientation for \( \mathbb{R}^n \). This is indeed true, but the proof is not so straightforward as one could expect. It actually depends on the following:

1.3.16. LEMMA. For every \( n \geq 1 \) and every \( v \in B^n \) there exists a homeomorphism \( h : \mathbb{R}^n \to \mathbb{R}^n \) satisfying the following properties:

- \( h \) equals the identity outside \( B^n \);
- \( h \) equals the translation \( t_v \) in a neighborhood of the origin (in particular \( h(0) = v \)).

PROOF. Let \( \xi : \mathbb{R} \to \mathbb{R} \) be a differentiable map that equals 1 in a neighborhood of zero, vanishes outside \( [−\infty, 1] \) and such that \( \sup_{t \in \mathbb{R}} |\xi'(t)| < \frac{1}{||v||} \). Consider the map \( h : \mathbb{R}^n \to \mathbb{R}^n \) defined by:

\[
h(x) = x + \xi(||x||) v, \quad x \in \mathbb{R}^n;
\]

using the estimate on \( \xi' \) and the mean value inequality, it is easy to see that the map \( x \mapsto \xi(||x||) v \) is a contraction and therefore \( h \) is a global homeomorphism of \( \mathbb{R}^n \) (see Exercise ??). Moreover, it is obvious that \( h \) satisfies the required properties. □

We can now prove the following:

1.3.17. PROPOSITION. Choose a generator \( \tau_0 \) of \( H_n(\mathbb{R}^n, \mathbb{R}^n \setminus \{0\}) \). The map \( \tau : \mathbb{R}^n \to \mathcal{O}(\mathbb{R}^n) \) defined by:

\[
\tau(x) = (t_x)_*(\tau_0) \in H_n(\mathbb{R}^n, \mathbb{R}^n \setminus \{x\}), \quad x \in \mathbb{R}^n,
\]

is an orientation for \( \mathbb{R}^n \).

PROOF. Obviously each \( \tau(x) \) is an orientation for the point \( x \) and thus we only have to prove the continuity of \( \tau \). We show that \( \tau \) is continuous at the origin. Set \( U = B^n \); since \( \mathbb{R}^n \setminus B^n \) is a (strong) deformation retract of \( \mathbb{R}^n \setminus \{0\} \) the map:

\[
\rho_{U0} : H_n(\mathbb{R}^n, \mathbb{R}^n \setminus B^n) \to H_n(\mathbb{R}^n, \mathbb{R}^n \setminus \{0\})
\]

is an isomorphism (recall that \( \rho_{U0} \) is simply the homomorphism induced by inclusion). We can thus find \( \alpha \in H_n(\mathbb{R}^n, \mathbb{R}^n \setminus B^n) \) such that \( \rho_{U0}(\alpha) = \tau_0 \). We claim that \( \tau \) equals \( \mathcal{O}(\alpha; U) \) on \( U = B^n \) (this will imply the continuity of \( \tau \) at the
origin by Lemma 1.3.6). Let \( v \in \mathbb{B}^n \) be fixed and choose \( h : \mathbb{R}^n \to \mathbb{R}^n \) as in Lemma 1.3.16. The commutative diagram:

\[
\begin{array}{ccc}
H_n(\mathbb{R}^n, \mathbb{R}^n \setminus \mathbb{B}^n) & \xrightarrow{h_* = \text{Id}} & H_n(\mathbb{R}^n, \mathbb{R}^n \setminus \mathbb{B}^n) \\
\rho_{U_0} & \downarrow & \downarrow \\
H_n(\mathbb{R}^n, \mathbb{R}^n \setminus \{0\}) & \xrightarrow{h_* = (t_v)_*} & H_n(\mathbb{R}^n, \mathbb{R}^n \setminus \{v\})
\end{array}
\]

implies that \( \rho_{U_0}(\alpha) = \tau(v) \), proving the claim and the continuity of \( \tau \) at the origin.

The continuity of \( \tau \) at the other points of \( \mathbb{R}^n \) can be proven in a similar way using the (obvious) version of Lemma 1.3.16 for balls with other centers. \( \square \)

1.3.18. COROLLARY. For any orientation chosen on \( \mathbb{R}^n \), the translations \( t_v \) are positively oriented homeomorphisms.

PROOF. Observe that Proposition 1.3.11 implies that any orientation \( \tau \) for \( \mathbb{R}^n \) must be of the form (1.3.5), for some generator \( \tau_0 \) of \( H_n(\mathbb{R}^n, \mathbb{R}^n \setminus \{0\}) \). For such an orientation \( \tau \), the map \( \mathcal{O}(t_v) \) carries \( \tau(0) \) to \( \tau(v) \) and hence \( t_v \) must be positively oriented by Proposition 1.3.15. \( \square \)

1.3.19. COROLLARY. Let \( f : U \to V \) be a diffeomorphism between open subsets \( U, V \subset \mathbb{R}^n \). Choose an arbitrary orientation for \( \mathbb{R}^n \) and assume that \( U \) and \( V \) are endowed with the restriction of such orientation. Then \( f \) is a positively oriented homeomorphism (respectively, negatively oriented homeomorphism) if and only if \( df(x) \) has positive determinant (respectively, negative determinant) for every \( x \in U \).

PROOF. Since translations are positively oriented, it follows that \( f \) is positively oriented (respectively, negatively oriented) if and only if the homomorphism:

\[
(t_{-f(x)} \circ f \circ t_x)_* : H_n(\mathbb{R}^n, \mathbb{R}^n \setminus \{0\}) \to H_n(\mathbb{R}^n, \mathbb{R}^n \setminus \{0\})
\]

equals the identity (respectively, minus the identity) for every \( x \in U \). The conclusion follows from Proposition 1.2.6. \( \square \)

1.3.20. REMARK. Observe that during the proof of Proposition 1.3.17 we have actually shown (keeping in mind also Corollary 1.3.18) the following fact: if \( \tau \) is an orientation for \( \mathbb{R}^n \) and if \( \alpha \in H_n(\mathbb{R}^n, \mathbb{R}^n \setminus \{0\}) \) is mapped to \( \tau(0) \) by the homomorphism:

\[
H_n(\mathbb{R}^n, \mathbb{R}^n \setminus \mathbb{B}^n) \to H_n(\mathbb{R}^n, \mathbb{R}^n \setminus \{0\})
\]

induced by inclusion then for every \( v \in \mathbb{B}^n \) the homomorphism:

\[
H_n(\mathbb{R}^n, \mathbb{R}^n \setminus \mathbb{B}^n) \to H_n(\mathbb{R}^n, \mathbb{R}^n \setminus \{v\})
\]

induced by inclusion takes \( \alpha \) to \( \tau(v) \).

1.3.21. EXAMPLE (zero-dimensional manifolds). If \( M \) is a zero-dimensional topological manifold (i.e., a discrete topological space) then the orientation bundle \( \mathcal{O}(M) \) is also a discrete topological space; namely, for every \( x \in M \) the set \( U = \{x\} \) is open in \( M \) and for every \( \alpha \in H_0(M, M \setminus U) \) the basic open set
Im[\mathcal{O}(\alpha; U)] is the singleton \{\alpha\}. Thus, every section \tau : M \to \mathcal{O}(M) of \mathcal{O}(M) is continuous. Moreover, for every \(x \in M\) the local homology group \(H_0(M, M \setminus \{x\})\) has a canonical generator, namely, the homology class of the singular 0-simplex \(x\). If we identify the generators \(x\) and \(-x\) of \(H_0(M, M \setminus \{x\})\) respectively with 1 and \(-1\) then choosing an orientation for a zero-dimensional topological manifold \(M\) becomes the same as choosing an arbitrary map \(\tau : M \to \{-1, 1\}\).

1.3.22. Example (orientation on the sphere). For every \(x \in S^n\), since the space \(S^n \setminus \{x\}\) is contractible, the homomorphism \(\tilde{H}_n(S^n) \to H_n(S^n, S^n \setminus \{x\})\) induced by inclusion is an isomorphism. In other words, the homomorphisms:

\[
\rho_{S^n, x} : H_n(S^n) \to H_n(S^n, S^n \setminus \{x\}),
\]

are isomorphisms for \(n \geq 1\) and in the case \(n = 0\), the restriction of \(\rho_{S^n, x}\) to \(\tilde{H}_n(S^n)\) is an isomorphism. Thus if \(\alpha\) is a generator of the infinite cyclic group \(\tilde{H}_n(S^n)\) then \(\mathcal{O}(\alpha; S^n)\) is an orientation for \(S^n\) (see Lemma 1.3.7). If \(n \geq 1\) then Proposition 1.3.11 implies that we have a one-to-one correspondence:

\[
\{\text{generators of } \tilde{H}_n(S^n)\} \ni \alpha \mapsto \mathcal{O}(\alpha; S^n) \in \{\text{orientations of } S^n\},
\]

between the (two element set of) generators of \(\tilde{H}_n(S^n) = H_n(S^n)\) and the set of orientations of \(S^n\). For \(n = 0\), the sphere \(S^0 = \{-1, 1\}\) has actually four orientations (see Example 1.3.21), so that the image of the injective map (1.3.6) contains only two of them (namely, those attaching opposite signs to the two points of \(S^0\)); we will not be interested in the other two orientations of \(S^0\). Hence, from now on, we shall identify the orientations of \(S^n\) with their corresponding generators of \(\tilde{H}_n(S^n)\) via the correspondence (1.3.6); more explicitly, if \(\alpha\) is a generator of \(\tilde{H}_n(S^n)\) then for every \(x \in S^n\) we will write \(\alpha(x)\) for the image of \(\alpha\) by the isomorphism \(\tilde{H}_n(S^n) \to H_n(S^n, S^n \setminus \{x\})\) induced by inclusion.

1.3.23. Remark. Regarding the convention we made in Example 1.3.22 of identifying orientations of \(S^n\) with generators of \(\tilde{H}_n(S^n)\), we observe in addition that a homeomorphism \(h : S^n \to S^n\) is positively oriented (respectively, negatively oriented) if and only if the automorphism \(h_*\) of \(\tilde{H}_n(S^n)\) is the identity (respectively, minus the identity). This follows easily from the commutativity of the diagram:

\[
\begin{array}{ccc}
\tilde{H}_n(S^n) & \xrightarrow{h_*} & \tilde{H}_n(S^n) \\
\rho_{S^n, x} \downarrow & & \rho_{S^n, h(x)} \\
H_n(S^n, S^n \setminus \{x\}) & \xrightarrow{h_*} & H_n(S^n, S^n \setminus \{h(x)\})
\end{array}
\]

We now study the relations between the notion of orientation introduced in this section (let’s call it homological orientation for the moment) and the standard notion of orientation for differentiable manifolds defined in terms of orientations for the tangent spaces (let’s call it differentiable orientation for the moment). Most of
the work is encoded in Corollary 1.3.19. A basic difficulty that appears right away when one tries to relate homological and differentiable orientation is the following: the model space for manifolds, i.e., the Euclidean space $\mathbb{R}^n$ has a canonical differentiable orientation (corresponding to the vector space orientation defined by the canonical basis) while it has in principle no obvious choice for a homological orientation. The natural way around this difficulty is to make a choice (once and for all) for an orientation on $\mathbb{R}^n$ that will be called “canonical”; we thus make the following:

1.3.24. CONVENTION. Let us choose a homological orientation $\tau^{[n]} : \mathbb{R}^n \to \mathcal{O}(\mathbb{R}^n)$ for $\mathbb{R}^n$. If $n = 0$ we orient the unique point of $\mathbb{R}^0$ with a plus sign (see Example 1.3.21), i.e., we simply take $\tau^{[0]}(0) \in H_0(\mathbb{R}^0)$ to be the homology class of the singular 0-simplex determined by the origin. Assume now that $n \geq 1$. Proposition 1.3.17 tells us that an orientation $\tau^{[n]}$ for $\mathbb{R}^n$ is obtained if one chooses a generator $\tau^{[n]}(0)$ for $H_n(\mathbb{R}^n, \mathbb{R}^n \setminus \{0\})$ and then set $\tau^{[n]}(v) = (t_v)_* (\tau^{[n]}(0))$ for all $v \in \mathbb{R}^n$. Let us now choose $\tau^{[n]}(0)$. We start by fixing an isomorphism between $H_n(\mathbb{R}^n, \mathbb{R}^n \setminus \{0\})$ and $\tilde{H}_{n-1}(S^{n-1})$. We choose the isomorphism used in Example 1.2.4 to compute the local homology of $\mathbb{R}^n$; namely, we consider the isomorphism given by the dotted arrow in the commutative diagram:

$$
\begin{align*}
H_n(\mathbb{R}^n, \mathbb{R}^n \setminus \{0\}) & \xrightarrow{\sim} H_n(B^n, S^{n-1}) \\
& \xrightarrow{\partial_*} \tilde{H}_{n-1}(S^{n-1})
\end{align*}
$$

where the unlabelled vertical arrow is induced by inclusion. Finally, we choose a generator $\alpha^{[n]}$ for $\tilde{H}_n(S^n)$ for every $n \geq 0$ and then, for every $n \geq 1$, we take $\tau^{[n]}(0)$ to be the inverse image of $\alpha^{[n-1]}$ by the dotted arrow in (1.3.7). We now define $\alpha^{[n]}$ recursively. We choose the generator $\alpha^{[0]}$ of $\tilde{H}_0(S^0) = \tilde{H}_0(\{1, -1\})$ by taking a plus sign on $1 \in S^0$ and a minus sign in $-1 \in S^0$. Assuming that $\alpha^{[n-1]}$ is defined for some $n \geq 1$, we take $\alpha^{[n]} \in \tilde{H}_n(S^n)$ to be the element that is mapped to $(-1)^{n-1} \alpha^{[n-1]}$ by the isomorphism $\tilde{H}_n(S^n) \cong \tilde{H}_{n-1}(S^{n-1})$ defined in Example 1.3.22, i.e., the composition of the isomorphisms (1.2.5)–(1.2.6) (with $p = n$).

From now on, we will call $\tau^{[n]}$ the canonical homological orientation of $\mathbb{R}^n$ and $\alpha^{[n]}$ the canonical homological orientation of $S^n$ (see also Example 1.3.22).

Let now $M$ be an $n$-dimensional differentiable manifold with $^2 n \geq 1$. A differentiable orientation for $M$ at a point $x \in M$ is by definition a vector space orientation for the tangent space $T_x M$.

Let $x \in M$ and let $\varphi : U \to \tilde{U}$ be a (smooth) chart for $M$ with $U$ an open neighborhood of $x$ in $M$ and $\tilde{U}$ an open subset of $\mathbb{R}^n$; set $\tilde{x} = \varphi(x)$. The vector space isomorphism $d\varphi_x : T_x M \to \mathbb{R}^n$ induces a bijection between the (two

---

$^2$If $M$ has dimension zero, one usually takes by convention that a differentiable orientation on $M$ is simply an arbitrary map $\tau : M \to \{-1, 1\}$. By Example 1.3.21 this is actually compatible with the notion of homological orientation for zero-dimensional manifolds.
element) set of vector space orientations of $T_x M$ and the set of vector space orientations of $\mathbb{R}^n$. Moreover, the group isomorphism:

$$\varphi_x : H_n\left(M, M \setminus \{x\}\right) \longrightarrow H_n\left(\mathbb{R}^n, \mathbb{R}^n \setminus \{\tilde{x}\}\right)$$

induces a bijection between the (two element) set of generators of $H_n\left(M, M \setminus \{x\}\right)$ and the set of generators of $H_n\left(\mathbb{R}^n, \mathbb{R}^n \setminus \{\tilde{x}\}\right)$. We have a canonical bijection between the set of vector space orientations of $\mathbb{R}^n$ and the set of generators of $H_n\left(\mathbb{R}^n, \mathbb{R}^n \setminus \{\tilde{x}\}\right)$; namely, this bijection takes the orientation of $\mathbb{R}^n$ induced by the canonical basis to the generator $\tau \left[ n \right] (\tilde{x})$. The chart $\varphi$ therefore induces a bijection between the set of vector space orientations of $T_x M$ and the set of generators of $H_n\left(M, M \setminus \{x\}\right)$; namely, such bijection is the dotted arrow in the commutative diagram:

(1.3.8)

$$\begin{array}{ccc}
\text{Orientations } & \longrightarrow & \text{Generators of } H_n\left(M, M \setminus \{x\}\right) \\
\text{of } T_x M & \downarrow \varphi_x & \downarrow \text{induced by } \\
\text{induced by } d\varphi_x & & \text{by } \varphi_x \\
\text{Orientations } & \downarrow \text{canonical } \longrightarrow \tau \left[ n \right] (\tilde{x}) & \downarrow \{ \tau \left[ n \right] (\tilde{x}), -\tau \left[ n \right] (\tilde{x}) \} \\
\text{of } \mathbb{R}^n & \downarrow f_* & \downarrow f_* \\
\{ \tau \left[ n \right] (\tilde{x}), -\tau \left[ n \right] (\tilde{x}) \} & \downarrow \{ \tau \left[ n \right] (\tilde{x}'), -\tau \left[ n \right] (\tilde{x}') \} & \\
\{ \tau \left[ n \right] (\tilde{x}), -\tau \left[ n \right] (\tilde{x}) \} & \downarrow \{ \tau \left[ n \right] (\tilde{x}'), -\tau \left[ n \right] (\tilde{x}') \} & \\
\end{array}$$

The crucial point here is that the top arrow of the diagram above does not depend on the choice of the chart $\varphi$. To prove that, choose another chart $\psi$ of $M$ around $x$ and set $\tilde{x}' = \psi(x)$; we denote by $f = \psi \circ \varphi^{-1}$ the transition map from $\varphi$ to $\psi$ so that $f$ is a diffeomorphism between open subsets of $\mathbb{R}^n$ and $f(\tilde{x}) = \tilde{x}'$. Consider the following diagram:

$$\begin{array}{ccc}
\text{Orientations } & \longrightarrow & \text{Generators of } H_n\left(M, M \setminus \{x\}\right) \\
\text{of } T_x M & \downarrow d\varphi_x & \downarrow \varphi_* \\
\text{d\psi_x} \downarrow & \updownarrow & \downarrow \psi_* \\
\text{Orientations } & \downarrow \text{d}f_* & \downarrow f_* \\
\text{of } \mathbb{R}^n & \{ \tau \left[ n \right] (\tilde{x}), -\tau \left[ n \right] (\tilde{x}) \} & \{ \tau \left[ n \right] (\tilde{x}'), -\tau \left[ n \right] (\tilde{x}') \} \\
\end{array}$$

where the dotted arrow at the top of the diagram is the bijection induced by the chart $\varphi$; by definition, the square in the back of the diagram commutes. Clearly, the triangle on the left side of the diagram commutes by the chain rule and the triangle on the right side commutes by the functoriality of singular homology. The dashed square at the bottom of the diagram also commutes by Corollary 1.3.19; it follows that the front square commutes and therefore the dotted arrow coincides with the bijection induced by $\psi$. 
We have proven that, given a differentiable manifold $M$, then for every $x \in M$ there exists a canonical bijection between the set of orientations of $M$ at $x$ in the homological sense (i.e., the set of generators of $H_n(M, M \setminus \{x\})$) and the set of orientations of $M$ at $x$ in the differentiable sense (i.e., the set of vector space orientations of $T_x M$).

Now let $\tau : M \to O(M)$ be a section of the orientation bundle such that $\tau(x)$ is a generator of $H_n(M, M \setminus \{x\})$ for all $x \in M$; let $\bar{\tau}(x)$ be the vector space orientation of $T_x M$ that corresponds to $\tau_x$. To finish our comparison between homological and differentiable orientation we sill have to show that $\tau$ is continuous if and only if the family $(\bar{\tau}_x)_{x \in M}$ define a differentiable orientation for $M$; we briefly recall below what the latter condition means.

1.3.25. DEFINITION. Let $M$ be an $n$-dimensional differentiable manifold with $n \geq 1$. Assume that for every $x \in M$ one chooses a vector space orientation $\bar{\tau}_x$ for $T_x M$. A (smooth) chart $\varphi : U \subset M \to \widetilde{U} \subset IR^n$ is called positively oriented for the family $\bar{\tau} = (\bar{\tau}_x)_{x \in M}$ if for every $x \in U$ the isomorphism $d\varphi_x : T_x M \to IR^n$ carries the orientation $\bar{\tau}_x$ of $T_x M$ to the canonical orientation of $IR^n$. We say that the family $\bar{\tau}$ defines an orientation for $M$ (in the differentiable sense) if $M$ admits an atlas of positively oriented charts, i.e., if $M$ can be covered by the domains $U$ of the positively oriented charts $\varphi : U \to \widetilde{U}$.

We can now finally prove the following:

1.3.26. PROPOSITION. Let $M$ be an $n$-dimensional differentiable manifold with $n \geq 1$. Let $\tau : M \to O(M)$ be a section of the orientation bundle $O(M)$ such that $\tau(x)$ is a generator of $H_n(M, M \setminus \{x\})$ for every $x \in M$; denote by $\bar{\tau}_x$ the vector space orientation of $T_x M$ that corresponds to $\tau(x)$ by the rule explained in diagram (1.3.8). Then the family $\bar{\tau} = (\bar{\tau}_x)_{x \in M}$ defines an orientation for $M$ (in the differentiable sense) if and only if $\tau$ is an orientation for $M$ (in the homological sense), i.e., if and only if $\tau$ is a continuous section of $O(M)$.

PROOF. Assume that $\bar{\tau}$ defines an orientation for $M$. For every $x \in M$ we can find a positively oriented (smooth) chart $\varphi : U \to \widetilde{U}$ with $x \in U$. Then $d\varphi_y$ carries the orientation $\bar{\tau}_y$ of $T_y M$ to the canonical orientation of $IR^n$ for every $y \in U$; hence the isomorphism:

\[(1.3.9) \quad \varphi_* : H_n(M, M \setminus \{y\}) \longrightarrow H_n(IR^n, IR^n \setminus \{\varphi(y)\})\]

carries $\tau(y)$ to $\tau[\varphi(y)]$. Therefore we have a commutative diagram:

\[
\begin{array}{cccccc}
O(M) & \supset & O(U) & \xrightarrow{O(\varphi)} & O(\widetilde{U}) & \subset O(IR^n) \\
& \tau|_U & \downarrow & \varphi|_{\widetilde{U}} & & \\
M \supset U & \xrightarrow{\varphi} & \widetilde{U} & \subset IR^n
\end{array}
\]

Since $O(\varphi)$ is a homeomorphism (see Proposition 1.3.12), it follows that $\tau|_U$ is continuous; but $x$ is arbitrary and therefore $\tau$ is continuous.
Conversely, assume that $\tau$ is continuous. Let $x \in M$ and let $\varphi : U \to \bar{U}$ be a (smooth) chart with $U$ a connected open neighborhood of $x$. By Proposition 1.3.15, $\varphi$ is either a positive or a negative homeomorphism; by composing $\varphi$ on the left with a negative isomorphism of $IR^n$ if necessary, we can assume that $\varphi$ is positive. This means that $(1.3.9)$ carries $\tau(y)$ to $\tau^{[n]}(\varphi(y))$ for every $y \in U$ and therefore the isomorphism $d\varphi_y$ carries $\bar{\tau}_y$ to the canonical orientation of $IR^n$. Thus $\varphi$ is positively oriented for $\bar{\tau}$. □

We have completed the prove of the equivalence between the notions of homological and differentiable orientation. Actually, one should prove now (and that’s very easy) that a diffeomorphism between oriented differentiable manifolds is positively oriented in the differentiable sense if and only if it is positively oriented in the homological sense (see Exercise ??).

In our Convention 1.3.24 we have fixed the canonical orientation $\tau^{[n]}$ for $IR^n$ and the canonical orientation $\alpha^{[n]}$ for the sphere $S^n$. But to what differentiable orientations do these conventions correspond? Well, it is pretty obvious that $\tau^{[n]}$ corresponds to the canonical differentiable orientation of $IR^n$, i.e., the one induced from the canonical basis. But what about $\alpha^{[n]}$? We will have to work a little to answer that. First, let’s fix some terminology.

1.3.27. Definition. For every $n \geq 0$ the outward pointing orientation on $S^n$ is defined as follows; for $n = 0$ we simply take a plus sign for the point $1 \in S^0$ and a minus sign for the point $-1 \in S^0$. If $n \geq 1$ then for every $x \in S^n \subset IR^{n+1}$ we orient $T_xM$ in such a way that $(x, b_1, \ldots, b_n)$ is a positively oriented basis of $IR^{n+1}$ for every positively oriented basis $(b_1, \ldots, b_n)$ of $T_xM$.

It is a very elementary exercise to check that the outward pointing orientation is indeed a differentiable orientation for $S^n$.

Now we can compare explicitly the homological and the differentiable orientations of the sphere.

1.3.28. Proposition. For every $n \geq 0$, the differentiable orientation associated to the canonical homological orientation $\alpha^{[n]}$ of $S^n$ is the outward pointing orientation (recall Example 1.3.22, Convention 1.3.24 and Proposition 1.3.26).

Proof. If $n = 0$ there is nothing to do, so assume $n \geq 1$. By Proposition 1.3.11 it suffices to check that the homological orientation corresponding to the outward pointing orientation equals $\alpha^{[n]}$ at one specific point, say the south pole. We use the notation of Example ???. Let $\varphi : S^n \setminus \{n\} \to IR^n$ denote the stereographic projection from the north pole onto the plane containing the equator, i.e., for every $x \in S^n$, $x \neq n$, $\varphi(x)$ is the unique point of the half-line $\{n + t(x - n) : t \geq 0\}$ that belongs to the hyper-plane $IR^n \times \{0\} \subset IR^{n+1}$. If $S^n$ is endowed with the outward pointing orientation then a straightforward computation (see Exercise ??) shows that $d\varphi_s : T_sS^n \to IR^n$ is a positive isomorphism for odd $n$ and it is a negative isomorphism for even $n$; hence the proof will be concluded if we can show that:

$$\varphi_*(\alpha^{[n]}(s)) = (-1)^{n-1} \tau^{[n]}(0).$$
Consider the following diagram of abelian groups and isomorphisms:

\[
\begin{align*}
\tilde{H}_{n-1}(S^{n-1}) &\xrightarrow{i_*} \tilde{H}_{n-1}(S^n \setminus \{n, s\}) \\
H_n(S^n) &\xrightarrow{\partial_*} H_n(S^n, S^n \setminus \{s\}) &\xrightarrow{\varphi_*} H_n(S^n \setminus \{n\}, S^n \setminus \{n, s\}) \\
\downarrow & &\downarrow \\
H_n(\mathbb{R}^n, \mathbb{R}^n \setminus \{0\}) &\xrightarrow{\partial_*} H_n(B^n, S^{n-1}) &\xrightarrow{\varphi_*} H_n(\mathbb{R}^n, S^{n-1})
\end{align*}
\]

where \(i_*\) and the unlabelled arrows are induced by inclusion. The dotted path in the diagram above corresponds precisely to the isomorphism between \(\tilde{H}_{n-1}(S^{n-1})\) and \(H_n(S^n)\), i.e., the composition of the isomorphisms \((\cdot)\) and \((\cdot)\). Hence such dotted path carries \(\alpha^{[n-1]}\) to \((-1)^{n-1}\alpha^{[n]}\). Moreover, the dashed path in the diagram carries \(\alpha^{[n]}\) to \(\varphi_* (\alpha^{[n]}(\mathbf{s}))\); it follows that:

\[
(\varphi_* \circ \partial_*^{-1} \circ i_*)(\alpha^{[n-1]}) = (-1)^{n-1} \varphi_* (\alpha^{[n]}(\mathbf{s})).
\]

We will show now that the lefthand side of (1.3.10) equals \(\tau^{[n]}(0)\). To this aim, consider the commutative diagram:

\[
\begin{align*}
\tilde{H}_{n-1}(S^n \setminus \{n, s\}) &\xrightarrow{\partial_*} H_n(S^n \setminus \{n\}, S^n \setminus \{n, s\}) &\xrightarrow{\varphi_*} H_n(\mathbb{R}^n, \mathbb{R}^n \setminus \{0\}) \\
\downarrow & &\downarrow \\
\tilde{H}_{n-1}(S^{n-1}) &\xrightarrow{\partial_*} H_n(S^n \setminus \{n\}, S^{n-1}) &\xrightarrow{\varphi_*} H_n(\mathbb{R}^n, S^{n-1}) \\
\varphi_* = \text{Id} & &\varphi_* \\
\tilde{H}_{n-1}(S^{n-1}) &\xrightarrow{\partial_*} H_n(B^n, S^{n-1}) &\xrightarrow{\text{Id}} H_n(B^n, S^{n-1})
\end{align*}
\]

where the unlabelled arrows are induced by inclusion. The conclusion is obtained by observing that the dotted path in the diagram above takes \(\alpha^{[n-1]}\) to the lefthand side of (1.3.10) while the dashed path takes \(\alpha^{[n-1]}\) to \(\tau^{[n]}(0)\).

Let us now study orientations on manifolds with boundary (see Exercise ?? for the exact definition and the terminology we adopt). In the case of differentiable manifolds with boundary, there is no real additional difficulty in comparison with the case of manifolds without boundary; namely, there is a well-defined notion of tangent space also at the points of the boundary and one can consider vector space orientations on such tangent spaces. Moreover, in the differentiable case, it is well known (for instance by those who have studied Stoke’s theorem on manifolds) that
an orientation on a manifold with boundary induces canonically an orientation on
the boundary: namely, one uses the canonical transversal orientation of the bound-
ary, given by the outward pointing tangent vector. In the case of topological mani-
folds with boundary, there is a difficulty with the homological approach for orien-
tation; namely, all the local homology groups vanish at the boundary points. We
use the following strategy to go around this difficulty: we simply don’t talk about
oriented topological manifolds with boundary — we just talk about orientations for
the interior of the manifold with boundary (which is a manifold without boundary).
Nevertheless, we have to clarify how an orientation on the interior of a topological
manifold with boundary induces an orientation on the boundary of the manifold.
Such notion of induced orientation on the boundary will be achieved by an elegant
trick using the connecting homomorphism $\partial_*$ of the long exact homology sequence
of a pair (keep in mind the isomorphism $\partial_*: H^n(B, S^{n-1}) \to \tilde{H}_{n-1}(S^{n-1})$ as a
model for the general construction we explain below).

In what follows, $M$ will always denote an $n$-dimensional topological manifold
with non empty boundary (in particular, $n$ cannot be zero). Recall from Exercise
that if $U$ is a non empty open subset of $M$ then $U$ is also an $n$-dimensional topo-
logical manifold with boundary and:
\[
\text{inter}(U) = \text{inter}(M) \cap U, \quad \text{Bd}(U) = \text{Bd}(M) \cap U.
\]
For every open subset $U$ in $M$ and every $x \in \text{inter}(U)$ we define, in analogy with
(1.3.1), a homomorphism:
\[
\rho_{Ux}: H_n(M, M \setminus \text{inter}(U)) \longrightarrow H_n(\text{inter}(M), \text{inter}(M) \setminus \{x\})
\]
by requiring the commutativity of the diagram:
\[
\begin{array}{ccc}
H_n(M, M \setminus \text{inter}(U)) & \longrightarrow & H_n(\text{inter}(M), \text{inter}(M) \setminus \{x\}) \\
\rho_{Ux} \downarrow & & \downarrow \cong \\
H_n(\text{inter}(M), \text{inter}(M) \setminus \{x\}) & &
\end{array}
\]
in which the unlabelled arrows are induced by inclusion. Now, for every $\alpha \in
H_n(M, M \setminus \text{inter}(U))$ we define (in analogy with (1.3.3)) a section $\mathcal{O}_1(\alpha; U, M)$
of the orientation bundle $\mathcal{O}(\text{inter}(M))$ along the open set $\text{inter}(U) \subset \text{inter}(M)$
by setting:
\[
\mathcal{O}_1(\alpha; U, M)(x) = \rho_{Ux}(\alpha),
\]
for all $x \in \text{inter}(U)$. When $M$ is fixed by the context we write simply $\mathcal{O}_1(\alpha; U)$
instead of $\mathcal{O}_1(\alpha; U, M)$.

Assume now that $x$ belongs to the boundary of the open set $U \subset M$, i.e.,
$x \in \text{Bd}(U)$. Observe that $\text{Bd}(M)$ is a neighborhood of $x$ in the topological space
$M \setminus \text{inter}(U)$; namely, $\text{Bd}(U) = U \cap (M \setminus \text{inter}(U))$ is an open set in the space
$M \setminus \text{inter}(U)$ that contains $x$ and is contained in $\text{Bd}(M)$. It follows that the local homology groups of
$M \setminus \text{inter}(U)$ and of $\text{Bd}(M)$ at $x$ are isomorphic (by the usual isomorphism induced by inclusion); we can thus define a homomorphism:
\[
\mathcal{J}_{Ux}: H_n(M, M \setminus \text{inter}(U)) \longrightarrow H_{n-1}(\text{Bd}(M), \text{Bd}(M) \setminus \{x\})
\]
by requiring the commutativity of the diagram:

\[
\begin{array}{ccc}
H_n(M, M \setminus \text{inter}(U)) & \xrightarrow{\partial_x} & H_{n-1}(M \setminus \text{inter}(U)) \\
\mathcal{J}_{Ux} & & \downarrow \\
H_{n-1}(\text{Bd}(M), \text{Bd}(M) \setminus \{x\}) & \xrightarrow{\simeq} & H_{n-1}(M \setminus \text{inter}(U), [M \setminus \text{inter}(U)] \setminus \{x\})
\end{array}
\]

in which the unlabelled arrows are induced by inclusion and the top arrow $\partial_x$ is the connecting homomorphism of the long exact homology sequence of the pair $(M, M \setminus \text{inter}(U))$. If $\alpha \in H_n(M, M \setminus \text{inter}(U))$ is fixed then the homomorphisms $\mathcal{J}_{Ux}$ can be joined together to form a section $\mathcal{O}_b(\alpha; U, M)$ of $\mathcal{O}(\text{Bd}(M))$ along $\text{Bd}(U)$; more explicitly, we set:

\[
\mathcal{O}_b(\alpha; U, M)(x) = \mathcal{J}_{Ux}(\alpha),
\]

for all $x \in \text{Bd}(U)$. Again, if $M$ is fixed by the context we write simply $\mathcal{O}_b(\alpha; U)$.

Using the terminology introduced above, we can give the following:

1.3.29. Definition. If $\tau$ is an orientation for $\text{inter}(M)$ then an orientation $\tau^b$ for $\text{Bd}(M)$ is called induced from $\tau$ if for every point $x \in \text{Bd}(M)$ we can find an open set $U$ in $M$ containing $x$ and a homology class $\alpha \in H_n(M, M \setminus \text{inter}(U))$ such that:

\[
(1.3.12) \quad \tau|_{\text{inter}(U)} = \mathcal{O}_l(\alpha; U), \quad \tau^b|_{\text{Bd}(U)} = \mathcal{O}_b(\alpha; U).
\]

Our task now will be to prove that for every orientation $\tau$ of $\text{inter}(M)$ there is a unique orientation $\tau^b$ on $\text{Bd}(M)$ that is induced from $\tau$; after this fact is established we shall simply say that $\tau^b$ is the orientation induced by $\tau$ on the boundary of $M$.

We start by stating some simple naturality results regarding the homomorphisms $\rho_{Ux}$ and $\mathcal{J}_{Ux}$.
1.3.30. **Lemma.** If $U, V \subset M$ are open subsets with $V \subset U$ then for every $x \in \text{inter}(V)$, $y \in \text{Bd}(V)$ the diagrams:

$$\begin{align*}
\text{(1.3.13)} & \quad H_n(M, M \setminus \text{inter}(U)) \\
& \xrightarrow{\rho_{Ux}} H_n(\text{inter}(M), \text{inter}(M) \setminus \{x\}) \\
& \xrightarrow{\rho_{Vx}} H_n(M, M \setminus \text{inter}(V)) \\
\text{(1.3.14)} & \quad H_n(M, M \setminus \text{inter}(U)) \\
& \xrightarrow{\mathcal{J}_{Uy}} H_{n-1}(\text{Bd}(M), \text{Bd}(M) \setminus \{y\}) \\
& \xrightarrow{\mathcal{J}_{Vy}} H_n(M, M \setminus \text{inter}(V))
\end{align*}$$

commute, where the unlabelled vertical arrows are induced by inclusion.

In particular, if $\alpha \in H_n(M, M \setminus \text{inter}(U))$ is a homology class and $\alpha' \in H_n(M, M \setminus \text{inter}(V))$ is the image of $\alpha$ by the homomorphism:

$$\begin{align*}
\text{(1.3.15)} & \quad H_n(M, M \setminus \text{inter}(U)) \to H_n(M, M \setminus \text{inter}(V))
\end{align*}$$

induced by inclusion then $\mathcal{O}_1(\alpha'; V)$ is the restriction of $\mathcal{O}_1(\alpha; U)$ to $\text{inter}(V)$ and $\mathcal{O}_b(\alpha'; V)$ is the restriction of $\mathcal{O}_b(\alpha; U)$ to $\text{Bd}(V)$.

**Proof.** This is basically a consequence of the fact that the homomorphisms we used to assemble the $\rho$’s and the $\mathcal{J}$’s are all natural with respect to inclusions. For example, in order to prove the commutativity of (1.3.14) one can draw a cubic diagram as follows: the bottom face of the cube is diagram (1.3.11), the top face of the cube is diagram (1.3.11) with $U$ replaced by $V$; the top and the bottom faces of the cube are connected by (downward pointing) vertical arrows which are all induced by inclusion. One has now to observe that five faces of this cube are commutative and then use this fact to conclude the commutativity of the sixth face, which relates the maps $\mathcal{J}_{Ux}$ and $\mathcal{J}_{Vx}$. The proof of the commutativity of (1.3.13) is obtained in a similar way, considering a diagram having the form of a prism of triangular basis. The (boring) diagram-chase details are left to the reader. \(\square\)

Observe that Lemma 1.3.30 implies that if one can find $U$ and $\alpha$ that satisfy equalities (1.3.12) then for every smaller open set $V \subset U$ one can find $\alpha'$ (the image of $\alpha$ by (1.3.15)) such that (1.3.12) is satisfied with $U$ replaced by $V$ and $\alpha$ replaced by $\alpha'$. In particular, we obtain the following:

1.3.31. **Corollary.** If an orientation $\tau^b$ on $\text{Bd}(M)$ is induced from an orientation $\tau$ on $\text{inter}(M)$ then for every open set $W \subset M$ with $\text{Bd}(W) \neq \emptyset$, the
restriction of \( \tau^b \) to \( \text{Bd}(W) = \text{Bd}(M) \cap W \) is induced from the restriction of \( \tau \) to \( \text{inter}(W) = \text{inter}(M) \cap W \).

PROOF. For every \( x \in \text{Bd}(W) \) one can find an open set \( U \subset M \) containing \( x \) and a homology class \( \alpha \in H_n(M, M \setminus \text{inter}(U)) \) satisfying (1.3.12); as observed above, one can pick a smaller \( U \) such that \( U \subset W \). By excision, we know that the homomorphism:

\[
H_n(W, W \setminus \text{inter}(U)) \longrightarrow H_n(M, M \setminus \text{inter}(U))
\]

induced by inclusion is an isomorphism; we can thus find a homology class \( \beta \in H_n(W, W \setminus \text{inter}(U)) \) that is mapped by (1.3.16) onto \( \alpha \). The conclusion follows from Exercise ??.

\[\square\]

1.3.32. Lemma. Let \( h : M \to N \) be a homeomorphism between \( n \)-dimensional topological manifolds with (non empty) boundary, so that \( h \) automatically maps \( \text{Bd}(M) \) onto \( \text{Bd}(N) \) (see Exercise ??). For every open subset \( U \subset M \) and for every \( x \in \text{inter}(U) \), \( y \in \text{Bd}(U) \) the diagrams:

\[
\begin{align*}
H_n(M, M \setminus \text{inter}(U)) & \xrightarrow{\rho_{Ux}} H_n(\text{inter}(M), \text{inter}(M) \setminus \{x\}) \\
& \downarrow h_* \quad \quad \downarrow h_* \\
H_n(N, N \setminus \text{inter}(U')) & \xrightarrow{\rho_{U'x'}} H_n(\text{inter}(N), \text{inter}(N) \setminus \{x'\}) \\
& \downarrow J_{U,y} \quad \quad \downarrow J_{U',y'} \\
H_n(M, M \setminus \text{inter}(U)) & \xrightarrow{\mathcal{J}_{U,y}} H_n(\text{Bd}(M), \text{Bd}(M) \setminus \{y\}) \\
& \downarrow h_* \quad \quad \downarrow h_* \\
H_n(N, N \setminus \text{inter}(U')) & \xrightarrow{\mathcal{J}_{U',y'}} H_n(\text{Bd}(N), \text{Bd}(N) \setminus \{y'\})
\end{align*}
\]

commute, where \( U' = h(U) \subset N \), \( x' = h(x) \in \text{inter}(U') \) and \( y' = h(y) \in \text{Bd}(U') \).

In particular, if \( \alpha \in H_n(M, M \setminus \text{inter}(U)) \) is a homology class and \( \alpha' \in H_n(N, N \setminus \text{inter}(U')) \) is the image of \( \alpha \) by the homomorphism:

\[
h_* : H_n(M, M \setminus \text{inter}(U)) \longrightarrow H_n(N, N \setminus \text{inter}(U'))
\]
then \( h \) also “relates” the maps \( O_i(\alpha; U, M) \) and \( O_b(\alpha; U, M) \) with the maps \( O_i(\alpha'; U', N) \) and \( O_b(\alpha'; U', N) \) respectively; more precisely, the diagrams:

\[
\begin{align*}
O(\text{inter}(M)) & \xrightarrow{O(h|_{\text{inter}(M)})} O(\text{inter}(N)) \\
O_i(\alpha; U, M) & \xrightarrow{h|_{\text{inter}(U)}} O_i(\alpha'; U', N) \\
\text{inter}(U) & \xrightarrow{h|_{\text{inter}(U)}} \text{inter}(U') \\
O(\text{Bd}(M)) & \xrightarrow{O(h|_{\text{Bd}(M)})} O(\text{Bd}(N)) \\
O_b(\alpha; U, M) & \xrightarrow{h|_{\text{Bd}(U)}} O_b(\alpha'; U', N) \\
\text{Bd}(U) & \xrightarrow{h|_{\text{Bd}(U)}} \text{Bd}(U')
\end{align*}
\]

commute.

**Proof.** This is basically a consequence of the fact that the homomorphisms we used to assemble the \( \rho \)'s and the \( J \)'s are all natural with respect to homomorphisms (one can also think about cubic and prismic diagrams as explained in the proof of Lemma 1.3.30). The details are left to the reader. \( \square \)

1.3.33. **Corollary.** Let \( h : M \to N \) be a homeomorphism between \( n \)-dimensional topological manifolds with (non empty) boundary, so that automatically \( h(\text{Bd}(M)) = \text{Bd}(N) \). Assume that \( \tau, \tau^b, \sigma, \sigma^b \) are orientations respectively for \( \text{inter}(M), \text{Bd}(M), \text{inter}(N) \) and \( \text{Bd}(N) \). If the homeomorphisms \( h|_{\text{inter}(M)} : \text{inter}(M) \to \text{inter}(N) \) and \( h|_{\text{Bd}(M)} : \text{Bd}(M) \to \text{Bd}(N) \) are positively oriented and if \( \tau^b \) is induced from \( \tau \) then also \( \sigma^b \) is induced from \( \sigma \).

**Proof.** Observe that if an open set \( U \subset M \) and a homology class \( \alpha \in H_n(M, M \setminus \text{inter}(U)) \) satisfy equalities (1.3.12) then the open set \( U' = h(U) \) and the homology class \( \alpha' = h_*(\alpha) \) satisfy:

\[
\sigma|_{\text{inter}(U')} = O_i(\alpha'; U'), \quad \sigma^b|_{\text{Bd}(U')} = O_b(\alpha'; U').
\]

The conclusion follows. \( \square \)

We now prove the uniqueness of the induced orientation on the boundary.

1.3.34. **Lemma.** If \( \tau \) is an orientation for \( \text{inter}(M) \) then there exists at most one orientation \( \tau^b \) for \( \text{Bd}(M) \) that is induced from \( \tau \).

**Proof.** Let \( \tau^b_1 \) and \( \tau^b_2 \) be both induced from \( \tau \). For any fixed \( y \in \text{Bd}(M) \) we will show that \( \tau^b_1(y) = \tau^b_2(y) \). By the definition of induced orientation, we can find an open neighborhood \( U_i \) of \( y \) and a homology class \( \alpha_i \in H_n(M, M \setminus \text{inter}(U_i)) \) such that:

\[
\begin{align*}
\tau|_{\text{inter}(U_i)} = O_i(\alpha_i; U_i), \\
\tau^b_i|_{\text{Bd}(U_i)} = O_b(\alpha_i; U_i), \tag{1.3.17} \tag{1.3.18}
\end{align*}
\]
1.3. ORIENTATION ON MANIFOLDS

for \( i = 1, 2 \). Using a local chart around \( y \) we can find an open neighborhood \( U \) of \( y \) contained in \( U_1 \cap U_2 \) such that \( U \) is homeomorphic to the half closed ball \( \mathbb{B}^n \cap \mathbb{H}^n \) by a homeomorphism that carries \( \text{inter}(U) \) to the half open ball \( \mathbb{B}^n \cap \text{inter}(\mathbb{H}^n) \). Observe that for every \( x \in \text{inter}(U) \), the topological boundary \( \partial[\text{inter}(U)] = \overline{U} \setminus \text{inter}(U) \) of \( \text{inter}(U) \) is a strong deformation retract of \( \overline{U} \setminus \{x\} \); it follows that \( M \setminus \text{inter}(U) \) is also a strong deformation retract of \( M \setminus \{x\} \) and therefore the homomorphism \( \rho_{Ux} \) is an isomorphism. Denote by \( \alpha'_i \) the image of \( \alpha_i \) by the homomorphism:

\[
H_n(M, M \setminus \text{inter}(U_i)) \longrightarrow H_n(M, M \setminus \text{inter}(U))
\]

induced by inclusion. From (1.3.17) and Lemma 1.3.30 we obtain that:

\[
\rho_{Ux}(\alpha'_1) = \tau(x) = \rho_{Ux}(\alpha'_2),
\]

for every \( x \in \text{inter}(U) \) and therefore \( \alpha'_1 = \alpha'_2 \). Finally, using (1.3.18) and Lemma 1.3.30 we obtain:

\[
\tau^b_i(y) = \mathcal{J}_{Uy}(\alpha'_1) = \mathcal{J}_{Uy}(\alpha'_2) = \tau^b_i(y).
\]

Observe that we have not yet presented a single example of a situation where an orientation \( \tau^b \) on \( \text{Bd}(M) \) is induced from some orientation \( \tau \) on \( \text{inter}(M) \). A simple example is given below.

1.3.35. EXAMPLE. Let \( M \) denote the unit closed ball \( \mathbb{B}^n \) (with \( n \geq 1 \)), so that \( \text{Bd}(M) \) is the sphere \( S^{n-1} \). We claim that if \( \tau \) is the orientation on \( \text{inter}(M) = \mathbb{B}^n \) obtained by restricting the canonical orientation \( \tau^{[n]} \) of \( \mathbb{R}^n \) then the canonical orientation \( \tau^b = \alpha^{[n-1]} \) of the sphere \( S^{n-1} \) is induced from \( \tau \). To prove the claim, let the open set \( U \subset M \) be the whole closed ball \( \mathbb{B}^n \) and let the homology class \( \alpha \in H_n(M, M \setminus \text{inter}(U)) = H_n(\mathbb{B}^n, S^{n-1}) \) be the one that is mapped to the canonical orientation \( \alpha^{[n-1]} \in \tilde{H}_{n-1}(S^{n-1}) \) via the isomorphism \( \partial_* \) appearing in the long exact homology sequence of the pair \( (\mathbb{B}^n, S^{n-1}) \) (that’s the horizontal arrow in diagram (1.3.7)). The claim will follow once we show that equality (1.3.12) holds. To this aim, observe first that equality \( \tau^b|_{\text{Bd}(U)} = \mathcal{O}_b(\alpha; U) \) means that \( \mathcal{J}_{Ux}(\alpha) = \alpha^{[n-1]}(x) \) for every \( x \in S^{n-1} \); this is a direct consequence of the definition of \( \mathcal{J}_{Ux} \) and of the relation between \( \alpha^{[n-1]} \) and \( \alpha^{[n-1]}(x) \) (recall Example 1.3.22). Finally, the equality \( \tau|_{\text{inter}(U)} = \mathcal{O}_i(\alpha; U) \) means that the homomorphism:

\[
H_n(\mathbb{B}^n, S^{n-1}) \longrightarrow H_n(\mathbb{R}^n, R^n \setminus \{v\})
\]

induced by inclusion carries \( \alpha \) to \( \tau^{[n]}(v) \) for all \( v \in \mathbb{B}^n \) (as usual we identify the local homology groups \( H_n(\mathbb{B}^n, \mathbb{B}^n \setminus \{v\}) \) and \( H_n(\mathbb{R}^n, \mathbb{R}^n \setminus \{v\}) \)). This last assertion follows easily from Remark 1.3.20 (see Exercise ??) by observing that for \( v = 0 \) the map (1.3.19) takes \( \alpha \) to \( \tau^{[n]}(0) \) (recall Convention 1.3.24 and diagram (1.3.7)).

We can now finally prove the following:

1.3.36. PROPOSITION. If \( \tau \) is an orientation on \( \text{inter}(M) \) then there exists a unique orientation \( \tau^b \) on \( \text{Bd}(M) \) that is induced by \( \tau \).
PROOF. During the course of this proof we will say that a topological manifold \( M \) with non empty boundary is \textit{acceptable} if the statement of the proposition holds for \( M \). Our goal is to prove that all manifolds (with non empty boundary) are acceptable. Observe that the uniqueness of the orientation induced on the boundary was already proven in Lemma 1.3.34. The proof of the existence will be split in three steps.

- If the boundary of \( M \) can be covered by a family \((M_i)_{i \in I}\) of open subsets of \( M \), each of them acceptable, then \( M \) is acceptable; let \( \tau \) be an orientation for \( \text{inter}(M) \). For every \( i \in I \) the orientation \( \tau|_{\text{inter}(M_i)} \) of \( \text{inter}(M_i) \) induces a orientation \( \tau^b_i \) on \( \text{Bd}(M_i) \). Moreover, for \( i, j \in I \), Corollary 1.3.31 implies that the orientations \( \tau^b_i|_{\text{Bd}(M_i \cap M_j)} \) and \( \tau^b_j|_{\text{Bd}(M_i \cap M_j)} \) are both induced from \( \tau|_{\text{inter}(M_i \cap M_j)} \); thus, by Lemma 1.3.34, we have that \( \tau^b_i|_{\text{Bd}(M_i \cap M_j)} \) equals \( \tau^b_j|_{\text{Bd}(M_i \cap M_j)} \). We can therefore define a map:

\[
\tau^b : \text{Bd}(M) \to \mathcal{O}(\text{Bd}(M)),
\]

by requiring that \( \tau^b \) equals \( \tau^b_i \) on \( \text{Bd}(M_i) \). It is now easy to check that \( \tau^b \) is indeed an orientation on \( \text{Bd}(M) \) and that \( \tau^b \) is induced from \( \tau \) (see Exercise \)?).

- If \( M \) is homeomorphic to an acceptable manifold then \( M \) is also acceptable; follows trivially from Corollary 1.3.33.

- If \( \text{inter}(M) \) is connected and \( M \) is open in some acceptable orientable manifold \( N \) then \( M \) is also acceptable; let \( \tau \) be an orientation for \( \text{inter}(M) \). Choose an orientation \( \tau' \) for \( N \); by replacing \( \tau' \) with \( -\tau' \) if necessary, we can assume that \( \tau' \) equals \( \tau \) at some point of \( \text{inter}(M) \). It then follows from Proposition 1.3.11 that \( \tau = \tau'|_{\text{inter}(M)} \). Since \( N \) is acceptable, we can consider the orientation \( (\tau')^b \) on \( \text{Bd}(N) \) induced from \( \tau' \); by Corollary 1.3.31, the restriction of \( (\tau')^b \) to \( \text{Bd}(M) \) is induced from \( \tau = \tau'|_{\text{inter}(M)} \).

Finally, the thesis of the proposition (i.e., the fact that all manifolds are acceptable) follows from the fact that \( \overline{B^n} \) is acceptable (see Example 1.3.35) and from the fact that every \( n \)-dimensional topological manifold with boundary \( M \) can be covered by open sets that are homeomorphic to open subsets of \( \overline{B^n} \) having connected interior. \( \square \)

1.3.37. COROLLARY. If \( M \) is orientable then also \( \text{Bd}(M) \) is orientable. \( \square \)

In practical situations, how does one determine the orientation induced on the boundary? We answer this question below by giving a simple interpretation for the induced orientation on the case of differentiable manifolds.

If \( M \) is a differentiable \( n \)-dimensional manifold with boundary then the tangent space \( T_x M \) (and hence the set of its vector space orientations) is well-defined for every \( x \in M \) (even if \( x \in \text{Bd}(M) \)). One can thus adapt Definition 1.3.25
to the case of differentiable manifolds with boundary obtaining a concept of differentiable orientation for such manifolds; more explicitly, an orientation (in the differentiable sense) for $M$ is a family $\bar{\tau} = (\bar{\tau}_x)_{x \in M}$ such that each $\bar{\tau}_x$ is a vector space orientation for the tangent space $T_xM$ and such that $M$ admits an atlas of charts $\varphi : U \subset M \to \widetilde{U} \subset \mathbb{R}^n$ that are positively oriented for $\bar{\tau}$ (the definition is the same as before, with the exception that now we accept that $\widetilde{U}$ may not be open in $\mathbb{R}^n$, but open on the half-space $\mathbb{H}^n$).

We recall that for points $x \in \text{Bd}(M)$ the tangent space $T_x\text{Bd}(M)$ has a canonical transverse orientation on $T_xM$, i.e., one can distinguish canonically between the two half-spaces defined by the hyper-plane $T_x\text{Bd}(M)$ in $T_xM$. More explicitly, one defines that a vector $v \in T_xM$ is outward pointing if for some chart $\varphi : U \to \widetilde{U}$, with $U \ni x$ open in $M$ and $\widetilde{U}$ open in $\mathbb{H}^n$, the vector $d\varphi_x(v) \in \mathbb{R}^n$ does not belong to $\mathbb{H}^n$ (i.e., it has negative $n$-th coordinate). It is not hard to check that if such condition holds for one chart $\varphi$ around $x$ then it will hold for every chart $\varphi$ around $x$. Using the notion of outward pointing vectors we can give the following:

1.3.38. DEFINITION. If $M$ is an $n$-dimensional differentiable manifold with boundary ($n \geq 2$) and $\bar{\tau} = (\bar{\tau}_x)_{x \in M}$ is an orientation for $M$ (in the differentiable sense) then the outward pointing orientation on $\text{Bd}(M)$ is the (differentiable) orientation $\bar{\tau}^b = (\bar{\tau}^b_x)_{x \in \text{Bd}(M)}$ for which the following property holds: if $x \in \text{Bd}(M), v_1 \in T_xM$ is an outward pointing vector and $(v_2, \ldots, v_n)$ is a $\bar{\tau}^b_x$-positive basis for $T_x\text{Bd}(M)$ then $(v_1, v_2, \ldots, v_n)$ is a $\bar{\tau}_x$-positive basis for $T_xM$.

It is well known that the property given above does define an orientation $\bar{\tau}^b$ on $\text{Bd}(M)$ (this is the orientation on $\text{Bd}(M)$ used to formulate Stoke’s theorem on manifolds). Observe that the outward pointing orientation for the sphere $S^{n-1}$ is precisely the outward pointing orientation that the closed ball $\mathbb{B}^n$ (endowed with the restriction of the canonical orientation of $\mathbb{R}^n$) induces on its boundary.

As one should be guessing by now, we have the following:

1.3.39. PROPOSITION. Let $M$ be an $n$-dimensional differentiable manifold with non empty boundary (with\(^3\) $n \geq 2$). If $\bar{\tau} = (\bar{\tau}_x)_{x \in M}$ is a differentiable orientation for $M$ and if $\tau$ is the homological orientation on $\text{inter}(M)$ corresponding to $(\bar{\tau}_x)_{x \in \text{inter}(M)}$ then the (homological) orientation $\tau^b$ on $\text{Bd}(M)$ induced from $\tau$ is precisely the one that corresponds to the outward pointing orientation on $\text{Bd}(M)$ induced from $\bar{\tau}$.

PROOF. The idea of the proof is to compare $M$ locally with the closed ball $\mathbb{B}^n$. Let then $x_0 \in \text{Bd}(M)$ be fixed and choose a diffeomorphism $\varphi : U \to V$ from an open connected neighborhood $U$ of $x_0$ in $M$ onto an open subset $V$ of $\mathbb{B}^n$. Assume that $\mathbb{B}^n$ is endowed with the differentiable orientation induced from the canonical orientation of $\mathbb{R}^n$ and that $S^{n-1}$ is endowed with the outward pointing orientation. For every $x \in U$ the isomorphisms $d\varphi_x : T_xM \to T_{\varphi(x)}\mathbb{B}^n$ are either all positive or all negative; for definiteness, let’s assume that they are all

\(^3\)See Remark 1.3.40 below for the case $n = 1$. 
positive. By Proposition 1.3.28 and Exercise ?? the proof will be completed once we manage to show that:

(a) \( \varphi|_{\text{Bd}(U)} : \text{Bd}(U) \to \text{Bd}(V) \) is a positively oriented diffeomorphism (in the differentiable sense) when both \( \text{Bd}(U) \) and \( \text{Bd}(V) \) are endowed with the outward pointing orientation;
(b) \( \varphi|_{\text{Bd}(U)} : \text{Bd}(U) \to \text{Bd}(V) \) is a positively oriented homeomorphism (in the homological sense) when \( \text{Bd}(U) \) is endowed with the restriction of \( \tau^b \) and \( \text{Bd}(V) \) is endowed with the restriction of \( \alpha^{[n-1]} \).

To prove (a), observe that for every \( x \in \text{Bd}(U) \), the isomorphism \( d \varphi_x \) is positive and it takes outward pointing vectors to outward pointing vectors; thus \( d \varphi_x \) also restricts to a positive isomorphism between the tangent spaces of the boundaries. To prove (b), observe that \( \varphi|_{\text{inter}(U)} : \text{inter}(U) \to \text{inter}(V) \) is a positively oriented homeomorphism in the homological sense and hence so is \( \varphi|_{\text{Bd}(U)} : \text{Bd}(U) \to \text{Bd}(V) \), by Corollary 1.3.33 and Example 1.3.35. This concludes the proof. \( \square \)

1.3.40. REMARK (zero-dimensional boundary). Assume that \( M \) is a one-dimensional differentiable manifold with boundary, oriented in the differentiable sense. Denote by \( \tau \) the homological orientation of \( \text{inter}(M) \) associated to such differentiable orientation and by \( \tau^b \) the homological orientation on the zero-dimensional manifold \( \text{Bd}(M) \) induced from \( \tau \). By Example 1.3.21, we may identify \( \tau^b \) with a \( \{-1, 1\} \)-valued map on the set \( \text{Bd}(M) \). We claim that for every \( x \in \text{Bd}(M) \), \( \tau^b(x) = 1 \) (respectively \( \tau^b(x) = -1 \)) if and only if the outward pointing vectors at the point \( x \) define the positive orientation (respectively, the negative orientation) of the one-dimensional vector space \( T_x M \). The claim is proved by first observing that such property holds if \( M = \overline{B}^1 \) (recall Convention 1.3.24); for general \( M \), one simply use diffeomorphisms to compare open subsets of \( M \) with open subsets of \( \overline{B}^1 \) as in the proof of Proposition 1.3.39. The details are left to the reader.

1.3.41. EXAMPLE. Let \( M \subset \mathbb{R}^2 \) be a compact convex polygon\(^4\). Then \( M \) is a 2-dimensional topological manifold with boundary, because \( M \) is homeomorphic to the disc \( \overline{B}^2 \) via radial projection from an interior point (see Exercise ??). The interior of \( M \) as a manifold with boundary (respectively, the boundary of \( M \) as a manifold with boundary) coincides with the topological interior (respectively, the topological boundary) of \( M \) as a subset of \( \mathbb{R}^2 \). Assume that \( \text{inter}(M) = \text{int}(M) \) is endowed with the (restriction of the) canonical orientation \( \tau^{[2]} \) of \( \mathbb{R}^2 \). Let’s describe the induced orientation on the boundary of \( M \). Let \( M' \) denote the complement in \( M \) of the (finite set) consisting of the vertices of \( M \). Then \( M' \) is a differentiable manifold with boundary, with the differentiable structure that makes it embedded in \( \mathbb{R}^2 \). Assume that \( M' \) is endowed with the canonical differentiable orientation induced from \( \mathbb{R}^2 \), so that the corresponding homological orientation

\(^4\)We don’t care much about the precise definition of polygon here because we will be using the content of this example only for the case of the regular \( n \)-agon (which may be defined as the convex hull of the points \( e^{2\pi i k/n} \in \mathbb{C}, k = 0, \ldots, n-1 \)).
on \( \text{inter}(M') = \text{inter}(M) \) is just (the restriction of) \( \tau^{[2]} \). By Corollary 1.3.31, the orientation that \( M' \) induces on \( \text{Bd}(M') \) is precisely the restriction of the orientation that \( M \) induces on \( \text{Bd}(M) \). Therefore, if we determine the orientation that \( M' \) induces on \( \text{Bd}(M') \) we will have a good description of the orientation that \( M \) induces on \( \text{Bd}(M) \). Since \( M' \) is a differentiable manifold, we can compute the orientation induced on the boundary using Proposition 1.3.39. Let \( S \subset \text{Bd}(M') \) denote an open side (i.e., a side without the vertices) of the polygon \( M \). If \( x \in S \) and \( v \in T_xM' \cong \mathbb{R}^2 \) is an outward pointing vector (in this case, this means that \( x + \varepsilon v \not\in M' \) for small \( \varepsilon > 0 \)) then a vector \( w \in T_xS \subset \mathbb{R}^2 \) (i.e., a vector parallel to \( S \)) defines the positive orientation for \( T_xS \) if \( (v, w) \) is a positive basis of \( \mathbb{R}^2 \).

Hence, if \( x_0 \) and \( x_1 \) are the vertices of \( S \) and if \( (v, x_1 - x_0) \) is a positive basis for \( \mathbb{R}^2 \) then the map:

\[
]0, 1[ \ni t \mapsto x_0 + t(x_1 - x_0) \in S,
\]

is a positively oriented homeomorphism if the interval \( ]0, 1[ \) is endowed with (the restriction of) the canonical orientation \( \tau^{[1]} \) of \( \mathbb{R} \) and \( S \) is endowed with (the restriction of) the orientation of \( \text{Bd}(M) \) induced from \( M \).

### 1.4. Degree Theory

The degree of a continuous map, roughly speaking, is an integer valued homotopic invariant that measures how many times a manifold is folded around another one by such map; the concept of degree generalizes the one of \textit{winding number} of a closed curve around a point in the plane (or of a closed curve in the circle \( S^1 \)). The degree of a map is also a particular case of the more general concept of \textit{intersection number} between a map and a submanifold (the degree corresponds to the case where the submanifold reduces to a single point). When one studies integration of differential forms on differentiable manifolds, the degree of a smooth map \( f \) appears as the multiplicative factor that relates the integral of a form \( \omega \) with the integral of its pull-back \( f^\ast \omega \). The formal definition of degree can be given for instance by techniques of differential topology; one defines the degree of a smooth map \( f \) to be an algebraic count of the number of inverse images by \( f \) of a regular value.

The proof that such number is independent of the regular value and the proof of the homotopy invariance takes some work (typically involving differential forms and Stoke’s theorem); the generalization of the notion of degree to continuous maps is carried out using approximation theorems and the homotopy invariance. The use of techniques of algebraic topology (or, more precisely, of homology theory) provides in many cases an almost “magically” simple (although less geometric) definition for the degree of a map. The simplest case is the one concerning maps \( f \) from the sphere \( S^n \) to itself; the degree of such a map equals the multiplicative factor corresponding to the homomorphism \( f_\ast : \tilde{H}_n(S^n) \to \tilde{H}_n(S^n) \) (recalling that \( \tilde{H}_n(S^n) \cong \mathbb{Z} \)).

The most general definition of degree can be given for proper maps \( f : M \to N \) between oriented topological manifolds of the same dimension (with \( N \) connected); such degree is invariant under proper homotopies. The amount of work required to develop degree theory in such general case is a bit extensive, so we
prefer to stick with a simpler case that will be sufficient for our purposes. The case we consider will be the one of a continuous map defined on an open subset of the sphere $S^n$ taking values in an oriented $n$-dimensional topological manifold. In Definition 1.4.1 below, we start by introducing a notion of degree that depends on a fixed point of the counter-domain; under certain conditions, it will be possible to prove that the degree is independent of the choice of such point.

1.4.1. Definition. Let $U \subset S^n$ be an open subset, $M$ an $n$-dimensional topological manifold, $q \in M$ a point and $\tau_q$ an orientation for $M$ at $q$, i.e., a generator of the local homology group $H_n(M, M \setminus \{q\})$. Let $f : U \to M$ be a continuous map such that $f^{-1}(q)$ is compact; we define the degree of $f$ at the value $q$ with respect to the orientation $\tau_q$ to be the unique integer number $\deg_q(f) \in \mathbb{Z}$ for which the equality:

$$\phi(\alpha[n]) = \deg_q(f)\tau_q$$

holds, where $\phi : \tilde{H}_n(S^n) \to H_n(M, M \setminus \{q\})$ is the homomorphism obtained by the composition of maps pictured in the diagram:

$$\begin{align*}
\tilde{H}_n(S^n) &\xrightarrow{\sim} H_n(S^n, S^n \setminus f^{-1}(q)) \\
\downarrow &\quad \downarrow \\
H_n(U, U \setminus f^{-1}(q)) &\xrightarrow{f_*} H_n(M, M \setminus \{q\})
\end{align*}$$

the unlabelled arrows in the diagram above are induced by inclusion.

The fact that the vertical arrow in diagram (1.4.1) is an isomorphism follows by excision, observing that $f^{-1}(q)$ is a closed subset of the open set $U \subset S^n$.

1.4.2. Remark. If $K$ is any compact subset of $U$ containing $f^{-1}(q)$ then one could replace the two occurrences of $f^{-1}(q)$ with $K$ on diagram (1.4.1) obtaining a new commutative diagram:

$$\begin{align*}
\tilde{H}_n(S^n) &\xrightarrow{\sim} H_n(S^n, S^n \setminus K) \\
\downarrow &\quad \downarrow \\
H_n(U, U \setminus K) &\xrightarrow{f_*} H_n(M, M \setminus \{q\})
\end{align*}$$

where (as before) the unlabelled arrows are induced by inclusion. Observe that, since $K$ is closed in $S^n$, we can still use excision to conclude that the vertical arrow is an isomorphism; moreover, since $K$ contains $f^{-1}(q)$, the map $f$ indeed

We want to use degree theory to give an explicit method of computing the cellular complex of a CW-complex. See Section 1.9.
carries $U \setminus K$ to $M \setminus \{q\}$. One can now define an integer number $\deg_q(f; K) \in \mathbb{Z}$ by the equality:

$$\phi_K(\alpha[n]) = \deg_q(f; K)\tau_q.$$  

What is the relation between the integers $\deg_q(f; K)$ and $\deg_q(f)$? It’s simple: they are equal. Such equality follows from the fact that the homomorphisms $\phi$ and $\phi_K$ are equal; namely, we can glue diagrams (1.4.1) and (1.4.2) together obtaining the larger commutative diagram:

ött

where the unlabelled arrows are induced by inclusion. The dotted path in the diagram above defines $\phi$, while de dashed path defines $\phi_K$. The conclusion follows.

Let’s now prove the basic properties of degrees.

1.4.3. Proposition. Let $f : U \subset S^n \to M$, $q$ and $\tau_q$ be as in Definition 1.4.1. The following assertions hold.

1. (invariance of degree by restriction of domain) If $V \subset U$ is an open set containing $f^{-1}(q)$ then $\deg_q(f) = \deg_q(f|_V)$.

2. (invariance of degree by restriction of counter-domain) If $Z$ is an open neighborhood of $q$ in $M$ containing the image of $f$ then the degree of $f : U \to M$ at $q$ equals the degree of $f : U \to Z$ at $q$ (where we identify the local homology groups $H_n(Z, Z \setminus \{q\})$ and $H_n(M, M \setminus \{q\})$ in the usual way).

3. (vanishing of the degree) If $q \not\in \text{Im}(f)$ then $\deg_q(f) = 0$.

4. (additivity of degree by disjoint union) If $U$ is a disjoint union $U = \bigcup_{\lambda \in L} U_{\lambda}$ of open subsets $U_{\lambda} \subset U$ then $\deg_q(f) = \sum_{\lambda \in L} \deg(f|_{U_{\lambda}})$ (only a finite number of terms on that sum are non zero).

5. (degree of a homeomorphism) If $f : U \to M$ is a homeomorphism then $\deg_q(f) = \pm 1$; more precisely, $\deg_q(f) = 1$ (respectively, $\deg_q(f) = -1$) if the isomorphism:

$$f_* : H_n(S^n, S^n \setminus \{f^{-1}(q)\}) \to H_n(M, M \setminus \{q\})$$

takes the canonical orientation $\alpha[n](f^{-1}(q))$ to $\tau_q$ (respectively, takes the canonical orientation $\alpha[n](f^{-1}(q))$ to $-\tau_q$).
(6) (homotopy invariance) If \( f: U \to M \) is homotopic to \( g: U \to M \) by a homotopy \( H: U \times [0,1] \to M \) for which \( H^{-1}(q) \) is compact then \( \deg_q(f) = \deg_q(g) \).

(7) (invariance by positive homeomorphisms on the counter-domain) If \( N \) is a topological manifold, \( h: M \to N \) is a homeomorphism and:

\[
\tau'_h(q) = h_*(\tau_q) \in H_n(N,N \setminus \{h(q)\}),
\]

then the degree of \( f \) at \( q \) with respect to the orientation \( \tau_q \) equals the degree of \( h \circ f \) at \( h(q) \) with respect to the orientation \( \tau'_h(q) \).

(8) (invariance by positive homeomorphisms on the domain) If \( h: S^n \to S^n \) is a positive homeomorphism then the degree of \( f \circ h \) at \( h^{-1}(U) \to M \) at \( q \) equals the degree of \( f \) at \( q \).

**Proof.** The proof of item (1) follows easily from the commutativity of the diagram:

\[
\begin{array}{ccc}
\tilde{H}_n(S^n) & \longrightarrow & H_n(S^n, S^n \setminus f^{-1}(q)) \\
\downarrow & & \downarrow
\\nH_n(U, U \setminus f^{-1}(q)) & \longrightarrow & H_n(M, M \setminus \{q\})
\end{array}
\]

where the unlabelled arrows are induced by inclusion. Namely, the dashed path takes the generator \( \alpha[n] \) of \( \tilde{H}_n(S^n) \) to \( \deg_q(f)\tau_q \) and the dotted path takes \( \alpha[n] \) to \( \deg_q(f|_V)\tau_q \).

The proof of item (2) follows from the commutativity of the diagram:

\[
\begin{array}{ccc}
H_n(Z, Z \setminus \{q\}) & \longrightarrow & H_n(U, U \setminus f^{-1}(q)) \\
\downarrow & & \downarrow
\\nH_n(U, U \setminus f^{-1}(q)) & \longrightarrow & H_n(M, M \setminus \{q\})
\end{array}
\]

by observing that the unlabelled arrow (induced by inclusion) is precisely the isomorphism we use to identify orientations of \( M \) at \( q \) and orientations of the open set \( Z \) at \( q \).

The proof of item (3) follows from the observation that \( f^{-1}(q) = \emptyset \) implies \( H_n(U, U \setminus f^{-1}(q)) = H_n(U, U) = 0 \).

To prove item (4), we start by observing that, since \( f^{-1}(q) \) is compact, the intersection \( f^{-1}(q) \cap U_\lambda \) is non empty only for a finite number of indexes \( \lambda \in L \). Using items (1) and (3) we can discard the \( \lambda \)’s for which \( U_\lambda \cap f^{-1}(q) = \emptyset \) and
therefore we can assume that $L$ is finite. Consider now the commutative diagram:

$$
\begin{array}{ccc}
\tilde{H}_n(S^n) & \xrightarrow{\text{diagonal inclusion}} & \bigoplus_{\lambda \in L} \tilde{H}_n(S^n) \\
\downarrow & & \downarrow \\
H_n(S^n, S^n \setminus f^{-1}(q)) & \xrightarrow{=} & \bigoplus_{\lambda \in L} H_n(S^n, S^n \setminus f^{-1}(q)) \\
\downarrow & & \downarrow \\
H_n(U, U \setminus f^{-1}(q)) & \xrightarrow{f_*} & \bigoplus_{\lambda \in L} H_n(U, U \setminus f^{-1}(q)) \\
\downarrow & & \downarrow \\
H_n(M, M \setminus \{q\}) & \xrightarrow{\text{sum}} & \bigoplus_{\lambda \in L} H_n(M, M \setminus \{q\})
\end{array}
$$

where the unlabelled arrows are induced by inclusion and $f_\lambda = f|_{U_\lambda}$. The fact that the dashed arrow is indeed an isomorphism follows from the result of Exercise ??.

To prove item (5), we start by observing that since $f^{-1}(q)$ is a single point then the homomorphism $\tilde{H}_n(S^n) \to H_n(S^n, S^n \setminus f^{-1}(q))$ induced by inclusion is an isomorphism that maps $\alpha^{[n]}$ to $\alpha^{[n]}(f^{-1}(q))$. The conclusion follows by observing that the homomorphism:

$$f_* : H_n(U, U \setminus \{f^{-1}(q)\}) \to H_n(M, M \setminus \{q\})$$

is an isomorphism and therefore it maps $\alpha^{[n]}(f^{-1}(q))$ to either $\tau_q$ or $-\tau_q$.

To prove item (6) we argue as follows: let $K \subset U$ be the projection onto $U$ of the compact set $H^{-1}(q) \subset U \times [0,1]$. Then $K$ is a compact subset of $U$ that contains both $f^{-1}(q)$ and $g^{-1}(q)$, so that (recall Remark 1.4.2):

$$\deg_q(f; K) = \deg_q(f), \quad \deg_q(g; K) = \deg_q(g).$$

The conclusion follows by observing that $H$ actually defines a homotopy between the maps of pairs $f, g : (U, U \setminus K) \to (M, M \setminus \{q\})$ and therefore the homomorphisms:

$$f_* : H_n(U, U \setminus K) \to H_n(M, M \setminus \{q\}),$$
$$g_* : H_n(U, U \setminus K) \to H_n(M, M \setminus \{q\})$$

used to define $\deg_q(f; K)$ and $\deg_q(g; K)$ are equal.

Item (7) is trivial consequence of the equality $(h \circ f)_* = h_* \circ f_*$. 

Finally, to prove item (8) consider the commutative diagram:

\[
\begin{array}{c}
\widetilde{H}_n(S^n) \\
\downarrow \quad \downarrow \\
H_n(S^n, S^n \setminus (f \circ h)^{-1}(q)) \quad \\
\downarrow \quad \downarrow \\
H_n(h^{-1}(U), h^{-1}(U) \setminus (f \circ h)^{-1}(q)) \quad \\
\downarrow \quad \downarrow \\
H_n(M, M \setminus \{q\})
\end{array}
\]

where the unlabelled arrows are induced by inclusion. The right column of the diagram takes \(\alpha[n]\) to \(\text{deg}_q(f)\tau_q\) and the dashed path takes \(\alpha[n]\) to \(\text{deg}_q(f \circ h)\tau_q\). The conclusion follows by observing that, since \(h\) is positive, the top arrow of the diagram is the identity (see Remark 1.3.23). \(\square\)

We now study conditions under with the degree \(\text{deg}_q(f)\) is independent of the point \(q \in M\).

1.4.4. PROPOSITION. Let \(f : U \rightarrow M\) be a continuous proper map defined on an open subset \(U \subset S^n\) taking values on an oriented \(n\)-dimensional connected topological manifold \((M, \tau)\). Then the integer number \(\text{deg}_q(f)\) (defined using the orientation \(\tau(q)\) for \(M\) at \(q\)) is independent of \(q \in M\).

PROOF. It suffices to show that the map \(q \mapsto \text{deg}_q(f)\in \mathbb{Z}\) is locally constant. Let \(q \in M\) be fixed. Since \(\tau : M \rightarrow \mathcal{O}(M)\) is continuous, we can find an open neighborhood \(V\) of \(q\) in \(M\) and a homology class \(\alpha \in H_n(M, M \setminus V)\) such that \(\tau|_V = \mathcal{O}(\alpha; V)\) (recall Lemma 1.3.6). By passing to a smaller \(V\) (and using a local chart around \(q\)) we can assume that there exists a homeomorphism from \(\overline{V}\) to \(\overline{B^n}\) that carries \(V\) to \(B^n\) and \(q\) to the origin; then \(\overline{V} \setminus V = \partial V\) is a strong deformation retract of \(\overline{V} \setminus \{q\}\) and also \(M \setminus V\) is a strong deformation retract of \(M \setminus \{q\}\). In particular, the homomorphism:

\[
\rho_{V_q} : H_n(M, M \setminus V) \longrightarrow H_n(M, M \setminus \{q\})
\]

induced by inclusion is an isomorphism and \(\alpha\) is a generator of \(H_n(M, M \setminus V) \cong \mathbb{Z}\) (because \(\rho_{V_q}(\alpha) = \tau(q)\) is a generator of \(H_n(M, M \setminus \{q\})\)). Let \(K\) denote the
compact set \( f^{-1}(V) \subset U \) (here we use that \( f \) is proper!) and consider the homomorphism \( \lambda : \tilde{H}_n(S^n) \to H_n(M, M \setminus V) \) defined by the commutative diagram:

\[
\begin{array}{ccc}
\tilde{H}_n(S^n) & \xrightarrow{\sim} & H_n(S^n, S^n \setminus K) \\
\searrow & & \searrow \\
& H_n(U, U \setminus K) & \xrightarrow{\phi_*} H_n(M, M \setminus V) \\
& \lambda \\
\end{array}
\]

where the unlabelled arrows are induced by inclusion. Since \( \alpha \) is a generator of \( H_n(M, M \setminus V) \) we can find an integer \( d \in \mathbb{Z} \) with \( \lambda(\alpha[n]) = d\alpha \). But for every \( q' \in V \) we have (see Remark 1.4.2):

\[
\deg_{q'}(f; K)\tau(q') = (\rho_{Vq'} \circ \lambda)(\alpha[n]) = d\tau(q'),
\]

and therefore \( \deg_q(f) = \deg_{q'}(f; K) = d \). \( \square \)

We can finally give the following:

1.4.5. Definition. If \( f : U \subset S^n \to (M, \tau) \) are as in the statement of Proposition 1.4.4 then then integer number \( \deg(f) = \deg_q(f) \in \mathbb{Z} \) (that does not depend on \( q \in M \)) is called the degree of the map \( f \) (with respect to the orientation \( \tau \) of \( M \)).

1.4.6. Example. If \( U = S^n \) and \( M = S^n \) is endowed with the canonical orientation \( \alpha[n] \) then the degree of a (automatically proper) continuous map \( f \) from \( U = S^n \) to \( M = S^n \) has a particularly simple interpretation (as mentioned in the beginning of the section). Choose any \( q \in S^n \) and let \( \phi : \tilde{H}_n(S^n) \to H_n(S^n, S^n \setminus \{q\}) \) denote the homomorphism defined by diagram (1.4.1). It is easy to see that \( \phi \) makes the following diagram:

\[
\begin{array}{ccc}
\tilde{H}_n(S^n) & \xrightarrow{f_*} & \tilde{H}_n(S^n) \\
\phi \searrow & & \searrow \\
& H_n(S^n, S^n \setminus \{q\}) & \xrightarrow{\sim} \\
\end{array}
\]

commute, where the vertical arrow is induced by inclusion. Since such vertical arrow maps \( \alpha[n] \) to \( \alpha[n](q) \), it follows that the degree of \( f \) equals the unique integer \( d \in \mathbb{Z} \) for which the homomorphism \( f_* : \tilde{H}_n(S^n) \to \tilde{H}_n(S^n) \) equals multiplication by \( d \).

Now we give a simple method for computing degrees of smooth maps.

1.4.7. Proposition (differential degree). Let \( f : U \to M \) be a proper map of class \( C^1 \) defined on an open subset \( U \) of \( S^n \) (with \( n \geq 1 \)), taking values on an oriented connected \( n \)-dimensional differentiable manifold \((M, \tau)\). If \( q \in M \)

\[\text{\footnotesize See Example 1.4.8 below for the case } n = 0.\]
is a regular value of $f$ (i.e., if $df_x : T_x S^n \rightarrow T_q M$ is an isomorphism for every $x \in f^{-1}(q)$) then the set $f^{-1}(q)$ is finite and the degree of $f$ is given by:

$$\deg(f) = \sum_{x \in f^{-1}(q)} \text{sign}(df_x),$$

where $\text{sign}(df_x) = 1$ if $df_x$ is a positively oriented isomorphism and $\text{sign}(df_x) = -1$ if $df_x$ is a negatively oriented isomorphism (we consider the sphere $S^n$ endowed with the outward pointing orientation).

**Proof.** It follows from the inverse function theorem that the compact set $f^{-1}(q)$ is discrete and hence finite; we write $f^{-1}(q) = \{x_1, \ldots, x_k\}$. Again by the inverse function theorem, we can choose an open neighborhood $U_i$ of $x_i$ in $S^n$ such that $f(U_i)$ is open in $M$ and $f|_{U_i} : U_i \rightarrow f(U_i)$ is a diffeomorphism; we can also assume that $U_i \cap U_j = \emptyset$ for $i \neq j$ (because $S^n$ is Hausdorff). By item (1) of Proposition 1.4.3, the degree of $f$ at $q$ (which equals the degree of $f$, by definition) equals the degree at $q$ of the restriction of $f$ to the open set $\bigcup_{i=1}^k U_i$; now by item (4) of Proposition 1.4.3, we have:

$$\deg_q(f) = \sum_{i=1}^k \deg_q(f|_{U_i}).$$

Since $f|_{U_i} : U_i \rightarrow f(U_i)$ is a homeomorphism onto an open subset of $M$, the degree of $f|_{U_i}$ at $q$ equals $\pm 1$ by items (2) and (5). The sign of $\deg_q(f|_{U_i})$ depends on whether the homeomorphism $f|_{U_i}$ is positively oriented or negatively oriented. The conclusion follows from the result of Exercise ?? (see also Proposition 1.3.28).

1.4.8. Example (degree on the zero-dimensional case). Let $M$ be a zero-dimensional topological manifold (i.e., a discrete topological space), $q \in M$ a point and $\tau_q$ an orientation for $M$ at $q$. We identify $\tau_q$ with an element of $\{-1, 1\}$ as explained in Example 1.3.21. Let $U \subset S^0 = \{-1, 1\}$ be a (open) subset. Using items (2), (3), (4) and (5) of Proposition 1.4.3 and recalling Convention 1.3.24 for the definition of $\alpha[0]$, one checks easily that the degree $\deg_q(f)$ of a map $f : U \rightarrow M$ is equal to:

- zero, if $f^{-1}(q)$ is either empty or equal to $S^0 = \{-1, 1\}$;
- $\tau_q$, if $f^{-1}(q)$ contains only the “north pole” $1 \in S^0$;
- $-\tau_q$, if $f^{-1}(q)$ contains only the “south pole” $-1 \in S^0$.

1.4.9. Remark. As mentioned in the beginning of the section, it is possible to give a notion of degree for a continuous proper map between arbitrary oriented topological manifolds of the same dimension (actually, the counter-domain should be connected to guarantee that $\deg_q(f)$ is independent of $q$). Let’s just take a glimpse at this more general definition. First, observe that if we replace $(S^n, \alpha[n])$ with an arbitrary oriented $n$-dimensional topological manifold $N$ then it would make no sense to care about maps defined on an open subset $U \subset N$, since such open set is again an $n$-dimensional topological manifold (like $N$). So, consider a continuous map $f : N \rightarrow M$, a point $q \in M$, a generator $\tau_q$ of $H_n(M, M \setminus \{q\})$
and assume that \( K = f^{-1}(q) \) is compact. As in Definition 1.4.1, we can consider the homomorphism:

\[
f_* : H_n(N, N \setminus K) \rightarrow H_n(M, M \setminus \{q\});
\]
the problem is: how do we choose the homology class on \( H_n(N, N \setminus K) \) that is going to be pushed-forward by \( f_* \) to give us an integer multiple of \( \tau_q \)? When \( N \) were an open subset of \( S^n \) then such homology class was induced from the canonical generator of \( \tilde{H}_n(S^n) \) (that defines the canonical orientation of \( S^n \)). For the general case, one has to work more to understand the structure of the homology group \( H_n(N, N \setminus K) \). It can be shown that for any compact subset \( K \) of an \( n \)-dimensional topological manifold \( N \) the map:

\[
H_n(N, N \setminus K) \ni \alpha \mapsto \mathcal{O}(\alpha; K)
\]
gives an isomorphism between the homology group \( H_n(N, N \setminus K) \) and the abelian group of all continuous sections of the orientation bundle \( \mathcal{O}(N) \) along \( K \). Thus, the general definition of \( \deg_q(f) \) can be given as follows: let \( \alpha \in H_n(N, N \setminus K) \) be the unique homology class such that \( \mathcal{O}(\alpha; K) \) equals the restriction to \( K \) of the orientation of \( N \); the integer \( \deg_q(f) \in \mathbb{Z} \) is thus defined by the equality:

\[
f_*(\alpha) = \deg_q(f) \tau_q.
\]

One can now easily generalize Propositions 1.4.3, 1.4.4 and 1.4.7 to this context (for Proposition 1.4.7 one obviously has to assume that \( N \) is a differentiable manifold). See [39, Chapter VIII, §4] for details.

1.4.10. REMARK. In some situations we will have in hand continuous maps \( f : U \rightarrow M \) defined on open subsets \( U \) of oriented \( n \)-dimensional topological manifolds \( X \) that are not exactly the sphere \( S^n \) but are homeomorphic to the sphere. In such situations, we should choose a positively oriented homeomorphism \( h : (S^n, \alpha[n]) \rightarrow X \) and use our degree theory on the composite map \( f \circ h : h^{-1}(U) \subset S^n \rightarrow M \). Observe though that using item (8) of Proposition 1.4.3, it is easy to see that the degree of \( f \circ h \) does not depend on the choice of the positively oriented homeomorphism \( h \). We will therefore use our degree theory freely for maps defined on open subsets of oriented topological manifolds \( X \) that are homeomorphic to the sphere \( S^n \), without making explicit references to positively oriented homeomorphisms \( h : S^n \rightarrow X \).

1.5. Index of a Vector Field at an Isolated Singularity

The theory of this section will not be used elsewhere. We decided to present this material here because it is nicely related to the notion of degree.

By a vector field on an open subset \( U \subset \mathbb{R}^n \) we mean a continuous map \( X : U \rightarrow \mathbb{R}^n \); we call a point \( x_0 \in U \) a singularity for \( X \) if \( X(x_0) = 0 \).

\(^7\text{Observe that if } N = U \text{ is an open subset of } S^n \text{ then the homology class } \alpha \in H_n(U, U \setminus K) \text{ obtained by pushing } \alpha[n] \text{ forward to } H_n(S^n, S^n \setminus K) \text{ and then pulling it back to } H_n(U, U \setminus K) \text{ satisfy this condition; so we are indeed generalizing Definition 1.4.1 here.} \)
1.5.1. Definition. Let \( X : U \to \mathbb{R}^n \) be a vector field and let \( x_0 \in U \) be an isolated singularity of \( X \) (i.e., \( x_0 \) is a singularity of \( X \) and \( X \) has no other singularities in some neighborhood of \( x_0 \)). Choose a neighborhood \( V \) of \( x_0 \) in \( U \) such that \( x_0 \) is the only singularity of \( X|_V \); the dotted arrow in the commutative diagram:

\[
\begin{array}{c}
H_n(\mathbb{R}^n, \mathbb{R}^n \setminus \{x_0\}) \\
\xrightarrow{(x_0)_*} \\
\xrightarrow{(X|_V)_*} \\
H_n(\mathbb{R}^n, \mathbb{R}^n \setminus \{0\}) \longrightarrow H_n(\mathbb{R}^n, \mathbb{R}^n \setminus \{0\})
\end{array}
\]

defines an endomorphism of \( H_n(\mathbb{R}^n, \mathbb{R}^n \setminus \{0\}) \simeq \mathbb{Z} \) that equals multiplication by an integer \( \text{ind}(X; x_0) \), called the index of the vector field \( X \) at the isolated singularity \( x_0 \).

Alternatively (recall Convention 1.3.24) one can define the index of \( X \) at the isolated singularity \( x_0 \) by the equality:

\[
(\mathbb{R}^n|_V)_* (\tau[n](x_0)) = \text{ind}(X; x_0) \tau[n](0).
\]

1.5.2. Example. If \( x_0 \) is a singularity of \( X \) and if \( X \) is a homeomorphism from an open neighborhood \( V \) of \( x_0 \) onto an open neighborhood of the origin in \( \mathbb{R}^n \) then \( (\mathbb{R}^n|_V)_* \) is an isomorphism and therefore \( \text{ind}(X; x_0) = \pm 1 \); more precisely (see (1.5.1)), we have \( \text{ind}(X; x_0) = 1 \) (respectively, \( \text{ind}(X; x_0) = -1 \)) if the restriction of \( X \) to \( V \) is a positively oriented homeomorphism (respectively, a negatively oriented homeomorphism) onto an open neighborhood of the origin in \( \mathbb{R}^n \). In particular, by Corollary 1.3.19 and the inverse function theorem, if \( X \) is of class \( C^1 \) and if \( dX_{x_0} : \mathbb{R}^n \to \mathbb{R}^n \) is an isomorphism then \( \text{ind}(X; x_0) = \pm 1 \) and \( \text{ind}(X; x_0) \) has the same sign of the determinant of the isomorphism \( dX_{x_0} \).

We now relate indexes of vector fields at isolated singularities with degrees.

Let \( x_0 \in U \) be an isolated singularity of a vector field \( X : U \to \mathbb{R}^n \). Let \( \varepsilon > 0 \) be such that the closed ball \( B[x_0; \varepsilon] \) is contained in \( U \) and such that \( X \) has no other singularities in \( B[x_0; \varepsilon] \). Consider the map \( \lambda : S^{n-1} \to S(x_0; \varepsilon) \) defined by:

\[
\lambda(x) = \varepsilon x + x_0
\]

and denote by \( r : \mathbb{R}^n \setminus \{0\} \to S^{n-1} \) the radial projection:

\[
r(x) = \frac{x}{\|x\|}.
\]

We can then associate to \( X, x_0 \) and \( \varepsilon \) a continuous map \( f : S^{n-1} \to S^{n-1} \) defined by:

\[
f = r \circ X \circ \lambda.
\]

The index \( \text{ind}(X; x_0) \) can then be computed using \( f \) as shown in the following:

1.5.3. Proposition. If \( X, x_0 \) and \( \varepsilon \) are chosen as above then the index of \( X \) at the isolated singularity \( x_0 \) equals the degree of the map \( f : S^{n-1} \to S^{n-1} \) defined in (1.5.2).
1.7. CW-complexes

A CW-complex is a topological space \( X \) endowed with a special kind of decomposition that allows one to systematize the strategy described in the beginning of Section ?? for computing the singular homology groups of \( X \). Such decomposition consists in fixing a partition of \( X \) into smaller subspaces that are homeomorphic to open balls; such subspaces are called the open cells of the decomposition. The cells are glued together along each others boundaries to form the whole space \( X \). The simplest example of a CW-complex is the one of a triangulable space (see...
Exercises ??, ??, ??, ?? and ??). For instance, assume that one chooses a triangulation for the two-dimensional torus, i.e., that one identifies the torus with a polyhedron by means of a homeomorphism. Such triangulation gives a decomposition for the torus into open two-dimensional triangles (the faces of the polyhedron), that are glued together along open line segments (the edges of the polyhedron); such open line segments are glued together along isolated points (the vertices of the polyhedron). Triangulations can also be used to compute the singular homology of a space (that’s what’s called simplicial homology), but the decompositions in cells allowed for CW-complexes are usually much more economic. For instance, we will see below that it is possible to give a structure of CW-complex on the torus having only four cells; in the case of the sphere, it’s possible to use only two cells.

In this section, we present the general theory of CW-complexes. In Section 1.8, we will show how one can compute the singular homology of a CW-complex.

We start by introducing formally the terminology of cells and open cells.

1.7.1. Definition. If \( p \geq 0 \) is an integer then by a cell of dimension \( p \) (or a \( p \)-cell) we mean a topological space that is homeomorphic to the \( p \)-dimensional closed ball \( \overline{B}^p \); by an open cell of dimension \( p \) (or an open \( p \)-cell) we mean a topological space that is homeomorphic to the \( p \)-dimensional open ball \( B^p \).

Observe that a 0-cell or an open 0-cell is the same thing as a topological space having only one point. Observe also that the dimension of a cell (or of an open cell) is well-defined, i.e., a topological space cannot be at the same time a \( p \)-cell (respectively, an open \( p \)-cell) and a \( q \)-cell (respectively, an open \( q \)-cell) for \( p \neq q \) (see Exercise ??).

We can now give the formal definition of CW-complex. This is a very technical definition and not so easy to digest at first sight. The examples given below should be able to clarify the spirit of the definition.

1.7.2. Definition. A CW-complex consists of a Hausdorff topological space \( X \) and a collection \( \mathcal{E} \) of subsets of \( X \) such that the following conditions hold:

1. \( X = \bigcup_{e \in \mathcal{E}} e \) is a disjoint union;
2. each \( e \in \mathcal{E} \) is an open cell;
3. for every \( p \geq 0 \) and every open \( p \)-cell \( e \in \mathcal{E} \) there exists a continuous map \( f : B^p \to X \) that restricts to a homeomorphism from \( B^p \) onto \( e \);
4. for every \( p \geq 0 \) and every open \( p \)-cell \( e \in \mathcal{E} \) the set \( \hat{e} \) defined by \( \hat{e} = \overline{e} \setminus e \) is contained in a finite union of open cells in \( \mathcal{E} \) of dimension less than \( p \);
5. the union \( X = \bigcup_{e \in \mathcal{E}} \overline{e} \) is coherent.

The collection \( \mathcal{E} \) is called a cellular decomposition for the topological space \( X \).

Condition (4) above is usually called Closure-finiteness and condition (5) is usually called Weak-topology (thus the name CW-complex).
If \( e \in \mathcal{E} \) is an open \( p \)-cell then a continuous map \( f : \overline{B}^p \to X \) that maps \( B^p \) homeomorphically onto \( e \) is called a characteristic map for the cell \( e \); thus condition (3) above says that every open cell \( e \in \mathcal{E} \) admits a characteristic map. 

We will usually denote by \( \mathcal{E}_p \) the set of open \( p \)-cells of \( X \), i.e., we set:
\[
\mathcal{E}_p = \{ e \in \mathcal{E} : \dim(e) = p \}.
\]
The dimension of the CW-complex \( X \) is the (possibly infinite) natural number:
\[
\dim(X) = \sup_{e \in \mathcal{E}} \dim(e).
\]

Regarding Definition 1.7.2, a few remarks are in order.

- If \( f : \overline{B}^p \to X \) is a characteristic map for an open \( p \)-cell \( e \in \mathcal{E} \) then the image of \( f \) equals the closure of \( e \). Namely, since \( B^p \) is dense in \( \overline{B}^p \), \( f(B^p) = e \) is dense in \( f(\overline{B}^p) \); hence \( f(\overline{B}^p) \) is contained in the closure of \( e \). Moreover, the set \( f(\overline{B}^p) \) is compact and therefore closed (\( X \) is Hausdorff!); since \( f(\overline{B}^p) \) contains \( e \), it also contains the closure of \( e \).
- If \( e \in \mathcal{E} \) is an open \( p \)-cell and \( f \) is a characteristic map for \( e \) then the set \( \hat{e} = \overline{e} \setminus e \) is the image by \( f \) of the unit sphere \( S^{p-1} \) (see Exercise ??).
- If \( e \in \mathcal{E} \) is an open 0-cell then \( \overline{e} = e \) (again we use that \( X \) is Hausdorff!) and hence \( \hat{e} = \emptyset \). Property (4) is thus vacuously satisfied for 0-cells (even though there are no cells of dimension less than zero). Observe also that the existence of characteristic maps for open 0-cells is trivial.
- If \( e \in \mathcal{E} \) is an open \( p \)-cell then in general the closure \( \overline{e} \) of \( e \) is not a \( p \)-cell and the set \( \hat{e} \) is not homeomorphic to the sphere \( S^{p-1} \) (see Example 1.7.3 below).
- By Exercise ??, Property (5) is automatically satisfied for finite CW-complexes, i.e., CW-complexes having only a finite number of open cells.

Let’s now give examples of cellular decompositions for some familiar topological spaces.

1.7.3. EXAMPLE (CW-complex structure for the sphere). Let’s give a cellular decomposition for the \( p \)-dimensional sphere \( S^p \). We assume \( p \geq 1 \) (the zero-dimensional sphere \( S^0 \) has an obvious cellular decomposition with two open 0-cells). It is not hard to see that there exists a continuous map \( q : \overline{B}^p \to S^p \) that is constant on \( S^{p-1} \subset \overline{B}^p \) and that maps the open ball \( B^p \) homeomorphically onto the complement of the point \( q(S^{p-1}) \) in \( S^p \) (see Exercise ??). We can therefore define a cellular decomposition \( \mathcal{E} = \{ e^0, e^p \} \) for \( S^p \) by taking \( e^0 \) to be the open 0-cell \( q(S^{p-1}) \) and \( e^p \) to be the open \( p \)-cell \( S^p \setminus e^0 \). Observe that the map \( q \) is a characteristic map for the open cell \( e^p \). The sphere can thus be given the structure of a CW-complex having only two open cells.

---

\(^8\)We observe that the characteristic maps for the open cells do not form a part of the structure of the CW-complex; only the space \( X \) and the cellular decomposition \( \mathcal{E} \) do. More precisely, a CW-complex is just a pair \( (X, \mathcal{E}) \); the characteristic maps for the open cells are assumed to exist, but no particular privileged set of characteristic maps is fixed \textit{a priori}.\]
1.7.4. Example (CW-complex structure for the torus). Let \( R \) denote the square \([0,1]^2 \subset \mathbb{R}^2\) and let \( \sim \) be the equivalence relation in \( R \) spanned by:

\[
(x, 0) \sim (x, 1) \quad \text{and} \quad (0, y) \sim (1, y),
\]

for all \( x, y \in [0,1] \). It is well known that the quotient space \( R/\sim \) is homeomorphic to the torus \( \mathbb{T} = S^1 \times S^1 \). Let \( q : R \to \mathbb{T} \cong R/\sim \) denote the quotient map. We can thus define a cellular decomposition \( \mathcal{E} \) for the torus \( T \) having one open 2-cell \( e^2 \), two open 1-cells \( e_1^1, e_2^1 \) and one open 0-cell \( e^0 \) as follows:

\[
e^2 = q([0,1]^2),
\]

\[
e_1^1 = q([0,1] \times \{0\}),
\]

\[
e_2^1 = q(\{0\} \times [0,1]),
\]

\[
e^0 = \{q(0,0)\};
\]

namely, the interior \( \text{inter}(R) = [0,1]^2 \) of the square \( R \) is a saturated open set for the map \( q \). By Lemma 1.7.5 and Exercise 1.7.6, \( q \) maps \([0,1]^2\) homeomorphically onto \( e^2 \), so that \( e^2 \) is indeed an open 2-cell; a characteristic map for \( e^2 \) is \( q \) itself (see Remark 1.7.5 below). The restriction of \( q \) to a closed side of the square \( R \) is a quotient map by item (1) of Exercise 1.7.6; the interior of a side is a saturated open set of that side, so that by Lemma 1.7.5 and Exercise 1.7.6, the map \( q \) carries \([0,1] \times \{0\}\) homeomorphically onto \( e_1^1 \) and \( \{0\} \times [0,1] \) homeomorphically onto \( e_2^1 \). Thus \( e_1^1 \) and \( e_2^1 \) are indeed open 1-cells and characteristic maps for them are obtained by taking restrictions of \( q \) to \([0,1] \times \{0\}\) and to \( \{0\} \times [0,1] \) respectively. The remaining properties of a CW-complex listed in Definition 1.7.2 are trivially verified.

1.7.5. Remark. If a topological space \( B \) is homeomorphic to \( \overline{B}^p \) (i.e., if \( B \) is a \( p \)-cell) and if \( f : B \to X \) is a continuous map taking \( \text{inter}(B) \) homeomorphically onto some open \( p \)-cell \( e \in \mathcal{E} \) then we will in general (with some abuse) call \( f \) a characteristic map for \( e \). Obviously a real characteristic map for \( e \) can be obtained by considering the composition \( f \circ h \), where \( h : \overline{B}^p \to B \) is an arbitrary homeomorphism.

1.7.6. Example. Let \( R \) be a regular \( n \)-agon in the plane \( \mathbb{R}^2 \) and let \( R/\sim \) be a quotient space of \( R \) obtained by identifying some of the closed sides of \( R \) with each other, generalizing the situation of Example 1.7.4. It is known for instance that every compact surface (possibly with boundary) can be obtained by this construction (see [96]). The space \( R/\sim \) is always Hausdorff by the result of Exercise 1.7.4. Moreover, a cellular decomposition for \( R/\sim \) can be described in the following way: the image by the quotient map \( q : R \to R/\sim \) of the interior of \( R \) is an open 2-cell; the images by \( q \) of the interiors of the sides of \( R \) are open 1-cells and the images by \( q \) of the vertices of \( R \) are open 0-cells. The characteristic maps for such open cells are all obtained by taking suitable restrictions of \( q \). Detailed arguments that justify that we indeed have obtained a cellular decomposition for \( R/\sim \) can be given in analogy with the ones given in Example 1.7.4.
1.7.7. Example (CW-complex structure on the real projective space). The *n*-dimensional real projective space $\mathbb{RP}^n$ is the space obtained by identifying antipodal points in $S^n$, i.e., $\mathbb{RP}^n = S^n / \sim$ where $\sim$ is the equivalence relation spanned by $-x \sim x$, $x \in S^n$. We will prove by induction on $n$ that $\mathbb{RP}^n$ admits a CW-complex structure having exactly one open cell of dimension $i$ for $i = 0, 1, \ldots, n$. The case $n = 0$ is trivial, since $\mathbb{RP}^0$ consists of just one point. To prove the induction step, we think of $S^n$ as the equator of $S^{n+1}$, i.e., we identify $S^n$ with the subspace of $\mathbb{RP}^{n+1}$ spanned by the first $n$ vectors of the canonical basis. The quotient map $q : S^{n+1} \to \mathbb{RP}^{n+1}$ restricts to a quotient map $q|_{S^n} : S^n \to q(S^n)$ (by item (iii) of Exercise 1.7.8) so that we can identify $q(S^n) \subset \mathbb{RP}^{n+1}$ with $\mathbb{RP}^n$. Obviously, $\mathbb{RP}^{n+1}$ is the union of $\mathbb{RP}^n$ and the homeomorphic image by $q$ of any open hemisphere of $S^{n+1}$, which is an open $(n+1)$-cell. A characteristic map for such open $(n+1)$-cell is obtained by taking the restriction of $q$ to a closed hemisphere of $S^{n+1}$.

1.7.8. Example (CW-complex structure on the complex projective space). We think of $S^{2n+1}$ as the unit sphere of the complex space $\mathbb{C}^{n+1} \cong \mathbb{R}^{2n+2}$ and we consider the action of the group $S^1 \subset \mathbb{C}$ in $S^{2n+1}$ given by

$$
\lambda \cdot (z_1, \ldots, z_{n+1}) = (\lambda z_1, \ldots, \lambda z_{n+1}), \quad \lambda \in S^1, \quad (z_1, \ldots, z_{n+1}) \in \mathbb{C}^{n+1}.
$$

The corresponding orbit space $S^{2n+1}/S^1$ is called the *n*-dimensional complex projective space and is denoted by $\mathbb{CP}^n$. We now show by induction on $n$ that $\mathbb{CP}^n$ admits a cellular decomposition having exactly one open cell of dimension $2i$ for $i = 0, 1, \ldots, n$. The space $\mathbb{CP}^0$ consists of one single point. To prove the induction step, we identify $S^{2n+1}$ with the subset of $S^{2n+3}$ consisting of those $(n+2)$-tuples in $\mathbb{C}^{2n+2}$ whose last coordinate is zero. The quotient map $q : S^{2n+3} \to \mathbb{CP}^{n+1}$ therefore restricts to a quotient map from $S^{2n+1}$ to $q(S^{2n+1}) \subset \mathbb{CP}^{n+1}$ and so we can identify $q(S^{2n+1})$ with $\mathbb{CP}^n$. The complement of $\mathbb{CP}^n$ in $\mathbb{CP}^{n+1}$ is an open $(2n+2)$-cell; namely, the restriction of $q$ to the set

$$
\{(z_1, \ldots, z_{n+2}) \in S^{2n+3} : z_{2n+2} \in ]0, +\infty[\} \subset S^{2n+3}
$$

is a homeomorphism onto $\mathbb{CP}^{n+1} \setminus \mathbb{CP}^n$ and this set can be identified with an open hemisphere of $S^{2n+2} \subset \mathbb{R}^{2n+3} \cong \mathbb{C}^{n+1} \times \mathbb{R}$. A characteristic map for such open cell is obtained by taking the restriction of $q$ to the set:

$$
\{(z_1, \ldots, z_{n+2}) \in S^{2n+3} : z_{2n+2} \in [0, +\infty[\} \subset S^{2n+3}.
$$

1.7.9. Definition. A CW-subcomplex (or simply a subcomplex) of a CW-complex $X$ is a closed subset $Y \subset X$ that is the union of some open cells of $X$. It is easy to see that the cellular decomposition of $X$ induces a cellular decomposition for $Y$ making it a CW-complex (see Exercise 1.7.9).

1.7.10. Example. For $p \geq 0$, the $p$-th skeleton of a CW-complex $X$, denoted by $X^p$, is the subcomplex of $X$ that is the union of all open cells of $X$ of dimension

---

9 Actually $n$ is the dimension of $\mathbb{CP}^n$ as a complex manifold.
less than or equal to \( p \):
\[
X^p = \bigcup_{e \in \mathcal{E} \mid \dim(e) \leq p} e.
\]

For \( p < 0 \) we set \( X^p = \emptyset \).

1.7.11. **Definition.** If \( X, Y \) are CW-complexes then we say that \( f : X \to Y \) is a **cellular map** if \( f \) is continuous and maps each skeleton \( X^p \) of \( X \) into the corresponding skeleton \( Y^p \) of \( Y \) for every \( p \).

1.7.12. **Proposition.** Let \( X \) be a CW-complex of dimension \( p \) (\( p \geq 1 \)). For each open \( p \)-cell \( e \in \mathcal{E}_p \) choose a characteristic map \( f_e : \overline{B}^p \to \sigma \) for \( e \). Then the map \( q : \left( \sum_{e \in \mathcal{E}_p} \overline{B}^p \right) + X^{p-1} \to X \) induced by the \( f_e \)'s and by the inclusion of \( X^{p-1} \) on \( X \) is a surjective quotient map. In particular, \( q \) induces a homeomorphism from the attachment space \( \left( \sum_{e \in \mathcal{E}_p} \overline{B}^p \right) \cup f X^{p-1} \) to \( X \), where \( f : \sum_{e \in \mathcal{E}_p} S^{p-1} \to X^{p-1} \) is the sum of the restrictions of the \( f_e \)'s to the spheres \( S^{p-1} \).

**Proof.** Observe first that \( X \) is the coherent union of the skeleton \( X^{p-1} \) and of the closures \( \overline{e} \) of the open \( p \)-cells \( e \in \mathcal{E}_p \). Moreover, each characteristic map \( f_e : \overline{B}^p \to \sigma \) is a quotient map, for \( \overline{B}^p \) is compact and \( \sigma \) is Hausdorff. The conclusion follows from Exercise ??.

1.7.13. **Corollary.** Every CW-complex is a T4 topological space.

**Proof.** Let \( X \) be a CW-complex. We first show by induction that every skeleton \( X^p \) is T4. The 0-skeleton is discrete and hence obviously T4. If \( X^p \) is T4 then by Proposition 1.7.12, the skeleton \( X^{p+1} \) is homeomorphic to the attachment of \( X^p \) with the topological sum of a family of closed balls \( \overline{B}^p \) along their boundaries. It follows from Lemma ?? that \( X^{p+1} \) is T4. Now, since all skeletons are T4 and closed in \( X \) and since the union \( X = \bigcup_{p \geq 0} X_p \) is coherent, it follows from Lemma ?? that \( X \) is T4.

1.7.14. **Proposition.** Let \( X \) be a CW-complex and let \( \sum_{i \in I} \overline{B}^{p_i} \) be an arbitrary topological sum of closed balls, where the \( p_i \)'s are arbitrary integers. Let \( f : \sum_{i \in I} S^{p_i-1} \to X \) be a continuous map such that \( f(S^{p_i-1}) \subset X^{p_i-1} \) for every \( i \in I \). Then the attachment space \( X' = \sum_{i \in I} \overline{B}^{p_i} \cup f \) is a CW-complex whose open cells are identified with the open cells of \( X \) and with the open balls \( B^{p_i} \).

**Proof.** It follows from Corollary 1.7.13 and Lemma ?? that \( X' \) is T4 and therefore Hausdorff\(^\text{10}\). The canonical projection \( q : \sum_{i \in I} \overline{B}^{p_i} + X \to X' \) maps \( X \) homeomorphically onto a closed subset of \( X' \) and \( \sum_{i \in I} B^{p_i} \) homeomorphically onto an open subset of \( X' \) (see Exercise ??). It follows easily that \( X' \) is the disjoint union of the (image by \( q \) of the open cells of \( X \) and the image by \( q \) of the open balls \( B^{p_i} \) that are the new open cells). The characteristic maps for the cells of \( X' \) are obtained using the old characteristic maps for the cells of \( X \) and appropriate

\(^{10}\text{This was the hard part of the proof. Namely, this was the motivation for the development of theory of T4 spaces in Section ??}.\)
restrictions of \( q \) for the characteristic maps of the new cells. For closure-finiteness we need the closure-finiteness property of \( X \) and Exercise 23 to conclude that \( q(S^{p_i - 1}) \) is contained in a finite union of open \((p_i - 1)\)-cells of \( X' \). Finally, it follows from Exercise 23 that \( X' \) is the coherent union of the sets \( q(\mathbb{B}^p) \), \( i \in I \), and \( q(X) \); the weak-topology property of \( X' \) follows then from the weak-topology property of \( X \).

1.7.15. Proposition. Let \( X \) be a topological space and \( (X_n)_{n \geq 1} \) an increasing sequence of subspaces of \( X \) such that the union \( X = \bigcup_{n \geq 1} X_n \) is coherent. Assume that each \( X_n \) is endowed with the structure of a CW-complex in such a way that \( X_n \) is a subcomplex of \( X_{n+1} \) for all \( n \). Then \( X \) is a CW-complex whose open cells are precisely the open cells of the \( X_n \)'s.

Proof. Since the union \( X = \bigcup_{n \geq 1} X_n \) is coherent, the fact that \( X_n \) is closed in \( X_m \) for \( n \leq m \) imply that each \( X_n \) is closed in \( X \). It follows that \( X \) is \( T_4 \) (see Corollary 1.7.13 and Lemma 22) and, in particular, it is Hausdorff. The other properties of a CW-complex are of straightforward verification.

1.7.16. Lemma. If \( X \) is a CW-complex and \( e \in \mathcal{E} \) is an open \( p \)-cell then for every \( q \in e \) the set \( \tilde{e} \) is a strong deformation retract of the punctured cell \( \overline{\tilde{e}} = \overline{e} \setminus \{q\} \).

Proof. Let \( f : \overline{B}^p_p \to \overline{e} \) be a characteristic map for \( e \); using Lemma 1.3.16 it is easy to see that \( f \) can be chosen so that \( f(0) = q \). Now the sphere \( S^{p-1} \) is a strong deformation retract of the punctured closed ball \( \overline{B}^p_\infty \) in the obvious way; since \( f \) is a quotient map from \( \overline{B}^p_p \) to \( \overline{e} \) the conclusion follows easily from Corollary 23.

1.7.17. Corollary. If one chooses a point \( q_e \) in each open \( p \)-cell \( e \in \mathcal{E}_p \) then the skeleton \( X^{p-1} \) is a strong deformation retract of the set

\[
(X^p)_x = X^p \setminus \{q_e : e \in \mathcal{E}_p\}.
\]

Proof. It is an easy consequence of Exercise 23 and the fact that \( (X^p)_x \) is the coherent union of the family consisting of the skeleton \( X^{p-1} \) and the punctured \( p \)-cells \( \overline{\tilde{e}}_x, e \in \mathcal{E}_p \) (see Exercise 23).

1.7.18. Lemma. Let \( M \) be a differentiable manifold and let \( \phi : M \to \mathbb{R}^n \) be a continuous map. Given a continuous function \( \varepsilon : M \to [0, +\infty] \), a closed subset \( F \subset M \) and an open subset \( U \subset M \) with \( \overline{U} \cap F = \emptyset \) then there exists a continuous map \( \psi : M \to \mathbb{R}^n \) such that \( \psi|_F = \phi|_F \), \( \psi|_U \) is smooth and \( \|\psi(x) - \phi(x)\| < \varepsilon(x) \) for all \( x \in M \).

Proof. For every \( x \in M \), let \( U_x \subset M \) be an open neighborhood of \( x \) such that \( \|\phi(y) - \phi(x)\| < \varepsilon(y) \) for all \( y \in U_x \). We can subordinate a smooth partition of unity \( \sum_{x \in M} \xi_x \equiv 1 \) to the open covering \( M = \bigcup_{x \in M} U_x \), i.e., each \( \xi_x : M \to [0, 1] \) is a smooth map whose support \( \text{supp} \xi_x \) is contained in \( U_x \) and the family \( (\text{supp} \xi_x)_{x \in M} \) is locally finite in \( M \). Define a map \( \tilde{\phi} : M \to \mathbb{R} \) by \( \tilde{\phi}(y) = \)
follows that \( f \) outside \( \psi \) thus obtain a continuous map \( \alpha \equiv \frac{1}{2} \). 

To conclude the proof, let \( \alpha : M \to [0, 1] \) be a smooth map with \( \alpha|_S \equiv 0 \) and \( \alpha|_{\partial S} \equiv 1 \), set \( \psi = \alpha \tilde{\phi} + (1 - \alpha) \phi \) and observe that \( \| \psi (x) - \phi (x) \| \leq \| \tilde{\phi} (x) - \phi (x) \| \) for all \( x \in M \).

1.7.19. Corollary. Under the hypothesis of Lemma 1.7.18, if \( V \subset \mathbb{R}^n \) is an open subset containing the image of \( \tilde{\phi} \), then the map \( \psi \) in the thesis of the lemma can be chosen in such a way that its image is contained in \( V \).

Proof. Apply Lemma 1.7.18 replacing \( \varepsilon (x) \) with the minimum between \( \varepsilon (x) \) and the distance between \( \tilde{\phi} (x) \) and the complement of \( V \) in \( \mathbb{R}^n \).

1.7.20. Proposition. Let \( M \) be a \( p \)-dimensional differentiable manifold, \( X \) a CW-complex and \( f : M \to X \) a continuous map whose image is contained in some skeleton of \( X \) (this happens, for instance, if \( M \) is compact). Then, given a subset \( S \subset M \) with \( f(S) \subset X^p \), there exists a continuous map \( g : M \to X \) that is homotopic to \( f \) relatively to \( S \) and such that the image of \( g \) is contained in \( X^p \).

Proof. It suffices to show that if \( f(M) \subset X^n \) for some \( n > p \) then \( f \) is homotopic relatively to \( S \) to a continuous map whose image is contained in \( X^{n-1} \). Moreover, by Corollary 1.7.17, it suffices to find a continuous map \( g : M \to X \) homotopic to \( f \) relatively to \( S \) such that \( g(X) \subset X^n \) and such that \( g(M) \) does not contain at least one point in each open \( n \)-cell of \( X \), i.e., such that \( e \not\subset g(M) \) for every \( e \in \mathcal{E}_n \). We identify every open \( n \)-cell \( e \in \mathcal{E}_n \) with the unit open ball in \( \mathbb{R}^n \) via an arbitrary homeomorphism; once this identification is made, we denote by \( e_r, r \in [0, 1] \), the open subset in \( e \) that corresponds by such homeomorphism to the open ball of radius \( r \). Observe that since \( e \) is an open cell of maximal dimension in \( X^n \), then \( e \) is indeed an open subset of \( X^n \) (see Exercise ??) and thus \( f^{-1}(e) \) (and each \( f^{-1}(e_r) \)) is an open subset of \( M \). We now apply Corollary 1.7.19 to the map \( f|_{f^{-1}(e)} \) on the differentiable manifold \( f^{-1}(e) \), where the open subset \( U \subset f^{-1}(e) \) is \( f^{-1}(e_\frac{3}{4}) \), the closed subset \( F \subset f^{-1}(e) \) is \( f^{-1}(e) \setminus f^{-1}(e_\frac{1}{2}) \) and \( \varepsilon \equiv \frac{1}{6} \); we thus obtain a continuous map \( \psi e : f^{-1}(e) \to e \) that is smooth on \( f^{-1}(e_\frac{3}{4}) \), equals \( f \) outside \( f^{-1}(e_\frac{1}{2}) \) and such that \( \| \psi e (x) - f (x) \| < \frac{1}{6} \) for all \( x \in f^{-1}(e) \). Once \( \psi e \) is defined for every \( e \in \mathcal{E}_n \), we define \( g : M \to X \) by:

\[
g(x) = \begin{cases} 
    f(x), & x \not\in \bigcup_{e \in \mathcal{E}_n} f^{-1}(e), \\
    \psi e (x), & x \in f^{-1}(e). 
\end{cases}
\]
Observe that $g$ actually equals $f$ on $M \setminus \bigcup_{e \in \mathcal{E}_n} f^{-1}(\overline{e \frac{1}{3}})$; this set is open in $M$, for $\bigcup_{e \in \mathcal{E}_n} \overline{e \frac{1}{3}}$ is closed in $X$ by the weak-topology axiom. It follows that $g : M \to X$ is continuous. Since $g$ is smooth on $f^{-1}(e \frac{1}{3})$ and $\dim(M) < \dim(e)$, it follows that $g$ maps $f^{-1}(e \frac{1}{3})$ onto a subset of null measure in $e$. For $x \notin f^{-1}(e \frac{1}{3})$ it cannot be $g(x) \in e \frac{1}{6}$, because $g(x) \notin f^{-1}(e)$ for $x \notin f^{-1}(e)$ and $\|g(x) - f(x)\| < \frac{1}{6}$ for $x \in f^{-1}(e)$. Since $e \frac{1}{6}$ cannot be contained in a set of null measure, it follows that $e \frac{1}{6}$ (and hence $e$) is not contained in the image of $g$. Finally, one can construct a homotopy between $f$ and $g$ that is constant on $M \setminus \bigcup_{e \in \mathcal{E}_n} f^{-1}(\overline{e \frac{1}{3}})$ and “linear” on each $f^{-1}(e)$, $e \in \mathcal{E}_n$ (see Exercise 1.8.4). Observe that such homotopy is relative to $S$ because $S$ is disjoint from every $f^{-1}(e)$, $e \in \mathcal{E}_n$.

1.8. Homology of CW-complexes

To every CW-complex $X$ we will associate a chain complex called the cellular chain complex of $X$. We then show that the homology of the cellular chain complex is naturally isomorphic to the singular homology of $X$.

In what follows, $X$ will always denote a CW-complex and $\mathcal{E}$ its set of open cells. Recall that $X^p$ denotes the $p$-th skeleton of $X$.

1.8.1. DEFINITION. For every $p \in \mathbb{Z}$, we set $\mathcal{D}_p(X) = \tilde{H}_p(X^p, X^{p-1})$ and we consider the homomorphism $\partial_p : \mathcal{D}_p(X) \to \mathcal{D}_{p-1}(X)$ obtained by the composition:

$$H_p(X^p, X^{p-1}) \xrightarrow{\partial_p} \tilde{H}_{p-1}(X^{p-1}) \xrightarrow{i_*} \tilde{H}_{p-1}(X^{p-1}, X^{p-2})$$

where $\partial_p$ is the connecting homomorphism of the long exact homology sequence of the pair $(X^p, X^{p-1})$ and $i : (X^{p-1}, \emptyset) \to (X^{p-1}, X^{p-2})$ denotes the inclusion map. We call $(\mathcal{D}(X), \partial)$ the cellular chain complex associated to $X$ (see Lemma 1.8.2 below)

Since (by convention) $X^p = \emptyset$ for all $p < 0$, we have $\mathcal{D}_0(X) = \tilde{H}_0(X_0)$ and $\mathcal{D}_p(X) = 0$ for all $p < 0$.

We start by showing that $(\mathcal{D}(X), \partial)$ is indeed a chain complex.

1.8.2. LEMMA. $(\mathcal{D}(X), \partial)$ is a chain complex, i.e., $\partial_{p-1} \circ \partial_p = 0$ for all $p \in \mathbb{Z}$.

PROOF. The map $\partial_{p-1} \circ \partial_p$ is given by the composition of the following four homomorphisms:

$$H_p(X^p, X^{p-1}) \xrightarrow{\partial_p} \tilde{H}_{p-1}(X^{p-1}) \xrightarrow{i_*} \tilde{H}_{p-1}(X^{p-1}, X^{p-2}) \xrightarrow{\partial_p} \tilde{H}_{p-2}(X^{p-2}) \xrightarrow{i_*} \tilde{H}_{p-2}(X^{p-2}, X^{p-3})$$

The vanishing of $\partial_{p-1} \circ \partial_p$ follows by observing that the middle part of the sequence above is part of the long exact homology sequence of the pair $(X^{p-1}, X^{p-2})$. $\square$
The results below will provide a better understanding of how the cellular chain complex $\mathcal{D}(X)$ is related to the cellular structure of $X$.

1.8.3. Lemma. Let $f : B^p \to X$ be a characteristic map for an open $p$-cell $e \in \mathcal{E}$. Then, for every $i \in \mathbb{Z}$, the map $f$ induces an isomorphism:

$$f_* : H_i(B^p, S^{p-1}) \to H_i(\mathcal{D}, \mathcal{E});$$

in particular $H_i(\mathcal{D}, \mathcal{E})$ is zero for $i \neq p$ and is infinite cyclic for $i = p$.

Proof. Set $q = f(0) \in e$ and consider the commutative diagram:

$$
\begin{array}{ccc}
H_i(\mathcal{D}, \mathcal{E}) & \overset{i_1^1}{\to} & H_i(\mathcal{D}, \mathcal{E}_\infty) \\
\downarrow{f_*} & & \downarrow{f_*} \\
H_i(B^p, S^{p-1}) & \overset{i_2^1, i_2^2}{\to} & H_i(B^p, B^p_\infty) \\
\end{array}
$$

where $i_1^1, i_2^1, i_1^2, i_2^2$ denote inclusions and $\mathcal{E}_\infty = \mathcal{D} \setminus \{q\}$, $e_\infty = e \setminus \{q\}$, $B^p_\infty = B^p \setminus \{0\}$, $B^p' = B^p \setminus \{0\}$. The fact that $i_1^1$ and $i_2^1$ are isomorphisms follows from the fact that $e$ is a deformation retract of $\mathcal{E}_\infty$ (see Lemma 1.7.16) and $S^{p-1}$ is a deformation retract of $B^p_\infty$. The fact that $i_1^2$ and $i_2^2$ are isomorphisms follows by excision. Finally, the fact that the map $f_*$ on the rightmost column of the diagram is an isomorphism follows by observing that $f : (B^p, B^p_\infty) \to (e, e_\infty)$ is a homeomorphism of pairs. The conclusion now follows by observing that the commutativity of the diagram implies that the other two maps $f_*$ on the vertical arrows are isomorphisms, as well.

1.8.4. Lemma. Let $e \in \mathcal{E}$ be an open $p$-cell of $X$ and let $\beta$ be a generator of the infinite cyclic group $H_p(\mathcal{D}, \mathcal{E})$. For every $q \in e$, if we set $e_\infty = e \setminus \{q\}$ and $\mathcal{E}_\infty = \mathcal{D} \setminus \{q\}$, then the top row of diagram (1.8.2) (with $i = p$) defines an isomorphism from $H_p(\mathcal{D}, \mathcal{E})$ to $H_p(e_\infty, e \setminus \{q\})$ that carries $\beta$ to a generator $\tau(q)$ of the local homology group $H_p(e_\infty, e \setminus \{q\})$. The map:

$$e \ni q \mapsto \tau(q) \in O(e)$$

thus obtained is a continuous section of the orientation bundle $O(e)$ and is therefore an orientation for the $p$-dimensional topological manifold $e$. Moreover, the correspondence $\beta \mapsto \tau$ just described is a bijection between the (two element) set of generators of $H_p(\mathcal{D}, \mathcal{E})$ and the set of orientations of the topological manifold $e$.

Proof. The case $p = 0$ is trivial, so assume $p \geq 1$. Let $f : B^p \to X$ be a characteristic map for $e$ and denote by $\alpha$ the generator of the infinite cyclic group $H_p(B^p, S^{p-1})$ that is mapped to the canonical orientation $\alpha^{p-1} \in H_{p-1}(S^{p-1})$ of $S^{p-1}$ via the connecting homomorphism $\partial_*$ of the long exact homology sequence of the pair $(B^p, S^{p-1})$. The isomorphism (1.8.1) (with $i = p$) takes $\alpha$ to $\pm \beta$; for definiteness, let’s assume $f_*(\alpha) = \beta$. For every $v \in B^p$ we claim that the isomorphism:

$$f_* : H_p(B^p, B^p \setminus \{v\}) \to H_p(e, e \setminus \{f(v)\}),$$

is satisfied.
takes the canonical orientation $\tau^{[p]}(v)$ of $B^p$ to $\tau(f(v))$. Once we prove the claim, the continuity of $\tau$ will follow (using Proposition 1.3.12). To prove the claim, set $q = f(v) \in e, e_\infty = e \setminus \{q\}, \bar{e}_\infty = \bar{e} \setminus \{q\}$ and consider the commutative diagram (1.8.2) with $B^p_\infty$ and $B^p_\infty$ replaced by $B^p \setminus \{v\}$ and by $B^p \setminus \{v\}$ respectively; more explicitly:

\[
\begin{array}{ccc}
H_i(\bar{e}, \hat{e}) & \cong & H_i(\bar{e}, e_\infty) \\
| & f_* & \\
H_i(B^p \setminus S^{p-1}) & \cong & H_i(B^p, B^p \setminus \{v\}) \cong H_i(B^p, B^p \setminus \{v\})
\end{array}
\]

Recalling Convention 1.3.24 (see diagram (1.3.7)), it follows from the result of Exercise ?? that the bottom arrow of (1.8.3) carries $\alpha$ to $\tau^{[p]}(v)$. The claim (and the continuity of $\tau$) follows then easily from the commutativity of (1.8.3), since the top row of (1.8.3) takes $\beta$ to $\tau(q)$.

Finally, the last assertion on the statement of the lemma follows trivially from Proposition 1.3.11.

1.8.5. Definition. If $e \in \mathcal{E}$ is an open $p$-cell of $X$ then a generator of the group $H_p(\bar{e}, \hat{e}) \cong \mathbb{Z}$ will be called an **orientation** for $e$.

1.8.6. Remark. According to Lemma 1.8.4, the orientations of $e$ in the sense of Definition 1.8.5 above can be identified with the orientations of the topological manifold $e$.

1.8.7. Remark. A nice way of fixing an orientation for an open $p$-cell $e \in \mathcal{E}$ consists in choosing a characteristic map $f : B^p \to X$ for $e$; namely, the homomorphism $f|_{B^p} : B^p \to e$ carries the canonical orientation $\tau^{[p]}$ of $B^p$ to a orientation $\tau$ for the manifold $e$ (so that $f|_{B^p} : (B^p, \tau^{[p]}) \to (e, \tau)$ becomes a positively oriented homeomorphism).

During the proof of Lemma 1.8.4, we have actually shown the following fact: for $p \geq 1$, if $\alpha$ denotes the generator of $H_p(B^p \setminus S^{p-1})$ that is mapped to $\alpha^{[p-1]}$ via the connecting homomorphism $\partial_*$ of the long exact homology sequence of the pair $(B^p, S^{p-1})$ then the generator $\beta$ of $H_p(\bar{e}, \hat{e})$ corresponding to the orientation $\tau$ of $e$ is precisely the image of $\alpha$ by the isomorphism (1.8.1) (with $i = p$). This same statement (obviously) also holds for $p = 0$ if one takes $\alpha$ to be the canonical generator of $H_0(\tilde{B}^0, S^{-1}) = H_0(\{0\})$, i.e., the homology class of the singular 0-simplex determined by the point 0.

We can now finally describe the group $D_p(X)$. Recall that $\mathcal{E}_p$ denotes the set of open $p$-cells of $X$.

1.8.8. Lemma. For any $p \geq 0$, the homomorphism

$$\bigoplus_{e \in \mathcal{E}_p} H_i(\bar{e}, \hat{e}) \longrightarrow H_i(X^p, X^{p-1})$$

induced by inclusion is an isomorphism. In particular, $H_i(X^p, X^{p-1}) = 0$ for $i \neq p$ and $H_p(X^p, X^{p-1})$ is free and its rank equals the number of open $p$-cells of $X$. 
PROOF. Choose a point \(q_e \in e\) for every open \(p\)-cell \(e \in \mathcal{E}_p\) and define \((X^p)_x\) and \(\bar{e}\) as in Corollary 1.7.17. Consider the commutative diagram:

\[
\begin{array}{ccc}
\bigoplus_{e \in \mathcal{E}_p} H_p(\bar{e}, \dot{e}) & \longrightarrow & H_p(X^p, X^{p-1}) \\
\text{by Lemma 1.7.16} & \cong & \text{by Corollary 1.7.17} \\
\bigoplus_{e \in \mathcal{E}_p} H_p(\bar{e}, \bar{\bar{e}}) & \longrightarrow & H_p(X^p, (X^p)_x) \\
\text{by excision} & \cong & \text{by excision} \\
\bigoplus_{e \in \mathcal{E}_p} H_p(e, \bar{e}) & \cong & H_p\left( \bigcup_{e \in \mathcal{E}_p} e, \bigcup_{e \in \mathcal{E}_p} \bar{e} \right) \\
\end{array}
\]

where all arrows are induced by inclusion. The fact that the bottom arrow of the diagram is an isomorphism follows from the result of Exercise \(??\) (observe that each \(e \in \mathcal{E}_p\) is open in \(X^p\) by the result of Exercise \(??\)). The commutativity of the diagram now implies that the top arrow is also an isomorphism and that is precisely our thesis.

Lemma 1.8.8 tells us in particular that the homomorphisms

\[ H_p(\bar{e}, \dot{e}) \longrightarrow H_p(X^p, X^{p-1}) \]

induced by inclusion are injective. We shall therefore identify \(H_p(\bar{e}, \dot{e})\) with a subgroup of \(H_p(X^p, X^{p-1})\) for every \(e \in \mathcal{E}_p\). Keeping in mind also the identification between the orientations of the \(p\)-dimensional topological manifold \(e\) and the generators of the group \(H_p(\bar{e}, \dot{e}) \cong \mathbb{Z}\) (see Remark 1.8.6) we obtain the following:

1.8.9. COROLLARY. For each \(p \in \mathbb{Z}\) the group \(D_p(X)\) is free. One obtains a basis for \(D_p(X)\) by choosing orientations for all open \(p\)-cells of \(X\). \(\square\)

1.8.10. REMARK. If \(f : X \rightarrow Y\) is a cellular map between CW-complexes \(X\) and \(Y\) then for every \(p \in \mathbb{Z}\), \(f\) restricts to a map of pairs:

\[ f : (X^p, X^{p-1}) \longrightarrow (Y^p, Y^{p-1}); \]

such map of pairs induces a homomorphism in the \(p\)-th homology group, i.e., a homomorphism from \(D_p(X)\) to \(D_p(Y)\). We shall denote such homomorphism by:

\[ (f_\#)_p : D_p(X) \longrightarrow D_p(Y), \]

and we call it the chain map induced by the cellular map \(f\). The fact that \(f_\#\) indeed defines a chain map from \(D(X)\) to \(D(Y)\) follows easily from the naturality of the long exact homology sequence of a pair. If \(A\) is a subcomplex of \(X\) then the inclusion \(i : A \rightarrow X\) is a cellular map; keeping in mind Lemma 1.8.8 and denoting
by $\mathcal{E}_p^f \subset \mathcal{E}_p$ the set of open $p$-cells of $A$, we get a commutative diagram:

$$
\bigoplus_{p \in \mathcal{E}_p^f} H_p(\bar{e}, \check{e}) \xrightarrow{=} H_p(A_\geq, A_\geq-1) \\
\bigoplus_{p \in \mathcal{E}_p} H_p(\bar{e}, \check{e}) \xrightarrow{(i\#)_p} H_p(X_\geq, X_\geq-1)
$$

in which all arrows are induced by inclusion. It follows that the chain map $i\#$ induced by the inclusion $i: A \to X$ is actually a chain isomorphism from $D(A)$ onto the subcomplex of $D(X)$ spanned by the orientations of the open cells of $A$. Hence, we can identify the cellular complex of a CW-subcomplex $A \subset X$ with a chain subcomplex of the cellular complex of $X$ by means of the chain map induced by inclusion.

We are now going to prove that the homology of the chain complex $D(X)$ is isomorphic to the singular homology of $X$. Our strategy is to construct two subcomplexes $Z(X)$ and $B(X)$ of the singular chain complex $S(X)$ in such a way that $D(X) = Z(X)/B(X)$ and that both the inclusion $Z(X) \to S(X)$ and the quotient map $Z(X) \to D(X)$ induce an isomorphism in homology.

We start by defining $Z(X)$ and $B(X)$ by setting, for every $p \in \mathbb{Z}$:

$$Z_p(X) = Z_p(X^p, X^{p-1}) = \{ c \in S_p(X^p) : \partial_p c \in S_{p-1}(X_{p-1}) \},$$

$$B_p(X) = B_p(X^p, X^{p-1}) = B_p(X^p) + S_p(X^{p-1}).$$

It is easy to see that $Z(X)$ and $B(X)$ are subcomplexes of $S(X)$; moreover, $D_p(X) = Z_p(X)/B_p(X)$ for every $p \in \mathbb{Z}$. By looking explicitly at the definition of the connecting homomorphism $\partial_\ast$ of the long exact homology sequence of the pair $(X^p, X^{p-1})$ (see Corollary 1.8.8) it is easy to see that the boundary homomorphism of the cellular chain complex $(D(X), \partial)$ is induced by the boundary homomorphism of $Z(X)$, i.e., $(D(X), \partial)$ is equal to the quotient chain complex $Z(X)/B(X)$.

Before establishing the relation between the homologies of $Z(X), D(X)$ and $S(X)$, we need a few technical lemmas regarding the homologies of the skeletons of $X$.

1.8.11. Lemma. For any $p \in \mathbb{Z}$, the inclusion $X^{p+1} \to X$ induces an isomorphism $H_p(X^{p+1}) \to H_p(X)$.

Proof. The long exact homology sequence of the pair $(X^{i+1}, X^i)$ shows that

$$H_{p+1}(X^{i+1}, X^i) \xrightarrow{\partial_i} H_p(X^i) \to H_p(X^{i+1}) \to H_p(X^{i+1}, X^i)$$

is exact, where the unlabelled arrows are induced by inclusion. For every integer $i \geq p + 1$, we conclude from the exactness of the sequence above and from Lemma 1.8.8 that the inclusion $X^i \to X^{i+1}$ induces an isomorphism from $H_p(X^i)$ to $H_p(X^{i+1})$; hence (by composition), the inclusion $X^i \to X^j$ induces an isomorphism from $H_p(X^i)$ to $H_p(X^j)$, for every $j \geq i \geq p + 1$. The conclusion now
follows from the result of Exercise 99: namely, we have a (trivial) filtration:

$$X_{p+1} \subset X_{p+1} \subset X_{p+1} \subset \cdots \subset X_{p+1}$$

of the topological space \(X_{p+1}\) and a filtration:

$$X_{p+1} \subset X_{p+2} \subset X_{p+3} \subset \cdots \subset X$$

for the topological space \(X\). The inclusion \(X_{p+1} \rightarrow X\) is a filtration preserving map. The fact that the hypotheses of the result stated in Exercise 99 are indeed satisfied is a consequence of the first part of the proof and of the result of Exercise 99. \(\square\)

1.8.12. LEMMA. For any \(p, i \in \mathbb{Z}\) with \(i < p\) we have \(H_p(X^i) = 0\).

PROOF. Given integers \(i, j \in \mathbb{Z}\) with \(j \leq i\), the long exact homology sequence of the triple \((X^i, X^j, X^{j-1})\) (see Exercise 99) shows that the sequence:

$$H_p(X^j, X^{j-1}) \rightarrow H_p(X^i, X^{j-1}) \rightarrow H_p(X^i, X^j) \xrightarrow{\partial_i} H_{p-1}(X^j, X^{j-1})$$

is exact, where the unlabelled arrows are induced by inclusion. For \(j \leq p - 2\) we conclude from the exactness of the sequence above and from Lemma 1.8.8 that the inclusion of \((X^i, X^{j-1})\) in \((X^i, X^j)\) induces an isomorphism from \(H_p(X^i, X^{j-1})\) to \(H_p(X^i, X^j)\). Therefore (by composition), since \(X_k = \emptyset\) for \(k < 0\), the inclusion of \(X^1\) in \((X^i, X^j)\) induces an isomorphism from \(H_p(X^1)\) to \(H_p(X^i, X^j)\), where \(j = \min\{i, p - 2\}\).

If \(i \leq p - 2\) we have \(j = i\), so that \(H_p(X^1) \cong H_p(X^i, X^j) = 0\) and the proof is complete. Otherwise, \(i = p - 1\) and \(H_p(X^i) \cong H_p(X^i, X^j) = H_p(X^{p-1}, X^{p-2})\); from Lemma 1.8.8, we have \(H_p(X^{p-1}, X^{p-2}) = 0\) and so the proof is complete as well. \(\square\)

We can now prove our two main theorems.

1.8.13. THEOREM. The inclusion \(\mathcal{Z}(X) \rightarrow \mathcal{S}(X)\) induces an isomorphism in homology. Such isomorphism is natural, i.e., if \(f : X \rightarrow Y\) is a cellular map then the diagram

\[
\begin{array}{ccc}
H_p(X) & \xrightarrow{f_*} & H_p(Y) \\
\uparrow & & \uparrow \\
H_p(\mathcal{Z}(X)) & \xrightarrow{f_*} & H_p(\mathcal{Z}(Y))
\end{array}
\]

commutes for every \(p\); the vertical arrows in the diagram above are induced by inclusion and the bottom arrow is induced by the chain map \(f_\# : \mathcal{Z}(X) \rightarrow \mathcal{Z}(Y)\) obtained by restricting \(f_\# : \mathcal{S}(X) \rightarrow \mathcal{S}(Y)\).

PROOF. For any \(p\), the \(p\)-th cycle group of \(\mathcal{Z}(X)\) is \(Z_p(X^p)\) and the \(p\)-th boundary group of \(\mathcal{Z}(X)\) is \(B_p(X^{p+1}) \cap Z_p(X^p)\). We have to prove that the homomorphism:

$$\frac{Z_p(X^p)}{B_p(X^{p+1}) \cap Z_p(X^p)} \rightarrow \frac{Z_p(X)}{B_p(X)}$$
induced by inclusion is an isomorphism.

By Lemma 1.8.11, the homomorphism:

\[
\frac{Z_p(X^{p+1})}{B_p(X^{p+1})} \to \frac{Z_p(X)}{B_p(X)},
\]

induced by inclusion is an isomorphism. The long exact sequence of the pair 
\((X^{p+1}, X^p)\) shows that the sequence

\[
H_p(X^p) \to H_p(X^{p+1}) \to H_p(X^{p+1}, X^p) \xrightarrow{\text{Lemma 1.8.8}} 0
\]

is exact, where all arrows are induced by inclusion. It follows that the homomorphism:

\[
\frac{Z_p(X^p)}{B_p(X^p)} \to \frac{Z_p(X^{p+1})}{B_p(X^{p+1})},
\]

induced by inclusion is surjective; this implies that:

\[
Z_p(X^{p+1}) = Z_p(X^p) + B_p(X^{p+1}).
\]

By the result of Exercise ??, the homomorphism:

\[
\frac{Z_p(X^p)}{B_p(X^p) \cap Z_p(X^p)} \to \frac{Z_p(X^p) + B_p(X^{p+1})}{B_p(X^{p+1})} = \frac{Z_p(X^{p+1})}{B_p(X^{p+1})},
\]

induced by inclusion is an isomorphism.

Since both (1.8.6) and (1.8.7) are isomorphisms, the proof of the first part of the statement is complete. Finally, the commutativity of (1.8.5) follows by observing that such diagram already commutes at the chain level. 

\[\Box\]

1.8.14. COROLLARY. The chain map \(Z(X) \otimes G \to \mathcal{S}(X; G)\) induced by the inclusion of \(Z(X)\) in \(\mathcal{S}(X)\) induces an isomorphism in homology for every abelian group \(G\).

PROOF. Follows directly from Corollary ??, observing that \(\mathcal{S}(X)\) is free and hence the subcomplex \(Z(X)\) of \(\mathcal{S}(X)\) is also free. 

\[\Box\]

1.8.15. THEOREM. The quotient map \(Z(X) \to \mathcal{D}(X)\) induces an isomorphism in homology. Such isomorphism is natural, i.e., if \(f : X \to Y\) is a cellular map then the diagram

\[
\begin{array}{ccc}
H_p(Z(X)) & \xrightarrow{f_*} & H_p(Z(Y)) \\
\downarrow & & \downarrow \\
H_p(D(X)) & \xrightarrow{f_*} & H_p(D(Y))
\end{array}
\]

commutes for every \(p\); the vertical arrows in the diagram above are induced by the quotient map, the top arrow is induced by the chain map \(f_\#: Z(X) \to Z(Y)\) obtained by restricting \(f_\#: \mathcal{S}(X) \to \mathcal{S}(Y)\) and the bottom arrow is induced by the chain map \(f_\#: D(X) \to D(Y)\) induced by \(f\) on the cellular complexes.
We have a short exact sequence of chain complexes:
\[ 0 \rightarrow B(X) \rightarrow Z(X) \rightarrow D(X) \rightarrow 0. \]

The corresponding long exact homology sequence, shows that the quotient map \( Z(X) \rightarrow D(X) \) induces an isomorphism in homology if and only if the homology of \( B(X) \) vanishes. Let’s then try to compute such homology.

For any \( p \), the \( p \)-th cycle group of \( B(X) \) is \( B_p(X) + Z_p(X_{p−1}) \) and the \( p \)-th boundary group of \( B(X) \) is \( B_p(X_p) \). We want to show that \( Z_p(X_{p−1}) \subseteq B_p(X_{p−1}) \).

By Lemma 1.8.12, we have \( H_p(X_p−1) = 0 \) so that:
\[ Z_p(X_p−1) = B_p(X_p−1) \subset B_p(X_p) \]

This concludes the proof of the first part of the statement. The commutativity of diagram (1.8.8) follows by observing that such diagram already commutes at the chain level.

1.8.16. COROLLARY. The chain map \( Z(X) \otimes G \rightarrow D(X) \otimes G \) induced by the quotient map \( Z(X) \rightarrow D(X) \) induces an isomorphism in homology for every abelian group \( G \).

PROOF. Follows directly from Corollary ??, observing that \( Z(X) \) is free (since it is a subcomplex of \( \mathcal{S}(X) \)) and \( D(X) \) is free by Corollary 1.8.9.

We have proven the following:

1.8.17. THEOREM. If \( X \) is a CW-complex then there exists an isomorphism between the homology of the cellular chain complex \( D(X) \) and the singular homology of \( X \). The same statement holds for reduced homology and for homology with arbitrary coefficients. All the isomorphisms are natural with respect to cellular maps.

1.8.18. EXAMPLE. We have seen in Example 1.7.8 that the complex projective space \( \mathbb{C}P^n \) admits a cellular decomposition having exactly one cell of dimension \( 2i \) for \( i = 0, \ldots, n \). It follows readily from Theorem 1.8.17 that the homology of \( \mathbb{C}P^n \) is given by:
\[ H_{2i}(\mathbb{C}P^n) \cong \mathbb{Z}, \quad \text{for } i = 0, 1, \ldots, n, \]
and \( H_p(\mathbb{C}P^n) = 0 \) otherwise.

We will now prove some results relating the Betti numbers of a CW-complex \( X \) and the number of cells of \( X \) in each dimension.

1.8.19. PROPOSITION. Let \( X \) be a CW-complex and, for each integer \( p \geq 0 \), denote by \( \kappa_p \) the number of open \( p \)-cells of \( X \). Then, for every coefficient field \( \mathbb{K} \) we have:
\[ \beta_p(X; \mathbb{K}) \leq \kappa_p, \]
for every \( p \).
PROOF. Follows by observing that the $\mathbb{K}$-vector space $H_p(X; \mathbb{K})$ is isomorphic to a quotient of a subspace of $D_p(X) \otimes \mathbb{K}$ and $\dim_{\mathbb{K}} [D_p(X) \otimes \mathbb{K}] = \kappa_p$ for every $p$.

1.8.20. PROPOSITION. Let $X$ be a finite (or, equivalently, compact) CW-complex. Denote by $\kappa_p$ the number of open $p$-cells of $X$. Then the Euler characteristic of $X$ is given by:

\[
\chi(X) = \sum_{p \in \mathbb{Z}} (-1)^p \kappa_p.
\]

PROOF. Apply the result of Exercise ?? with $f$ the identity of $D(X) \otimes \mathbb{K}$ and Lemma ?? for an arbitrary coefficient field $\mathbb{K}$.

1.8.21. PROPOSITION. Let $X$ be a CW-complex and denote by $\kappa_p$ the number of open $p$-cells of $X$. Assume that for some $k \geq 0$ we have $\kappa_p < +\infty$ for all $p \leq k$. Then, for any coefficient field $\mathbb{K}$:

\[
\beta_k(X; \mathbb{K}) - \beta_{k-1}(X; \mathbb{K}) + \cdots + (-1)^k \beta_0(X; \mathbb{K}) \leq \kappa_k - \kappa_{k-1} + \cdots + (-1)^k \kappa_0.
\]

PROOF. Define a chain complex of $\mathbb{K}$-vector spaces $\mathcal{C}$ by setting

\[
\mathcal{C}_p = D_p(X) \otimes \mathbb{K},
\]

for $p \leq k$ and $\mathcal{C}_p = 0$ for $p > k$; the boundary operator in $\mathcal{C}$ is defined so that $\mathcal{C}$ is a subcomplex of $D(X) \otimes \mathbb{K}$. If $\beta'_p$ denotes the dimension over $\mathbb{K}$ of the homology group $H_p(\mathcal{C})$ then, applying Exercise ?? with $f$ the identity of $\mathcal{C}$, we obtain:

\[
\beta'_k - \beta'_{k-1} + \cdots + (-1)^k \beta'_0 = \kappa_k - \kappa_{k-1} + \cdots + (-1)^k \kappa_0.
\]

The conclusion follows by observing that $\beta'_p = \beta_p(X; \mathbb{K})$ for $p < k$ and $\beta'_p \geq \beta_p(X; \mathbb{K})$.

1.8.22. PROPOSITION. Let $X$ be a CW-complex and denote by $\kappa_p \in \mathbb{N} \cup \{+\infty\}$ the number of open $p$-cells of $X$. Then, for any coefficient field $\mathbb{K}$, there exists a sequence $(q_p)_{p \geq 0}$ in $\mathbb{N} \cup \{+\infty\}$ such that:

\[
k_0 = \beta_0(X; \mathbb{K}) + q_0, \quad \kappa_p = \beta_p(X; \mathbb{K}) + q_p + q_{p-1}, \quad p \geq 1.
\]

PROOF. Denote by $\partial_p : D_p(X) \otimes \mathbb{K} \to D_{p-1}(X) \otimes \mathbb{K}$ the $p$-th boundary operator of the complex $D(X) \otimes \mathbb{K}$. Set:

\[
q_p = \dim(D_{p+1}(X) \otimes \mathbb{K}/\text{Ker}(\partial_{p+1})) = \dim(\text{Im}(\partial_{p+1})),
\]

for all $p \geq 0$. The conclusion follows by applying the result of Exercise ?? to the spaces $\text{Im}(\partial_{p+1}) \subset \text{Ker}(\partial_p) \subset D_p(X) \otimes \mathbb{K}$.

In spite of the awkward statement of Proposition 1.8.22, it is not hard to show that such Proposition actually implies Propositions 1.8.19, 1.8.20 and 1.8.21 (see Exercise ??).

The thesis of Proposition 1.8.22 can be nicely summarized in the following form. Consider the formal “power series” with coefficients in $\mathbb{N} \cup \{+\infty\}$ given
by \( Q(\lambda) = \sum_{p=0}^{+\infty} q_p \lambda^p \). Then equalities (1.8.12) are equivalent to the following equality of formal “power series” with coefficients in \( \mathbb{N} \cup \{+\infty\} \):

\[
(1.8.13) \quad \sum_{p=0}^{+\infty} \kappa_p \lambda^p = \sum_{p=0}^{+\infty} \beta_p(X; \mathbb{K}) \lambda^p + (1 + \lambda) Q(\lambda).
\]

The formal power series:

\[
\Psi_\lambda(X; \mathbb{K}) = \sum_{p=0}^{+\infty} \beta_p(X; \mathbb{K}) \lambda^p,
\]

appearing in equation (1.8.13) is known as the Poincaré polynomial of the topological space \( X \) with respect to the field coefficient \( \mathbb{K} \).

1.8.23. REMARK. If a singular homology group \( H_p(X) \) (with integer coefficients) of a CW-complex \( X \) is finitely generated then the Betti number \( \beta(X; \mathbb{K}) \) is always greater or equal to the Betti number \( \beta(X) \) (with integer coefficients) of \( X \) (recall Exercise ??). Namely, the universal coefficients theorem implies that \( H_p(X) \otimes \mathbb{K} \) is a \( \mathbb{K} \)-vector subspace of \( H_p(X; \mathbb{K}) \) and therefore:

\[
\beta(X; \mathbb{K}) = \dim_\mathbb{K}(H_p(X; \mathbb{K})) \geq \dim_\mathbb{K}(H_p(X) \otimes \mathbb{K}) \geq \beta_p(X).
\]

It follows that the lower estimate (1.8.9) for \( \kappa_p \) is always better than (or equivalent to) the estimate \( \beta_p(X) \leq \kappa_p \) if \( H_p(X) \) is finitely generated. On the other hand, if \( H_p(X) \) is not finitely generated then \( \beta_p(X) = +\infty \) by convention and it is indeed true that \( \beta_p(X) \leq \kappa_p \), i.e., that \( \kappa_p \) is also equal to \( +\infty \). Namely, if \( \kappa_p \) were finite then \( \mathcal{D}_p(X) \) would be free of finite rank and hence also \( H_p(X) \) (being a quotient of a subgroup of \( \mathcal{D}_p(X) \)) would be finitely generated. Observe that if \( H_p(X) \) is not finitely generated then it may happen that no coefficient field \( \mathbb{K} \) will give us the equality \( \kappa_p = +\infty \) from (1.8.9) (see Exercise ??).

1.9. Explicit Computation of the Cellular Complex

Let \( X \) be a CW-complex. We have seen in Section 1.8 that the singular homology of \( X \) is isomorphic to the homology of the cellular chain complex \( (\mathcal{D}(X), \partial) \) corresponding to \( X \). The boundary homomorphisms of \( \mathcal{D}(X) \) were defined abstractly in terms of the long exact homology sequence of a pair of consecutive dimensional skeletons of \( X \). The goal of this section is to give an explicit geometric method for computing such boundary homomorphisms. Recall from Corollary 1.8.9 that for each \( p \geq 0 \), the group \( \mathcal{D}_p(X) \) is free abelian and a basis for \( \mathcal{D}_p(X) \) is obtained by choosing an orientation for each open \( p \)-cell of \( X \). More explicitly (recall Lemma 1.8.8), we have an isomorphism:

\[
(1.9.1) \quad \bigoplus_{e \in \mathcal{E}_p} H_p(\tau, \dot{e}) \rightarrow \mathcal{D}_p(X)
\]

induced by inclusion (recall that \( \mathcal{E}_p \) denotes the set of open \( p \)-cells of \( X \)). For every \( e \in \mathcal{E}_p \), the generators of the infinite cyclic group \( H_p(\tau, \dot{e}) \cong \mathbb{Z} \) are (by definition) called the orientations of the open \( p \)-cell \( e \); moreover, there is a natural
correspondence between the set of generators of $H_p(\mathfrak{e}, \mathfrak{e})$ and the set of actual orientations for the $p$-dimensional topological manifold $e$ (recall Remark 1.8.6).

In this section we will always identify the group $\mathcal{D}_p(X)$ with the direct sum $\bigoplus_{e \in \mathfrak{e}_p} H_p(\mathfrak{e}, \mathfrak{e})$ via the isomorphism (1.9.1). Moreover, once an orientation for an open $p$-cell $e$ is fixed, we will simply denote by $e$ the corresponding generator of $H_p(\mathfrak{e}, \mathfrak{e})$. Hence, we write the elements of $\mathcal{D}_p(X)$ simply as (finite) linear combinations of open $p$-cells of $X$ with integer coefficients; the sign of the coefficient appearing next to some open $p$-cell $e$ is determined once an orientation for $e$ is fixed.

Let $e^{p+1} \in \mathfrak{e}$ be a fixed open $(p + 1)$-cell of $X$. We choose an orientation for $e^{p+1}$. A good way of doing that (recall Remark 1.8.7) is choosing a characteristic map $f : \overline{B}^{p+1} \to X$ for $e^{p+1}$. The boundary $\partial_{p+1} e^{p+1}$ of $e^{p+1}$ in the chain complex $\mathcal{D}(X)$ equals a finite linear integral combination of open $p$-cells of $X$. Let then $e^p \in \mathfrak{e}$ be a fixed open $p$-cell of $X$; we want to determine the coefficient next to $e^p$ appearing in $\partial_{p+1} e^{p+1}$. Such coefficient is only determined up to sign; by choosing an orientation for $e^p$, this coefficient becomes a well-defined integer number. The theorem below tells us how such number can be explicitly computed.

1.9.1. THEOREM. Let $X$ be a CW-complex and let $e^p, e^{p+1} \in \mathfrak{e}$ be respectively an open $p$-cell and an open $(p + 1)$-cell of $X$ $(p \geq 0)$. Assume that $f : \overline{B}^{p+1} \to X$ is a characteristic map for $e^{p+1}$, that $e^{p+1}$ has the orientation induced by $f$ and that $e^p$ has a fixed arbitrary orientation. Then the set $f^{-1}(e^p)$ is open in $S^p$ and the map:

\begin{equation}
(1.9.2) \quad f|_{f^{-1}(e^p)} : f^{-1}(e^p) \subset S^p \longrightarrow e^p,
\end{equation}

is proper. Moreover, the coefficient appearing next to $e^p$ in the boundary of $e^{p+1}$ in the complex $\mathcal{D}(X)$ equals the degree of the map (1.9.2).

PROOF. The fact that $f^{-1}(e^p)$ is contained in $S^p$ follows by observing that $e^p$ is disjoint from $e^{p+1} = f(\overline{B}^{p+1})$; the fact that $f^{-1}(e^p)$ is open in $S^p$ follows from the continuity of $f|_{S^p} : S^p \to X^p$ and from the result of Exercise ???. Moreover, the properness of (1.9.2) follows from the result of Exercise ???, observing that $f|_{S^p} : S^p \to X^p$ is (obviously) proper.

We have shown so far that it makes sense to talk about the degree of (1.9.2); we now proceed with the proof that such degree equals the coefficient next to $e^p$ in $\partial_{p+1} e^{p+1}$. Let $\alpha$ denote the generator of $H_{p+1}(\overline{B}^{p+1}, S^p)$ that is mapped to $\alpha^{[p]} \in H_p(S^p)$ by the connecting homomorphism $\partial_*$ of the long exact homology sequence of the pair $(\overline{B}^{p+1}, S^p)$; by Remark 1.8.7, the basis element of $\mathcal{D}_{p+1}(X)$ that is identified with the oriented $(p + 1)$-cell $e^{p+1}$ equals to the image of $\alpha$ by the homomorphism:

\[ f_* : H_{p+1}(\overline{B}^{p+1}, S^p) \longrightarrow H_{p+1}(X^{p+1}, X^p), \]
induced by \( f \). Such homomorphism \( f_* \) is pictured in the leftmost column of the commutative diagram below:

\[
\begin{array}{ccc}
H_{p+1}(X^{p+1}, X^p) & \xrightarrow{\partial_*} & H_p(X^p) \\
\downarrow f_* & & \downarrow f_* \\
H_{p+1}(B^{p+1}, S^p) & \xrightarrow{\partial_*} & \tilde{H}_p(S^p)
\end{array}
\]

the top row of the diagram is the \((p+1)\)-th boundary homomorphism of the chain complex \( D(X) \). Since \( \partial_*(\alpha) = \alpha^{[p]} \), the boundary of (the basis element of \( D_{p+1}(X) \) that is identified with the) open cell \( e^{p+1} \) in the chain complex \( D(X) \) equals the image of \( \alpha^{[p]} \) by the homomorphism \( f_* \) represented by the slanted arrow in the diagram above; such homomorphism is represented again as the top row of the commutative diagram given below. We choose a point \( q_e \in e \) for each open \( p \)-cell \( e \in \mathcal{E}_p \) and we set \( e_\times = e \setminus \{q_e\} \) and \( (X^p)_\times = X^p \setminus \bigcup_{e \in \mathcal{E}_p} \{q_e\} \); here comes the diagram:

\[
\begin{array}{ccc}
\tilde{H}_p(S^p) & \xrightarrow{f_*} & H_p(X^p, X^{p-1}) \\
\downarrow & & \downarrow \\
H_p\left(S^p, S^p \setminus \bigcup_{e \in \mathcal{E}_p} \{q_e\}\right) & \xrightarrow{f_*} & H_p(X^p, (X^p)_\times) \\
\downarrow & & \downarrow \\
H_p\left(\bigcup_{e \in \mathcal{E}_p} f^{-1}(e), \bigcup_{e \in \mathcal{E}_p} f^{-1}(e_\times)\right) & \xrightarrow{f_*} & H_p\left(\bigcup_{e \in \mathcal{E}_p} e, \bigcup_{e \in \mathcal{E}_p} e_\times\right) \\
\downarrow f_* & & \downarrow \\
H_p\left(\bigcup_{e \in \mathcal{E}_p} e, \bigcup_{e \in \mathcal{E}_p} e \setminus \{q_e\}\right) & \xrightarrow{f_*} & H_p(e^p, e^p_\times) \\
\end{array}
\]

as usual, the unlabelled arrows are induced by inclusion. Observe that the top part of the right column of the diagram above is precisely the right column of diagram (1.8.4).

Let \( \beta \in H_p(\mathcal{E}^p, e^p) \) denote the chosen orientation on \( e^p \); the generator \( \beta \) of \( H_p(\mathcal{E}^p, e^p) \) corresponds to an orientation \( \tau : e^p \to \mathcal{O}(e^p) \) for the topological manifold \( e^p \) (see Remark 1.8.6). The left column of diagram (1.8.4) restricts to a homomorphism \( H_p(e^p, e^p_\times) \to H_p(e^p, e^p_\times) \) that carries \( \beta \) to \( \tau(q_e) \). Let \( d \in \mathbb{Z} \) denote the coefficient appearing next to \( e^p \) in the boundary of \( e^{p+1} \), i.e., \( d \) is the integer we want to compute. Denote by \( f_*(\alpha^{[p]}) \) the image of \( \alpha^{[p]} \) by the top arrow of
diagram (1.9.3). If we push \( f_* (\alpha^{[p]}) \) down the right column of diagram (1.8.4) and then pull it back using the bottom arrow of (1.8.4), we will obtain an element of the direct sum \( \bigoplus_{e \in \mathcal{E}_p} H_p(e, e_\infty) \) whose component in \( H_p(e_\infty', e_\infty') \) is \( d \cdot \tau(q_{e \infty}) \). By the result of Exercise ??, it then follows that pushing \( f_* (\alpha^{[p]}) \) all the way down the right column of diagram (1.9.3) will give us \( d \cdot \tau(q_{e \infty}) \).

Now let \( d' \in \mathbb{Z} \) denote the degree of the map (1.9.2). The proof of the theorem will be concluded if we can show that the dashed path in diagram (1.9.3) takes \( f \) diagram (1.9.3). If we push \( f \) down the right column of diagram (1.9.3) will give us \( \alpha^{[p]} \). Let’s observe the following things.

- The union \( \bigcup_{e \in \mathcal{E}_p} e \) is a \( p \)-dimensional topological manifold; namely each \( e \in \mathcal{E}_p \) is open in \( X^p \) (and hence in \( \bigcup_{e \in \mathcal{E}_p} e \)) by the result of Exercise ??.
- The set \( U = \bigcup_{e \in \mathcal{E}_p} f^{-1}(e) \) is open in \( S^p \); as in the item above, we know that each \( e \in \mathcal{E}_p \) is open in \( X^p \). The conclusion follows from the continuity of \( f|_{S^p} : S^p \to X^p \).
- The set \( K = \bigcup_{e \in \mathcal{E}_p} f^{-1}(q_e) \) is compact; obviously, for each \( e \in \mathcal{E}_p \), the set \( f^{-1}(q_e) \) is closed in \( S^p \) and therefore compact. Observe now that, by Closure-finiteness, \( f^{-1}(q_e) \) is non empty for at most a finite number of \( e \)'s.
- \( U \setminus K = \bigcup_{e \in \mathcal{E}_p} f^{-1}(e_\infty) \); this is obvious.
- The map:

\[
f| \left[ \bigcup_{e \in \mathcal{E}_p} f^{-1}(e) \right] : \bigcup_{e \in \mathcal{E}_p} f^{-1}(e) \to \bigcup_{e \in \mathcal{E}_p} e
\]

is proper; this follows from the result of Exercise ??, observing that \( f|_{S^p} : S^p \to X^p \) is proper.

We (as usual) use the isomorphism given by the dotted arrow of diagram (1.9.3) to identify orientations of the manifold \( e^p \) at the point \( q_{e^p} \) with orientations of the manifold \( \bigcup_{e \in \mathcal{E}_p} e \) at the point \( q_{e^p} \). Keeping in mind such identification, the items above and Remark 1.4.2, it follows that the dashed path of diagram (1.9.3) takes \( \alpha^{[p]} \) to \( d'' \cdot \tau(q_{e^p}) \), where \( d'' \) equals the degree of the map (1.9.4) at the point \( q_{e^p} \) with respect to the orientation \( \tau(q_{e^p}) \). We now have only to observe that \( d'' = d' \); this follows from items (1) and (2) of Proposition 1.4.3.

We are now going to present a few examples in which all the machinery we have developed will be used to actually compute the singular homology of some spaces. Before that, we make a few remarks that will simplify the practical computations.

1.9.2. REMARK. Sometimes (recall Remark 1.7.5), rather than using a characteristic map \( f : \overline{B}^{p+1} \to X \) for the open \((p+1)\)-cell \( e \), we prefer to work with a continuous map \( f : B \to X \) that take \( \text{inter}(B) \) homeomorphically onto \( e \), where \( B \) is an arbitrary topological space homeomorphic to \( \overline{B}^{p+1} \) (i.e., \( B \) is a \((p+1)\)-cell). Obviously, one can always choose a homeomorphism \( h : \overline{B}^{p+1} \to B \) and then work with the characteristic map \( f \circ h \), but it would be nicer to work directly.
with \( f \). So, how do we adapt Theorem 1.9.1? First, one has to choose an orientation \( \tau \) for \( \text{inter}(B) \) (\( \text{inter}(B) \) has no canonical orientation like \( \mathbb{B}^{p+1} \) does); then the homeomorphism \( f|_{\text{inter}(B)} : \text{inter}(B) \to e^{p+1} \) will induce an orientation on the open \((p+1)\)-cell \( e^{p+1} \) (so that \( f|_{\text{inter}(B)} \) becomes positively oriented). The map (1.9.2) will now be replaced by a map defined on an open subset of \( \text{Bd}(B) \). In Remark 1.4.10 we have mentioned that there is no problem in using degree theory for maps defined on open subsets of topological spaces that are homeomorphic to the sphere, as long as one fixes an orientation for such space. What orientation do we use on \( \text{Bd}(B) \)? The answer is given in Corollary 1.3.33: we use the orientation \( \tau^b \) that is induced from \( \tau \) on the boundary of \( B \).

1.9.3. REMARK. If \( e^1 \in \mathcal{E} \) is an open 1-cell then it is particularly simple to determine the boundary of \( e^1 \) in the cellular complex \( D(X) \). Namely, let \( f : \overline{B}^1 \to X \) be a characteristic map for \( e^1 \); we take on \( e^1 \) the orientation induced by \( f \) and we fix an open 0-cell \( e^0 \in \mathcal{E} \). Observe that \( e^0 \) has a canonical orientation (in the terminology of Example 1.3.21, this is the “+1” orientation). Using Theorem 1.9.1 and Example 1.4.8, we conclude that the coefficient appearing next to \( e^0 \) in the boundary of \( e^1 \) in \( D(X) \) is equal to:

- zero, if either \( f^{-1}(e^0) \) is empty or if \( f^{-1}(e^0) \) contains the two points of \( S^0 \);
- one, if \( f^{-1}(e^0) \) contains only the “north pole” \( 1 \in S^0 \);
- minus one, if \( f^{-1}(e^0) \) contains only the “south pole” \(-1 \in S^0 \).

Regarding Remark 1.9.2, we will in some situations prefer to replace \( \overline{B}^1 \) by an arbitrary oriented 1-cell \((B, \tau)\). Then the “north pole” (respectively, the “south pole”) of \( S^0 \) mentioned in the itemization above should be replaced by the point of \( \text{Bd}(B) \) in which the orientation \( \tau^b \) induced from \( \tau \) on the boundary of \( B \) is equal to +1 (respectively, equal to −1). By Remark 1.3.40, if \( B \) is viewed as an oriented 1-dimensional differentiable manifold with boundary, then the point of \( \text{Bd}(B) \) where \( \tau^b \) equals +1 (respectively, equals −1) is the point where the outward pointing vector defines the positive orientation on the tangent space of \( B \) (respectively, the point where the outward pointing vector defines the negative orientation on the tangent space of \( B \)).

In the examples below we will use freely the contents of Remarks 1.9.2 and 1.9.3, as well as the basic tools for computing degrees given in Propositions 1.4.3 and 1.4.7.

1.9.4. EXAMPLE. We compute the cellular chain complex of the sphere \( S^n \) \((n \geq 1)\) endowed with the cellular decomposition explained in Example 1.7.3. We have just an open \( n \)-cell and an open 0-cell, so that \( D_p(S^n) \cong \mathbb{Z} \) for \( p = 0, n \) and \( D_p(S^n) = 0 \) otherwise. The boundary homomorphisms of \( D(S^n) \) are all trivially zero, except when \( n = 1 \): but in this case the boundary homomorphism \( \partial_0 : D_1(S^1) \to D_0(S^1) \) is again equal to zero, because a characteristic map for the open 1-cell would collapse both points of the boundary of \( \overline{B}^1 \) to the same 0-cell. Thus, in any case, all boundary homomorphisms of \( D(S^n) \) are zero. We conclude
(as we have known already for a long time now) that $H_p(S^n) \cong \mathbb{Z}$ for $p = 0, n$ and $H_p(S^n) = 0$ otherwise.

1.9.5. Example. We compute the cellular chain complex of the torus $T = S^1 \times S^1$ endowed with the cellular decomposition explained in Example 1.7.4. We obviously have:

$$D_2(T) \cong \mathbb{Z}, \quad D_1(T) \cong \mathbb{Z} \oplus \mathbb{Z}, \quad D_0(T) \cong \mathbb{Z};$$

the only non trivial boundary homomorphisms are $\partial_2$ and $\partial_1$. Since the characteristic maps for the open 1-cells $e_1^1$ and $e_2^1$ collapse both points of the boundary of $B^1$ to the same 0-cell, it follows that $\partial_1 = 0$. Let’s now compute $\partial_2(e^2)$. A characteristic map for $e^2$ is given by the quotient map $q : R \to \mathbb{T}$ itself. We have to choose an orientation $\tau$ for $\text{inter}(R) = ]0, 1[^2$; we pick the one induced from the canonical orientation $\tau^{[2]}$ of the plane $\mathbb{R}^2$. The orientation $\tau$ of $\text{inter}(R)$ induces an orientation $\tau^b$ on $\text{Bd}(R)$. Such orientation is described in Example 1.3.41; roughly speaking, this is just the “counter-clockwise” orientation. More explicitly, since the open sides of the rectangle $R$ are (one-dimensional) differentiable manifolds, the orientation $\tau^b$ can be described as follows:

- the restriction of $\tau^b$ to the bottom side $]0, 1[ \times \{0\}$ of $R$ is the one that makes the first vector of the canonical basis of $\mathbb{R}^2$ positive;
- the restriction of $\tau^b$ to the top side $]0, 1[ \times \{1\}$ of $R$ is the one that makes the first vector of the canonical basis of $\mathbb{R}^2$ negative;
- the restriction of $\tau^b$ to the right side $\{1\} \times ]0, 1[$ of $R$ is the one that makes the second vector of the canonical basis of $\mathbb{R}^2$ positive;
- the restriction of $\tau^b$ to the left side $\{0\} \times ]0, 1[$ is the one that makes the second vector of the canonical basis of $\mathbb{R}^2$ negative.

We now have to choose orientations for the open 1-cells $e_1^1$ and $e_2^1$. We choose the ones that makes the homeomorphisms $q|_{]0, 1[ \times \{0\}} : ]0, 1[ \times \{0\} \to e_1^1$ and $q|_{\{0\} \times ]0, 1[ : \{0\} \times ]0, 1[ \to e_2^1$ positively oriented (where the open sides of $R$ are oriented by restrictions of $\tau^b$). Let’s compute the coefficient appearing next to $e_1^1$ in the boundary of $e^2$. We have to compute the degree of the map:

$$q|_{q^{-1}(e_1^1)} : q^{-1}(e_1^1) \longrightarrow e_1^1;$$

such degree is equal to the degree of the map obtained by composing (1.9.5) on the left with the inverse of the positively oriented homeomorphism:

$$q|_{]0, 1[ \times \{0\}} : ]0, 1[ \times \{0\} \to e_1^1.$$

The map obtained by such composition is described in the figure below:

$$q^{-1}(e_1^1) = \begin{cases} ]0, 1[ \times \{0\} \ni (t, 0) \mapsto (t, 0) \\ \cup \\ ]0, 1[ \times \{1\} \ni (t, 1) \mapsto (t, 0) \end{cases}$$

But considering the orientations induced by $\tau^b$ on the open sides of $R$, we conclude that $(t, 0) \mapsto (t, 0)$ is a positive diffeomorphism, while $(t, 1) \mapsto (t, 0)$ is a negative
diffeomorphism. Hence the degree of (1.9.5) is equal to zero. A similar reasoning
shows that the degree of the map:
\[
q\big|_{q^{-1}(e^1_2)} : q^{-1}(e^1_2) \to e^1_2,
\]
is also equal to zero.

1.9.6. Example. Let’s compute the cellular chain complex of the real projective space \(\mathbb{R}P^n\) endowed with the cellular decomposition described in Example 1.7.7. For \(p \leq n + 1\), we identify \(\mathbb{R}P^p\) with the subspace of \(\mathbb{R}P^{n+1}\) spanned by the first \(p\) vectors of the canonical basis, so that we get a sequence of inclusions \(S^0 \subset S^1 \subset S^2 \subset \cdots \subset S^n\) for the unit spheres. If \(q : S^n \to \mathbb{R}P^n\) denotes the quotient map that identifies antipodal points then \(q(S^p) \subset \mathbb{R}P^n\) is identified with \(\mathbb{R}P^p\) for \(p = 0, \ldots, n\), so that we also get a sequence of inclusions \(\mathbb{R}P^0 \subset \mathbb{R}P^1 \subset \cdots \subset \mathbb{R}P^n\). For \(p = 0, \ldots, n - 1\), the difference \(e^{p+1} = \mathbb{R}P^{p+1} \setminus \mathbb{R}P^p\) is exactly the unique open \((p + 1)\)-cell of \(\mathbb{R}P^n\); a characteristic map for \(e^{p+1}\) is obtained by restricting \(q\) to the closed northern hemisphere:
\[
S^{p+1}_n = \{ x \in S^{p+1} \cap \mathbb{R}P^{p+2} : x_{p+2} \geq 0 \}.
\]
We orient the northern hemisphere \(S^{p+1}_n\) with the restriction of the canonical orientation \(\alpha^{p+1}\) (i.e., the outward pointing orientation) of the sphere \(S^{p+1}\). We can now give \(e^{p+1}\) the orientation induced from \(S^{p+1}_n\) by the characteristic map \(q\big|_{S^{p+1}_n}\). Let’s compute the boundary of \(e^{p+1}\) in the chain complex \(\mathcal{D}(\mathbb{R}P^n)\); such boundary is just an integer multiple of \(e^p\). One can check straightforwardly that the orientation \(\tau^b\) that \(S^{p+1}_n\) induces on \(\text{Bd}(S^{p+1}_n) = S^p\) equals the canonical (outward pointing) one if and only if \(p\) is odd, i.e., \(\tau^b = (-1)^{p+1}\alpha[p]\). Let’s now compute the degree of the map:
\[
(1.9.6) \quad q\big|_{q^{-1}(e^p)} : q^{-1}(e^p) \to e^p,
\]
where \(q^{-1}(e^p) = S^p \setminus S^{p-1}\) is endowed with the restriction of the orientation \(\tau^b = (-1)^{p+1}\alpha[p]\). The degree of (1.9.6) equals the degree of the map obtained by composing (1.9.6) on the left with the positively oriented homeomorphism \(q_{\text{inter}}(S^p_n) : (\text{inter}(S^p_n), \alpha[p]) \to e^p\). The resulting map is pictured below:

\[
q^{-1}(e^p) = \begin{cases}
\text{open northern hemisphere} \\
(\text{inter}(S^p_n), (-1)^{p+1}\alpha[p]) \ni x \mapsto x \in (\text{inter}(S^p_n), \alpha[p]) \\
S^p \setminus S^p_n, (-1)^p\alpha[p] \ni x \mapsto -x \in (\text{inter}(S^p_n), \alpha[p]) \\
\text{open southern hemisphere}
\end{cases}
\]

It follows now that the degree of (1.9.6) is equal to \((-1)^{p+1}[1 + (-1)^{p+1}]\), i.e., it is equal to 0 for even \(p\) and it is equal to 2 for odd \(p\). The cellular chain complex of \(\mathbb{R}P^n\) is thus given by:

\[
\cdots \to 0 \to \mathbb{Z} \overset{2}{\to} \mathbb{Z} \overset{0}{\to} \mathbb{Z} \overset{2}{\to} \cdots \to 0 \to \mathbb{Z} \to 0 \to \cdots
\]
for even $n$ and by:

$$
\cdots \rightarrow 0 \rightarrow \mathbb{Z} \xrightarrow{0} \mathbb{Z} \xrightarrow{2} \mathbb{Z} \xrightarrow{0} \cdots \xrightarrow{0} \mathbb{Z} \xrightarrow{0} \cdots
$$

for odd $n$. Finally, the singular homology groups of $\mathbb{R}P^n$ are given by:

$$
H_i(\mathbb{R}P^n) \cong \begin{cases} 
\mathbb{Z}_2 = \mathbb{Z}/2\mathbb{Z}, & \text{if } 1 \leq i \leq n - 1 \text{ and } i \text{ is odd}, \\
\mathbb{Z}, & \text{if } i = 0, \\
\mathbb{Z}, & \text{if } i = n \text{ and } n \text{ is odd}, \\
0, & \text{otherwise}.
\end{cases}
$$

**Exercises for Chapter 1**

**Exercise 1.1.** Complete the proof of $(\ast) \Rightarrow (4)$ in the statement of Lemma 1.1.1.
CHAPTER 2

Morse Theory on Compact Manifolds

2.1. Critical Points and Morse Functions

If \( f : U \subset \mathbb{R}^n \rightarrow \mathbb{R} \) is a smooth map on an open subset \( U \subset \mathbb{R}^n \) then the Hessian of \( f \) at a point \( x \) is the symmetric bilinear map \( \text{Hess}_f : \mathbb{R}^n \times \mathbb{R}^n \rightarrow \mathbb{R} \) that is canonically identified with the second order differential \( d(df)_x : \mathbb{R}^n \rightarrow \mathbb{R}^n \). If we replace \( U \) by an arbitrary differentiable manifold \( M \), then one cannot give a canonical definition for the Hessian of \( f \) at an arbitrary point \( x \in M \); namely, the Hessian of a function in an open subset of \( \mathbb{R}^n \) does not transform correctly with respect to a change of coordinates (see Exercise 2.23). However, it is indeed possible to have a well defined notion of Hessian of \( f \) at the critical points; recall that for a real valued function \( f : M \rightarrow \mathbb{R}, \) a critical point \( x \in M \) is simply a point with \( df(x) = 0 \). We set:

\[
\text{Crit}_f = \{ x \in M : df(x) = 0 \}
\]
\[
\text{Crit}_f(a) = \text{Crit}_f \cap f^{-1}(a), \quad a \in \mathbb{R};
\]

obviously, \( \text{Crit}_f \) and \( \text{Crit}_f(a) \) are closed subsets of \( M \) and the set of regular values of \( f \) is equal to \( \mathbb{R} \setminus f(\text{Crit}_f) \). As we have already observed, the set of regular values is open if \( f \) is proper (this happens, for instance, if \( M \) is compact).

There are several equivalent ways of defining the Hessian of a function \( f : M \rightarrow \mathbb{R} \) at a critical point \( x \in M \). We give the following:

2.1.1. Definition. If \( f : M \rightarrow \mathbb{R} \) is a smooth function and \( x \in M \) is a critical point then the Hessian of \( f \) at the point \( x \) is the symmetric bilinear form \( \text{Hess}_f : T_x M \times T_x M \rightarrow \mathbb{R} \) defined by:

\[
\text{Hess}_f(v, w) = v(W(f)),
\]

where \( W \) is an arbitrary smooth vector field around \( x \in M \) with \( W(x) = w \).

The fact that \( v(W(f)) \) is symmetric and independent of the extension \( W \) of \( w \) follows directly from the fact that:

\[
v(W(f)) - w(V(f)) = [V, W]_x(f) = df_x([V, W]) = 0,
\]

for every smooth vector fields \( V, W \) around \( x \in M \) with \( V(x) = v, W(x) = w \). For other equivalent definitions of the Hessian of a function at a critical point see Exercise 2.24. In particular, we observe that the above definition of Hessian when written in local coordinates gives the usual Hessian of functions in open subsets of \( \mathbb{R}^n \).
Obviously, the local maxima and the local minima of $f : M \to \mathbb{R}$ are critical points. Using the Taylor polynomial of order 2 of $f$ in local coordinates around a critical point $x \in M$, it is easy to see that $f$ increases along the directions $v \in T_x M$ with $\text{Hess}_x f(v, v) > 0$ and that $f$ decreases in the directions $v$ with $\text{Hess}_x f(v, v) < 0$. Moreover, if $\text{Hess}_x f$ is positive definite then $x$ is a local minimum of $f$ and if $\text{Hess}_x f$ is negative definite then $x$ is a local maximum of $f$. If there exists directions $v \in T_x M$ with $\text{Hess}_x f(v, v) > 0$ and directions $v \in T_x M$ with $\text{Hess}_x f(v, v) < 0$ then $x$ is called a saddle point of $f$; obviously a saddle point is neither a local minimum nor a local maximum.

Before proceeding with the development of Morse theory, we need to recall a few things from linear algebra.

2.1.2. DEFINITION. Let $V$ be a real (possibly infinite-dimensional) vector space and $B : V \times V \to \mathbb{R}$ a symmetric bilinear form. The index of $B$, denoted $n_-(B)$, is the (possibly infinite) natural number defined by:

$$n_-(B) = \sup \{ \dim(W) : W \text{ subspace of } V, B|_{W \times W} \text{ negative definite} \}.$$

The co-index of $B$, denoted $n_+(B)$, is defined by:

$$n_+(B) = n_-(-B).$$

The degeneracy of $B$, denoted $\text{dgn}(B)$, is defined as the (possibly infinite) dimension of the kernel of the map $V \ni v \mapsto B(v, \cdot) \in V^*$. If $\text{dgn}(B)$ is equal to zero we say that $B$ is nondegenerate.

The following is a very simple result of linear algebra.

2.1.3. THEOREM (Sylvester’s theorem of inertia). Let $V$ be a finite-dimensional real vector space and $B : V \times V \to \mathbb{R}$ a symmetric bilinear form. Then there exists a basis of $V$ on which $B$ is represented by a diagonal matrix of the form:

$$B \sim \begin{pmatrix} I_p & 0 & 0 \\ 0 & -I_q & 0 \\ 0 & 0 & 0_r \end{pmatrix}$$

where $I_\alpha$ denotes the $\alpha \times \alpha$ identity matrix, $0_\alpha$ denotes the $\alpha \times \alpha$ zero matrix. Moreover, if $B$ is represented by a matrix in the form above in some basis of $V$ then $p = n_+(B)$, $q = n_-(B)$ and $r = \text{dgn}(B)$.

We are now ready to give the following:

2.1.4. DEFINITION. A critical point $x \in M$ of a smooth map $f : M \to \mathbb{R}$ is called nondegenerate if the symmetric bilinear form $\text{Hess}_x f : T_x M \times T_x M \to \mathbb{R}$ is nondegenerate. The Morse index of a critical point $x \in M$ is defined as the index of the symmetric bilinear form $\text{Hess}_x f$. By a Morse function $f : M \to \mathbb{R}$ we mean a smooth map all of whose critical points are nondegenerate.

It follows easily from the Taylor polynomial expansion of $f$ that nondegenerate critical points of Morse index zero (resp., of Morse index equal to $\dim(M)$) are strict local minima (resp., strict local maxima) of $f$. A critical point that is neither
a minimal nor a local maximum is called a saddle point. Observe that a nondegenerate critical point is a saddle point if and only if its Morse index is positive and less than \( \dim(M) \).

Around a nondegenerate critical point, a function can be locally identified with a quadratic form in a suitable coordinate chart. This the the content of the following:

2.1.5. THEOREM (Morse lemma). Let \( f : M \to \mathbb{R} \) be a smooth map on an arbitrary manifold \( M \) and let \( p \in M \) be a nondegenerate critical point of \( f \). There exists a diffeomorphism \( \varphi : U \to \tilde{U} \) from an open neighborhood \( U \) of \( p \) in \( M \) to an open neighborhood of the origin in \( T_p M \) such that \( \varphi(p) = 0 \) and \( f \circ \varphi^{-1} - f(p) \) equals (the restriction to \( \tilde{U} \)) of the quadratic form \( v \mapsto \frac{1}{2} \text{Hess}_{\varphi(p)}(v, v) \).

PROOF. Let \( \psi : V \to \tilde{V} \) be an arbitrary diffeomorphism from an open neighborhood \( V \) of \( p \) in \( M \) to an open neighborhood \( \tilde{V} \) of the origin in \( T_p M \); we may choose \( \psi \) with \( \psi(p) = 0 \). Set \( \tilde{f} = f \circ \psi^{-1} : \tilde{V} \to \mathbb{R} \), so that \( 0 \in T_p M \) is a critical point of \( \tilde{f} \) and \( \text{Hess}_{\tilde{f}_0} = \text{Hess}_f \). We will determine a diffeomorphism \( \alpha \) between open neighborhoods of the origin in \( T_p M \) with \( \alpha(0) = 0 \) and \( f \circ \alpha = \text{Hess}_{\tilde{f}_0} \) around the origin.

Since \( df(0) = 0 \), the first order Taylor expansion of \( \tilde{f} \) around 0 with remainder in integral form gives:

\[
\tilde{f}(v) = \tilde{f}(0) + \int_0^1 (1 - t) \text{Hess}_{\tilde{f}_t}(v, v) \, dt,
\]

for \( v \in T_p M \) in a neighborhood of 0. We may represent the symmetric bilinear form \( \int_0^1 (1 - t) \text{Hess}_{\tilde{f}_t} \, dt \) with respect to some arbitrarily fixed inner product \( \langle \cdot, \cdot \rangle \) in \( T_p M \), obtaining a symmetric linear endomorphism \( A_v \in \text{Lin}(T_p M) \) such that:

\[
\tilde{f}(v) = \tilde{f}(0) + \langle A_v(v), v \rangle,
\]

for \( v \in T_p M \) in a neighborhood of 0; obviously \( v \mapsto A_v \) is a smooth \( \text{Lin}(T_p M) \)-valued map. The nondegeneracy of \( \text{Hess}_{\tilde{f}_0} \) means that the linear map \( A_0 : T_p M \to T_p M \) is an isomorphism; since \( v \mapsto A_0^{-1} A_v \) takes values in a neighborhood of the identity of \( T_p M \) for \( v \) near zero, we may define a smooth map

\[
v \mapsto B_v \in \text{Lin}(T_p M)
\]

with \( B_0 = \text{Id} \) and \( B_v^2 = A_0^{-1} A_v \) for \( v \) near zero (see Exercise 2.1). Thus:

\[
A_v = A_0 B_v^2.
\]

Since \( A_0 \) and \( A_v \) are symmetric, we may take the transpose with respect to \( \langle \cdot, \cdot \rangle \) in both sides of the equality (2.1.2) obtaining \( A_v = (B_v^*)^2 A_0 \) and thus \( B_v^2 = (A_0^{-1} B_v^* A_0)^2 \). By taking \( v \) in a sufficiently small neighborhood of zero, we have both \( B_v \) and \( A_0^{-1} B_v^* A_0 \) in a neighborhood of the identity in \( \text{Lin}(T_p M) \) where the square function is injective; then:

\[
A_0 B_v = B_v^* A_0,
\]
for \( v \) sufficiently close to zero. From (2.1.1), (2.1.2) and (2.1.3) we obtain:

\[
\tilde{f}(v) = \tilde{f}(0) + \langle B^*_v A_0 B_v(v), v \rangle = f(p) + \text{Hess}_p \left( B_v(v), B_v(v) \right),
\]

for \( v \) sufficiently close to zero. Once we show that the map \( v \mapsto B_v(v) \) is a diffeomorphism in a neighborhood of the origin, the conclusion will follow from the above equality by taking \( \alpha \) to be the inverse of such diffeomorphism. The fact that \( v \mapsto B_v(v) \) is a diffeomorphism in a neighborhood of the origin is easily established by the inverse function theorem, observing that the differential of such map at 0 equals \( B_0 = \text{Id} \).

Observe that the origin is the unique critical point of a nondegenerate quadratic form in a vector space. We thus obtain the following immediate corollary.

2.1.6. Corollary. The nondegenerate critical points of a smooth map \( f : M \to \mathbb{R} \) are isolated in \( \text{Crit}_f \). In particular, if \( f \) is a Morse function then \( \text{Crit}_f \) is discrete.

As a matter of fact, the fact that nondegenerate critical points are isolated is a rather elementary fact that follows from the inverse function theorem (see Exercise 2.25).

2.1.7. Remark. It can be proven that every differentiable manifold \( M \) admits a Morse function. Actually, one can show that Morse functions are dense in the space of continuous maps \( M \to \mathbb{R} \) with respect to the topology of uniform convergence, i.e., every continuous map is the uniform limit of Morse functions (see Exercise 2.26).

We will apply the Morse Lemma in order to study the change of the topology of the sublevels of a Morse function when passing a critical value. The precise statement (and most of all the proof) of such result is quite involved and will be given in Section 2.5. For now we will just give an example of how the Morse Lemma can be used to study the topology of the levels \( f^a \) when \( a \) is slightly bigger then the minimum of \( f \).

2.1.8. Proposition. Let \( M \) be a compact differentiable \( n \)-dimensional manifold and \( f : M \to \mathbb{R} \) a smooth function whose minimum points are non degenerate critical points. Then there exists \( \varepsilon > 0 \) such that for \( a \in ]\text{min} f, \text{min} f + \varepsilon[ \) the sublevel \( f^a \) is homeomorphic to a topological sum of \( r \) closed \( n \)-balls, where \( r \) is the number of minimum points of \( f \).

Proof. let \( x_1, \ldots, x_r \in M \) be the minimum points of \( f \) and let \( m \in \mathbb{R} \) be the minimum value of \( f \). By the Morse lemma, for every \( i = 1, \ldots, r \), we can find an open neighborhood \( U_i \) of \( x_i \) in \( M \) and a diffeomorphism \( \varphi_i : U_i \to \tilde{U}_i \) onto an open neighborhood \( \tilde{U}_i \) of the origin in \( T_{x_i} M \) such that \( f \circ \varphi_i^{-1}(v) = m + \frac{1}{2} \text{Hess}_{x_i}(v, v) \) for all \( v \in \tilde{U}_i \). We can assume that the open sets \( U_i \) are disjoint. Since each \( x_i \) is a nondegenerate minimum point of \( f \), the symmetric bilinear form \( \text{Hess}_{x_i} \) in \( T_{x_i} \) is a positive definite inner product and hence there exists \( \varepsilon_i > 0 \) such that \( \frac{1}{2} \text{Hess}_{x_i}(v, v) < \varepsilon_i \) implies \( v \in \tilde{U}_i \). Choose \( \varepsilon > 0 \) less than the minimum of the
\[ \varepsilon_i \]’s and less than the minimum of the positive function \( f - m \) in the compact set \( M \setminus \bigcup_{i=1}^{r} U_i \). We have then:

\[
f^{m+\varepsilon} = \bigcup_{i=1}^{r} \big( f^{m+\varepsilon} \cap U_i \big) = \bigcup_{i=1}^{r} f_i^{-1}(B_i),
\]

where \( B_i \subset \bar{U}_i \) denotes the closed ball:

\[
B_i = \{ v \in T^{1}_{x_i}M : \frac{1}{2}\text{Hess}_{x_i}(v, v) \leq \varepsilon \}.
\]

This concludes the proof. \( \square \)

### 2.2. An Instructive Example: the Height Function on the Torus

Given a Morse function \( f : M \to \mathbb{R} \) on a compact manifold \( M \), then using the critical points of \( f \) one is able to determine information on the homotopy type of \( M \). For every \( c \in \mathbb{R} \), we define the closed \( c \)-sublevel of \( f \) by:

\[
f^c = \{ x \in M : f(x) \leq c \} = f^{-1}(\{ f \leq c \}) ;
\]

when \( c \) is a regular value for \( f \) then \( f^c \) is a smooth submanifold with boundary in \( M \) whose boundary is the level surface \( f^{-1}(c) \). When \( c \) is a critical level, the level surface \( f^{-1}(c) \) may become singular. Usually, it is better to picture the situation in the following way: we identify \( M \) with the graph of \( f \) in \( M \times \mathbb{R} \) and then \( f \) is identified with the “height function” \( M \times \mathbb{R} \ni (m,t) \mapsto t \in \mathbb{R} \). With such identification, the critical points of \( f \) become the valleys, passes and mountain summits of the graph of \( f \). The basic idea is that the topological type of the sublevel \( f^c \) does not change when \( c \) runs through a non critical interval \([a, b] \), i.e., an interval that does not contain critical values. This can be shown by considering the flow of minus the gradient field \( \nabla f \) of \( f \) (with respect to some arbitrary Riemannian metric). This flow gives the direction of “steepest descent” in the graph of \( f \) and can be used to deform the sublevel \( f^b \) onto the sublevel \( f^a \). Clearly, the presence of a critical value on the interval \([a, b] \) is an obstruction to such argument, because some lines of flow of \(-\nabla f \) do not go all the way from the level \( b \) to the level \( a \). We will show indeed that when \( c \) passes through a critical value, the topological type (and also the homotopy type) of \( f^c \) changes, according to the number of critical points in \( f^{-1}(c) \) and their Morse indexes.

Before we get into the details of the theory, it will be useful to describe a very simple example, which served as a motivation in many classical textbooks on the subject (see for instance [98, 119]).

Let us consider a torus \( M = \mathbb{T} \) in \( \mathbb{R}^3 \) tangent to a horizontal plane as in Figure 1; in the language of [119], this is described as a “tire standing in a ready to roll position”. Define \( f : M \to \mathbb{R} \) to be the function that assigns to each point of \( M \) its height above the “floor”. By an elementary analysis of the picture, one sees that the function \( f \) has exactly four critical points that are all nondegenerate: \( P_1 \) is a global minimum point, \( P_2 \) and \( P_3 \) are saddle points (having Morse index equal to one), \( P_4 \) is a global maximum. Set \( c_i = f(P_i), i = 1, 2, 3, 4 \); in Figures 2—6 we give a picture of the closed sublevels \( f^{a_1}, f^{c_1}, f^{a_2}, f^{c_2}, f^{a_3}, f^{c_3}, f^{a_4} \), with \( c_i < a_i < c_{i+1}, i = 1, 2, 3 \).
The closed sublevel $f^a_1$ is homeomorphic to a closed disc, i.e., $f^a_1$ is a closed 2-cell; observe that the Morse index of the critical point $P_1$ is precisely 2.

The closed sublevel $f^c_2$ is no longer homeomorphic to $f^a_1$, but it is a strong deformation retract of $f^a_2$ which is homeomorphic to $f^a_1$ with a handle $[-1, 1] \times [-1, 1]$ attached along $[-1, 1] \times \{-1, 1\}$. Observe that $P_2$ is a critical point of Morse index 1.

The closed sublevel $f^c_3$ is no longer homeomorphic to $f^a_2$, but it is a strong deformation retract of $f^a_3$ which is homeomorphic to $f^a_2$ with a
2.3. Dynamics of the Gradient Flow

In this section \((M, g)\) denotes a compact Riemannian manifold, \(f : M \to \mathbb{R}\) a smooth map and \(F : \mathbb{R} \times M \to M\) the flow of \(-\nabla f\), i.e., \(F(0, x) = x\) and:

\[
\frac{d}{dt} F(t, x) = -\nabla f(F(t, x)),
\]
for all \( t \in \mathbb{R}, \, x \in M \). We also use the short notation:

\[
t \cdot x = F(t, x),
\]

for all \( t \in \mathbb{R}, \, x \in M \); then (2.3.1) defines an action of the additive group \( \mathbb{R} \) in \( M \).

Obviously, if \( x \in M \) is a critical point of \( f \) then \( F(t, x) = x \) for all \( t \in \mathbb{R} \); if \( x \) is not a critical point of \( f \) then:

\[
\frac{d}{dt} f(t \cdot x) = -d_{f \cdot x}(\nabla f(t \cdot x)) = -g(\nabla f(t \cdot x), \nabla f(t \cdot x)) < 0, \quad t \in \mathbb{R},
\]
2.3.1. Lemma. Given an isolated critical point \( x \in M \) of \( f \) and a neighborhood \( U \subset M \) of \( x \) then there exists an open neighborhood \( V \subset M \) of \( x \) contained in \( U \) and \( \varepsilon > 0 \) such that \( f(t \cdot x) \geq c - \varepsilon \) implies \( t \cdot x \in U \) for all \( t \geq 0 \).

The \( \omega \)-limit (resp., the \( \alpha \)-limit) of a flow line \( t \mapsto t \cdot x \) is the set of points \( y \in M \) for which there exists a sequence \( (t_n)_{n \geq 1} \) of real numbers with \( \lim_{n \to +\infty} t_n = +\infty \) (resp., \( \lim_{n \to -\infty} t_n = -\infty \)) and \( \lim_{n \to +\infty} t_n \cdot x = y \).

In what follows we prove a series of lemmas concerning the asymptotic behavior of the flow lines of \(-\nabla f\). For simplicity, we only state the results concerning limits as \( t \to +\infty \); by replacing \( f \) with \(-f\) one can obviously obtain analogous statements for the limits as \( t \to -\infty \).

2.3.2. Lemma. The \( \omega \)-limit of any flow line \( t \mapsto t \cdot x \) consists only of critical points of \( f \).

Proof. Assume by contradiction that there exists a noncritical point \( y_0 \in M \) belonging to the \( \omega \)-limit of \( t \mapsto t \cdot x \). Set \( c = f(y_0) \). Then \( f \) is a submersion near \( y_0 \) and thus we can find an open neighborhood \( V \subset M \) of \( y_0 \) such that \( S = V \cap f^{-1}(c) \) is a submanifold of \( M \) (orthogonal to \(-\nabla f\)). By the inverse function theorem, we can find an open subset \( S_0 \) in \( S \) containing \( y_0 \) and \( \varepsilon > 0 \) such that the map:

\[
S_0 \times ]-\varepsilon, \varepsilon[ \ni (y, s) \mapsto s \cdot y \in M
\]

is a diffeomorphism onto an open neighborhood \( U \subset M \) of \( y_0 \). Since \( y_0 \) is in the \( \omega \)-limit of \( t \mapsto t \cdot x \), we can find \( t_1, t_2 > 0 \), with \( t_1 \cdot x \in U \), \( t_2 \cdot x \in U \) and \( t_2 \geq t_1 + 2\varepsilon \). We can now find \( y_1, y_2 \in S_0 \), \( s_1, s_2 \in ]-\varepsilon, \varepsilon[ \) with \( t_1 \cdot x = s_1 \cdot y_1 \) and \( t_2 \cdot x = s_2 \cdot y_2 \). This implies:

\[
(t_1 - s_1) \cdot x = y_1 \in S_0 \subset f^{-1}(c), \quad (t_2 - s_2) \cdot x = y_2 \in S_0 \subset f^{-1}(c);
\]

since \( t \mapsto f(t \cdot x) \) is strictly increasing, we have \( t_1 - s_1 = t_2 - s_2 \). Hence:

\[
|t_1 - t_2| = |s_1 - s_2| < 2\varepsilon,
\]

which contradicts \( t_2 \geq t_1 + 2\varepsilon \).

2.3.3. Lemma. Let \( y_0 \) belong to the \( \omega \)-limit of a flow line \( t \mapsto t \cdot x \) (so that \( y_0 \) is a critical point of \( f \), by Lemma 2.3.2). If \( y_0 \) is an isolated critical point of \( f \) then \( \lim_{t \to +\infty} t \cdot x = y_0 \).

Proof. Let \( U \subset M \) be a neighborhood of \( y_0 \); let us show that \( t \cdot x \in U \) for \( t \) sufficiently large. Choose a sequence \( (t_n)_{n \geq 1} \) with \( \lim_{n \to +\infty} t_n = +\infty \) and \( \lim_{n \to +\infty} t_n \cdot x = y_0 \). Set \( c = f(y_0) \). Then \( \lim_{n \to +\infty} f(t_n \cdot x) = c \) and, since \( f \) is decreasing along the flow line \( t \mapsto t \cdot x \), it follows that \( f(t \cdot x) \geq c \) for all \( t \). Choose \( V \) and \( \varepsilon > 0 \) as in the statement of Lemma 2.3.1 and \( n \geq 1 \) with \( t_n \cdot x \in V \). Then \( t \cdot x \in U \) for all \( t \geq t_n \). This concludes the proof.

2.3.4. Corollary. If all the critical points of \( f \) are isolated (in particular, if \( f \) is a Morse function) then each flow line of \(-\nabla f\) converges to a critical point of \( f \), i.e., given an arbitrary point \( x \in M \) then the limit \( \lim_{t \to +\infty} t \cdot x \) exists and it is a critical point of \( f \).
PROOF. The compactness of $M$ obviously implies that the $\omega$-limit of any flow line is nonempty. The conclusion follows.

Assuming that all critical points of $f$ are isolated, Corollary 2.3.4 allows us to extend the flow $F : \mathbb{R} \times M \to M$ of $-\nabla f$ to $[-\infty, +\infty] \times M$ by setting:

$$F(-\infty, x) = -\infty \cdot x = \lim_{t \to -\infty} F(t, x), \quad F(+\infty, x) = +\infty \cdot x = \lim_{t \to +\infty} F(t, x),$$

for all $x \in M$. Since $\mathbb{R} \times M$ is open in $[-\infty, +\infty] \times M$, the extension of $F$ defined above is continuous at all points of $\mathbb{R} \times M$. However, one should be very careful about the continuity of $F$ at the points of $\{ -\infty, +\infty \} \times M$ (in fact, $F$ is not continuous in general at those points: see Exercise 2.30). The following weaker continuity condition holds: $F(t_n, x_n)$ tends to $F(+\infty, x)$ when $(t_n, x_n)$ tends to $(+\infty, x)$ provided that $f(t_n \cdot x_n) \geq f(+\infty \cdot x)$ for all $n$. This is proven in the following:

2.3.5. Lemma. Choose $x \in M$; set $y = +\infty \cdot x$ and $c = f(y)$. The restriction of $F$ to the set:

$$(f \circ F)^{-1}(c, +\infty] = \{(t, z) \in [-\infty, +\infty] \times M : f(t \cdot z) \geq c\}$$

is continuous at the point $(+\infty, x)$.

PROOF. Let $U$ be a neighborhood of $y$. We have to show that if $t$ is sufficiently large and $z$ is sufficiently close to $x$ then $t \cdot z \in U$, provided that $f(t \cdot z) \geq c$. By Lemma 2.3.1, we can find an open neighborhood $V$ of $y$ contained in $U$ such that the flow lines starting in $V$ remain in $U$, as long as they don’t go below the level $c$. Choose $t_0 > 0$ such that $t_0 \cdot x \in V$. By the continuity of $F$ on $\mathbb{R} \times M$, we have $t_0 \cdot z \in V$ for $z$ in some neighborhood of $x$. But then $t \cdot z \in U$ for all $t \geq t_0$ with $f(t \cdot z) \geq c$. □

Given $a \in \mathbb{R}$ then each nonconstant flow line of $-\nabla f$ meets the level $a$ at most once; it will be useful to look at the “arrival time function” defined as follows. Set:

$$D_a = \{ x \in M \ \text{\textbar} \ Crit f : f(t \cdot x) = a, \text{ for some } t \in [-\infty, +\infty] \}$$

and define $\lambda_a : D_a \to [-\infty, +\infty]$ by the equality:

$$f(\lambda_a(x) \cdot x) = a,$$

for all $x \in D_a$. We also set:

$$D = \{(a, x) \in \mathbb{R} \times M : x \in D_a \}$$

and we define $\lambda : D \to [-\infty, +\infty]$ by:

$$\lambda(a, x) = \lambda_a(x).$$

We will now study the regularity of the map $\lambda$. We start with the points where $\lambda$ is finite.

2.3.6. Lemma. The set $\lambda^{-1}(\mathbb{R}) \subset D$ is open in $\mathbb{R} \times M$ and the map:

$$\lambda|_{\lambda^{-1}(\mathbb{R})} : \lambda^{-1}(\mathbb{R}) \to \mathbb{R}$$

is smooth.
PROOF. Observe that $\lambda|_{\lambda^{-1}(R)}$ is the map obtained by solving the equation:

$$f(t \cdot x) - a = 0, \quad x \in M \setminus \text{Crit}_f, \ a, t \in R,$$

for $t$. The derivative with respect to $t$ of the lefthand side of the equation above is $-\|\nabla f(t \cdot x)\|^2$, which is nonzero when $x$ is noncritical. The conclusion follows from the implicit function theorem. □

Now we look at the points where $\lambda$ is infinite. We will show that the map $\lambda$ is continuous. In fact, we show a little more. We define an extension:

$$\lambda: \{ (a, x) \in R \times M : x \not\in \text{Crit}_f(a) \} \rightarrow [-\infty, +\infty],$$

of $\lambda$ by setting:

$$\lambda(a, x) = \begin{cases} 
\lambda(a, x), & \text{if } (a, x) \in D, \\
+\infty, & \text{if } (a, x) \not\in D \text{ and } f(x) > a, \\
-\infty, & \text{if } (a, x) \not\in D \text{ and } f(x) < a.
\end{cases}$$

Obviously the domain of $\lambda$ is open in $R \times M$. We now prove the following:

2.3.7. LEMMA. The map $\lambda$ (and in particular the map $\lambda$) is continuous.

PROOF. By Lemma 2.3.6, it suffices to prove that $\lambda$ is continuous at those points where $\lambda$ is infinite. Let thus $(a, x) \in R \times M$ be fixed with $x \not\in \text{Crit}_f(a)$ and $\lambda(a, x) = \pm \infty$. For definiteness, we assume $\lambda(a, x) = +\infty$; the case $\lambda(a, x) = -\infty$ is handled in a similar way. If either $(a, x) \in D$ and $\lambda(a, x) = +\infty$ or $(a, x) \not\in D$ and $f(x) > a$, we have $f(t \cdot x) > a$ for all $t \in R$. Then given $t_0 > 0$ we have $f(t_0 \cdot x) > a$ and by continuity we have $f(t_0 \cdot y) > a + \varepsilon$ for some $\varepsilon > 0$ and for all $y$ in a neighborhood $V$ of $x$. Thus, for $y \in V$ and $|a - b| < \varepsilon$ we have $\lambda(b, y) > t_0$. This concludes the proof. □

In Exercises 2.31 and 2.32 it will become clear that one cannot hope to find a continuous extension of $\lambda$ to the pairs $(a, x)$ with $x \in \text{Crit}_f(a)$.

2.3.8. LEMMA. Let $x \in M$ be a point that is not critical and choose $a \in R$. If there are no critical values of $f$ in the open interval with endpoints $f(x)$ and $a$ then $x \in D_a$. Moreover, if $a$ is not a critical value of $f$ then $\lambda_a(x)$ is finite.

PROOF. If $f(x) = a$ there is nothing to prove. We may assume that $f(x) > a$ (the case $f(x) < a$ can be obtained simply by replacing $f$ with $-f$). If $x$ were not in $D_a$, then it would be $f(t \cdot x) > a$ for all $t \in [0, +\infty]$; then $+\infty \cdot x$ would be a critical point of $f$ with $a < f(+\infty \cdot x) < f(x)$, contradicting our hypothesis. Thus $x \in D_a$. If $\lambda_a(x) = +\infty$ then $+\infty \cdot x$ is a critical point of $f$ at the level $a$ and thus $\lambda_a(x)$ is finite if $a$ is noncritical. □

2.3.9. PROPOSITION. Choose real numbers $a < b$ such that $f$ has no critical values in the open interval $]a, b[$. Then $f^{-1}(a)$ is a strong deformation retract of $f^{-1}([a, b]) \setminus \text{Crit}_f(b)$. 

2. MORSE THEORY ON COMPACT MANIFOLDS

PROOF. It follows from Lemma 2.3.8 that every point \( x \notin \text{Crit}_f(a) \) in the strip

\[
S = f^{-1}([a, b]) \setminus \text{Crit}_f(b)
\]

belongs to \( D_a \). We define a map \( G : [0, +\infty] \times S \to S \) by:

\[
G(t, x) = \begin{cases} F(\min\{t, \lambda_0(x)\}, x), & \text{if } x \notin \text{Crit}_f(a), \\ x, & \text{if } x \in \text{Crit}_f(a). \end{cases}
\]

Since the restriction of \( F \) to

\[
\{ (t, x) : x \in S \setminus \text{Crit}_f(a), \ t \in [0, \lambda_0(x)] \}
\]

is continuous (Lemma 2.3.5) and so is \( \lambda_0 \) (Lemma 2.3.7) it follows that \( G \) is continuous in \([0, +\infty] \times (S \setminus \text{Crit}_f(a))\). The continuity of \( G \) in \([0, +\infty] \times \text{Crit}_f(a)\) follows easily from Lemma 2.3.1 (see also Exercise 2.33). The desired deformation retraction \( H : [0, 1] \times S \to S \) is now obtained from \( G \) by setting \( H(t, x) = G(\alpha(t), x) \), where \( \alpha : [0, 1] \to [0, +\infty] \) is an increasing homeomorphism. \( \square \)

2.3.10. COROLLARY. Under the assumptions of Proposition 2.3.9, the sublevel \( f^a \) is a strong deformation retract of \( f^b \setminus \text{Crit}_f(b) \).

PROOF. Extend the map \( H \) given in the proof of Proposition 2.3.9 by setting \( H(t, x) = x \) for all \( x \in f^a \) and all \( t \). \( \square \)

2.3.11. PROPOSITION (non-critical neck principle). Choose real numbers \( a < b \) such that \( f \) has no critical values in the closed interval \([a, b]\). Then for every \( t_0 \in [a, b] \), there exists a homeomorphism \( H : f^{-1}([a, b]) \to [a, b] \times f^{-1}(t_0) \) whose first coordinate is \( f \), i.e., such that the diagram:

\[
\begin{array}{ccc}
 f^{-1}([a, b]) & \xrightarrow{H} & [a, b] \times f^{-1}(t_0) \\
 f & \downarrow & \downarrow \text{pr}_1 \\
 [a, b] & \xrightarrow{f^{-1}(t_0)} & [a, b]
\end{array}
\]

commutes, where \( \text{pr}_1 \) denotes the projection onto the first coordinate. Moreover, \( H \) can be chosen in such a way that \( H(x) = (t_0, x) \) for all \( x \in f^{-1}(t_0) \).

PROOF. Since \( f \) has no critical values on \([a, b]\), Lemma 2.3.8 implies that the set \([a, b] \times f^{-1}([a, b])\) is contained in \( D \) and that \( \lambda \) takes finite values in such set. The map \( H \) can be explicitly defined by:

\[
H(x) = (f(x), \lambda_{t_0}(x) \cdot x), \quad x \in f^{-1}([a, b]);
\]

we exhibit a continuous inverse for \( H \):

\[
H^{-1}(c, y) = (c, y) \cdot y, \quad c \in [a, b], \ y \in f^{-1}(t_0). \quad \square
\]

2.3.12. COROLLARY. If \([a, b] \subset I_R \) does not contain critical points of \( f \) then the sublevel \( f^b \) is homeomorphic to \( f^a \); moreover, for every \( a_1 < a \) we can find a homeomorphism from \( f^b \) to \( f^a \) that is the identity on \( f^{a_1} \).
2.4. THE MORSE RELATIONS

PROOF. Choose $\varepsilon > 0$ small enough so that $a - \varepsilon > a_1$ and such that the interval $[a - \varepsilon, b]$ does not contain critical values of $f$. Consider the unique affine increasing bijection:

$$\sigma : [a - \varepsilon, b] \rightarrow [a - \varepsilon, a]$$

and the corresponding homeomorphism $\tilde{\sigma} = \sigma \times \text{Id}$ from $[a - \varepsilon, b] \times f^{-1}(a)$ to $[a - \varepsilon, a] \times f^{-1}(a)$. By the non-critical neck principle we can find homeomorphisms

$$H_1 : f^{-1}([a - \varepsilon, b]) \rightarrow [a - \varepsilon, b] \times f^{-1}(a - \varepsilon),$$
$$H_2 : f^{-1}([a - \varepsilon, a]) \rightarrow [a - \varepsilon, a] \times f^{-1}(a - \varepsilon),$$

both with first coordinate equal to $f$ and such that $H_1(x) = H_2(x) = (a - \varepsilon, x)$ for all $x \in f^{-1}(a - \varepsilon)$. The composition $H_2^{-1} \circ \tilde{\sigma} \circ H_1$ gives a homeomorphism from $f^{-1}([a - \varepsilon, b])$ to $f^{-1}([a - \varepsilon, a])$ that is the identity on $f^{-1}(a - \varepsilon)$. The conclusion is obtained by extending $H_2^{-1} \circ \tilde{\sigma} \circ H_1$ to be the identity on $f^{a + \varepsilon}$.

Using Corollary 2.3.12 we can now prove one of the most classical results of Morse theory.

2.3.13. THEOREM (Reeb). Let $M$ be a compact differentiable manifold. If $M$ admits a Morse function having precisely two critical points then $M$ is homeomorphic to a sphere.

PROOF. Let $f : M \rightarrow \mathbb{R}$ be a Morse function having precisely two critical points. Since $M$ is compact, one of them is the global minimum and the other is the global maximum. Write $c_0 = \min f$, $c_1 = \max f$ and choose any $a$ in the open interval $(c_0, c_1)$. From Proposition 2.1.8 and Corollary 2.3.12 we conclude that the sublevel $f^{-a}$ is homeomorphic to the closed ball $\overline{B}^n$, where $n = \dim(M)$. Since $f^{-a}$ is a manifold with boundary whose boundary is $f^{-1}(a)$ (see Exercise 2.11), a homeomorphism $h : f^{-a} \rightarrow \overline{B}^n$ takes $f^{-1}(a)$ to $S^{n-1}$, which is the boundary of $\overline{B}^n$ (see Exercise ??). By a similar argument we get a homeomorphism $\tilde{h}$ from $(f^{-a})^{-1} = f^{-1}([a, c_1])$ to $\overline{B}^n$; such homeomorphism also maps $f^{-1}(a)$ to $S^{n-1}$. Now consider the homeomorphism $\alpha : S^{n-1} \rightarrow S^{n-1}$ given by the “transition map” $h \circ (f^{-1}(a))^{-1}$. We now obtain that $M$ is homeomorphic to the attachment space $\overline{B}^n \cup_\alpha \overline{B}^n$ (see Lemma ??) and such attachment space is homeomorphic to the sphere $S^n$ (see Exercise ??).

2.4. The Morse Relations

2.4.1. DEFINITION. If $x \in M$ is an isolated critical point of $f : M \rightarrow \mathbb{R}$ then the critical numbers of $f$ at $x$ with respect to a field $\mathbb{K}$ are defined by:

$$\mu_k(x, f; \mathbb{K}) = \beta_k(f^c, f^c \setminus \{x\}; \mathbb{K}) = \dim_\mathbb{K}(H_k(f^c, f^c \setminus \{x\})),$$

where $c = f(x)$.

Recall that $H_k(f^c, f^c \setminus \{x\})$ is the local homology group of the space $f^c$ at the point $x$; thus, for any neighborhood $V$ of $x$ in $M$ we have an isomorphism:

$$H_k(V \cap f^c, (V \cap f^c) \setminus \{x\}) \cong H_k(f^c, f^c \setminus \{x\})$$
induced by inclusion.

2.4.2. LEMMA. Given real numbers $a < b$ such that there exists at most one critical value of $f$ in the interval $[a, b]$ then, for any field $\mathbb{K}$, we have:

$$\beta_k(f^b, f^a; \mathbb{K}) = \dim_{\mathbb{K}}(H_k(f^b, f^a; \mathbb{K})) = \sum_{x \in \text{Crit}_f} \mu_k(x, f; \mathbb{K}),$$

(2.4.1) for all $k \geq 0$.

PROOF. By Corollary 2.3.10, if there are no critical values of $f$ in $[a, b]$ then $f^a$ is a strong deformation retract of $f^b$ and thus $H_k(f^b, f^a; \mathbb{K}) \cong H_k(f^a, f^a; \mathbb{K}) = 0$ and hence both sides of (2.4.1) vanish. Assume now that $c \in [a, b]$ is the unique critical value of $f$ in $[a, b]$. By Corollary 2.3.10, $f^c$ is a strong deformation retract of $f^b$ and $f^a$ is a strong deformation retract of $f^c \setminus \text{Crit}_f(c)$; thus:

$$H_k(f^b, f^a; \mathbb{K}) \cong H_k(f^c, f^a; \mathbb{K}) \cong H_k(f^c, f^c \setminus \text{Crit}_f(c); \mathbb{K}).$$

Write $\text{Crit}_f(c) = \{x_1, \ldots, x_r\}$ and choose disjoint open sets $(U_i)_{i=1}^r$ in $M$ such that $x_i \in U_i$, $i = 1, \ldots, r$; set $U = \bigcup_{i=1}^r U_i$. Since $\text{Crit}_f(c)$ is a closed set contained in the open subset $U \cap f^c$ relatively to $f^c$, by excision, we have:

$$H_k(f^c, f^c \setminus \text{Crit}_f(c); \mathbb{K}) \cong H_k(U \cap f^c, (U \cap f^c) \setminus \text{Crit}_f(c); \mathbb{K}).$$

Moreover:

$$H_k(U \cap f^c, (U \cap f^c) \setminus \text{Crit}_f(c); \mathbb{K}) \cong \bigoplus_{i=1}^r H_k(U_i \cap f^c, (U_i \cap f^c) \setminus \{x_i\}; \mathbb{K})$$

$$\cong \bigoplus_{i=1}^r H_k(f^c, f^c \setminus \{x_i\}; \mathbb{K}).$$

The conclusion follows. □

2.4.3. THEOREM. Let $f : M \to \mathbb{R}$ be a smooth function on a compact manifold $M$ having only a finite number of critical points. Then, for any field $\mathbb{K}$, the sequences given by:

$$\mu_k = \sum_{x \in \text{Crit}_f} \mu_k(x, f; \mathbb{K}), \quad \beta_k = \beta_k(M; \mathbb{K}),$$

satisfy the Morse relations.

PROOF. Let $a_1 < a_2 < \cdots < a_r$ be the critical values of $f$ and choose arbitrarily $a_0 < a_1$. Observe that, since $M$ is compact, $f$ has a global minimum and a global maximum and therefore $a_1$ must be the minimum value of $f$ and $a_r$ must be the maximum value of $f$. We define a filtration $(X_n)_{n \geq 0}$ in $M$ by setting $X_n = f^{a_n}$ for $n = 0, \ldots, r$ and $X_n = M$ for $n > r$; observe that $X_0 = \emptyset$ and $X_n = M$ for all $n \geq r$. Obviously the filtration $(X_n)_{n \geq 0}$ satisfies the hypothesis of

---

1The sum in (2.4.1) is understood to be zero if $f$ has no critical values in $[a, b]$. 

Proposition 1.1.6. To conclude the proof we simply apply Lemma 2.4.2 to compute as follows:

$$
\sum_{n=0}^{+\infty} \beta_k(X_{n+1}, X_n; \mathbb{K}) = \sum_{n=0}^{r-1} \beta_k(f^{n+1}, f^n; \mathbb{K}) = \sum_{x \in \text{Crit}_f} \mu_k(x, f; \mathbb{K}).
$$

2.4.4. Lemma. If $x \in M$ is a nondegenerate critical point of $f : M \to \mathbb{R}$ then, for any field $\mathbb{K}$, the critical numbers of $f$ at $x$ are given by:

$$
\mu_k(x, f; \mathbb{K}) = \begin{cases} 
1, & k = \mu(x), \\
0, & k \neq \mu(x).
\end{cases}
$$

Proof. Let $r$ denote the Morse index of $x$, $n$ the dimension of $M$ and set $c = f(x)$. By the Morse Lemma, some neighborhood of $x$ in $f^{-c}$ is homeomorphic to a neighborhood of the origin in the cone:

$$
C = \{(y_1, y_2) \in \mathbb{R}^r \times \mathbb{R}^{n-r} : \|y_2\|^2 - \|y_1\|^2 \leq 0\} \subset \mathbb{R}^n,
$$

by a homeomorphism that sends $x$ to the origin. Thus:

$$
H_k(f^{-c}, f^{-c} \setminus \{x\}; \mathbb{K}) \cong H_k(C, C \setminus \{0\}; \mathbb{K}),
$$

for all $k$. It is easy to see that $\mathbb{R}^r \times \{0\}$ and $(\mathbb{R}^r \times \{0\}) \setminus \{0\}$ are strong deformation retracts respectively of $C$ and $C \setminus \{0\}$; therefore:

$$
H_k(C, C \setminus \{0\}; \mathbb{K}) \cong H_k(\mathbb{R}^r, \mathbb{R}^r \setminus \{0\}; \mathbb{K}).
$$

This concludes the proof. \qed

2.4.5. Corollary. If $f : M \to \mathbb{R}$ is a Morse function on a compact manifold $M$ then, for any field $\mathbb{K}$, the sequences given by:

$$
\mu_k = \text{number of critical points of } f \text{ having Morse index equal to } k,
$$

$$
\beta_k = \beta_k(M; \mathbb{K}),
$$

satisfy the Morse relations.

Proof. It follows from Theorem 2.4.3 and Lemma 2.4.4. \qed

2.5. The CW-Complex Associated to a Morse Function

In Section ?? we have seen that the sublevels $f^a$ and $f^b$ of a smooth map $f : M \to \mathbb{R}$ are homeomorphic if $[a, b]$ is a non critical interval for $f$. In this section we will study the relation between the topology of $f^b$ and $f^a$ when $[a, b]$ contains critical values of $f$. More precisely, we will show the following:

2.5.1. Proposition. Let $f : M \to \mathbb{R}$ be a smooth map where $M$ is a compact $n$ dimensional manifold. Assume that $c \in [a, b]$ is the unique critical value of $f$ in $[a, b]$ and that all the critical points of $f$ at the level $c$ are nondegenerate. Hence, there is only a finite number (say, $r$) of such critical points; denote by $\nu_1, \ldots, \nu_r$ their Morse indexes. Then, there exists a continuous map $\alpha : \sum_{i=1}^r S^{\nu_i-1} \times \mathbb{B}^{n-\nu_i} \to f^a$ and a homeomorphism from $f^b$ to the attachment
space \( \left( \sum_{i=1}^{r} \mathbb{B}^{\nu_i} \times \mathbb{B}^{n-\nu_i} \right) \cup_{\alpha} f^{a};\) moreover, given \( a_1 < a,\) such homeomorphism can be chosen to be the identity on \( f^{a_1}.\)

The proof of Proposition 2.5.1 will take the rest of this section. By adding a constant to \( f,\) we can assume without loss of generality that \( c = 0.\) Moreover, for \( \varepsilon > 0 \) sufficiently small, we may assume that \( a = -\varepsilon \) and \( b = \varepsilon;\) namely, from Corollary 2.3.12, we can find homeomorphisms \( f^b \to f^\varepsilon \) and \( f^{-\varepsilon} \to f^{a}\) that are the identity on \( f^{a_1}.\) Furthermore, in order to simplify the proof we will assume that there exists a unique critical point \( p \in M \) at the level \( \varepsilon;\) we denote by \( \nu \) the Morse index of such critical point. The proof in this case illustrates the technique that can be applied with straightforward adaptations to the general case. We left the details to the reader.

The idea of the proof of the proposition is to determine a smooth function \( g : M \to \mathbb{R} \) satisfying the following conditions:

- \( g \leq f;\)
- \( g^\varepsilon = f^\varepsilon;\)
- \( [-\varepsilon, \varepsilon] \) is a non critical interval for \( g;\)
- there exists a homeomorphism \( \chi : \text{Dom}(\chi) \subset M \to \mathbb{B}^\nu \times \mathbb{B}^{n-\nu} \) such that \( \chi^{-1}(S^{\nu-1} \times \mathbb{B}^{n-\nu}) \subset f^{-\varepsilon} \) and \( \text{Dom}(\chi) \) is a closed subset of \( M \) with \( g^{-\varepsilon} = f^{-\varepsilon} \cup \text{Dom}(\chi).\)

Once we show the existence of such \( g,\) the proof of Proposition 2.5.1 will follow easily by applying Corollary 2.3.12 to \( g.\) Namely, since \( [-\varepsilon, \varepsilon] \) is a non critical interval for \( g,\) there exists a homeomorphism from \( g^\varepsilon = f^\varepsilon \) onto \( g^{-\varepsilon} \) that fixes \( g^{a_1} \supset f^{a_1}.\) Moreover, by Lemma ??, \( g^{-\varepsilon} = f^{-\varepsilon} \cup \text{Dom}(\chi) \) is homeomorphic (by a homeomorphism that is the identity on \( f^{-\varepsilon} \)) to the attachment space \( (\mathbb{B}^\nu \times \mathbb{B}^{n-\nu}) \cup_{\alpha} f^{-\varepsilon}, \) where \( \alpha = \chi^{-1}|_{S^{\nu-1} \times \mathbb{B}^{n-\nu}}.\)

In order to define \( g,\) we consider a diffeomorphism \( \varphi : U \to \tilde{U} \) as in Theorem 2.1.5; we will define \( g \) to be a perturbation of \( f \) inside \( U.\) Let’s now go for the technical details. Consider a \( \text{Hess}f_p \)-orthogonal direct sum decomposition

\[(2.5.1) \quad T_p M = \mathcal{H}_+ \oplus \mathcal{H}_-\]

with \( \text{Hess}f_p \) positive definite on \( \mathcal{H}_+ \) and negative definite on \( \mathcal{H}_-.\) We will write the points of \( T_p M \) as pairs \( (x, y) \) with \( x \in \mathcal{H}_+ \) and \( y \in \mathcal{H}_-.\) Define an inner product \( \langle \cdot, \cdot \rangle \) on \( T_p M \) by setting:

\[(2.5.2) \quad \langle (x_1, y_1), (x_2, y_2) \rangle = \text{Hess}f_p(x_1, x_2) - \text{Hess}f_p(y_1, y_2).\]

Denoting by \( \| \cdot \| \) the norm corresponding to \( \langle \cdot, \cdot \rangle \) we have:

\[(f \circ \varphi^{-1})(x, y) = \| x \|^2 - \| y \|^2,\]

for all \( (x, y) \in \tilde{U}. \) The number \( \varepsilon > 0 \) must be chosen so that:

\[\mathbb{B}(0; \sqrt{6\varepsilon}) \subset \tilde{U}.\]

Let \( \lambda : \mathbb{R} \to \mathbb{R} \) be a smooth function such that \( \lambda(t) = 1 \) for \( t \leq \frac{1}{2}, \lambda(t) = 0 \) for \( t \geq 1 \) and \( -3 \leq \lambda'(t) \leq 0 \) for all \( t \in \mathbb{R}.\) We define \( g \) to be equal to \( f \) outside
we have everywhere. We now observe that 

\[ \varphi^{-1}(x, y) = (f \circ \varphi^{-1})(x, y) - \frac{3\varepsilon}{2} \lambda \left( \frac{\|x\|^2}{\varepsilon} \right) \lambda \left( \frac{\|x\|^2 + \|y\|^2}{6\varepsilon} \right) \]

for all \((x, y) \in \tilde{U}\). Obviously \(g\) equals \(f\) outside the closed set \(\varphi^{-1}(\tilde{B}(0; \sqrt{6\varepsilon}))\), so that \(g\) is indeed smooth; moreover, since \(\lambda\) is non negative, we have \(g \leq f\) everywhere. We now observe that \(f\) equals \(g\) outside \(f^\varepsilon\) since for \((x, y) \in U \setminus f^\varepsilon\) we have \(\|x\|^2 > \varepsilon\). It follows that \(f^\varepsilon = g^\varepsilon\).

Let us now prove that \([-\varepsilon, \varepsilon]\) is a non critical interval for \(g\). Observe first that \(f\) equals \(g\) on a neighborhood of \(M \setminus U\) and therefore \(f\) and \(g\) have the same critical points outside \(U\); since \(p \in U\) is the unique critical point of \(f\) in \(f^{-1}([-\varepsilon, \varepsilon])\), we conclude that the critical points of \(g\) in \(g^{-1}([-\varepsilon, \varepsilon])\) must be inside \(U\). The differential of \(g\) in \(U\) is easily computed\(^2\) as:

\[ g^\varepsilon = f^\varepsilon \cup \varphi^{-1}(\tilde{Q}) \]

where \(\tilde{Q} \subset \tilde{B}(0, \sqrt{3\varepsilon}) \subset \tilde{U} \subset T_pM\) is defined by:

\[ \tilde{Q} = \left\{ (x, y) \in H_+ \times H_- : \|x\|^2 \leq \frac{\varepsilon}{2}, \|y\|^2 \leq \|x\|^2 + \varepsilon \right\} \]

The verification of the equality (2.5.4) requires a number of elementary arguments among which we single out the following:

- since \(\tilde{Q} \subset \tilde{B}(0, \sqrt{3\varepsilon})\), the quantity \(\lambda(\frac{\|x\|^2 + \|y\|^2}{6\varepsilon})\) appearing in the definition of \(g\) is equal to 1 when \((x, y) \in \tilde{Q}\).

\(^2\)We identify \(T_pM^*\) with \(H'_+ \oplus H'_-\).
• the set \( g^{-\varepsilon} \setminus f^{-\varepsilon} \) is contained in \( U \);
• for \((x, y) \in U\), if \( \varphi^{-1}(x, y) \) is in \( g^{-\varepsilon} \setminus f^{-\varepsilon} \) then \( \|x\|^2 < \varepsilon \) and \( \|y\|^2 < 2\varepsilon \), so that again \( \lambda(\|x\|^2 + \|y\|^2) \) is equal to 1.

To complete the proof of Proposition 2.5.1 we now must exhibit a homeomorphism \( \hat{h} : \hat{Q} \to B^\nu \times B^{n-\nu} \) such that:

\[
\hat{h}^{-1}(S^{\nu-1} \times B^{n-\nu}) \subseteq \{(x, y) \in H_+ \times H_- : \|x\|^2 - \|y\|^2 \leq -\varepsilon\}.
\]

The homeomorphism \( \hat{h} \) is defined with the help of the following:

2.5.2. LEMMA. Given subsets \( Q_1, Q_2 \subseteq [0, +\infty]^2 \) and normed real vector spaces \( H_+, H_- \) set

\[
\hat{Q}_i = \{(x, y) \in H_+ \times H_- : (\|x\|, \|y\|) \in Q_i\},
\]

for \( i = 1, 2 \). Assume that \( h : Q_1 \to Q_2 \) is a homeomorphism satisfying the following conditions:

1. for \( i = 1, 2 \), the map

\[
\{(u_1, u_2) \in Q_1 : u_i \neq 0\} \ni u \mapsto \begin{pmatrix} h_i(u) \\ u_i \end{pmatrix} \in \mathbb{R}
\]

admits a continuous extension to a map \( \tilde{h}_i : Q_1 \to \mathbb{R} \), where \( h = (h_1, h_2) \);

2. for \( i = 1, 2 \), the map

\[
\{(v_1, v_2) \in Q_2 : v_i \neq 0\} \ni v \mapsto \begin{pmatrix} k_i(v) \\ v_i \end{pmatrix} \in \mathbb{R}
\]

admits a continuous extension to a map \( \tilde{k}_i : Q_2 \to \mathbb{R} \), where \( k = (k_1, k_2) \) and \( k = h^{-1} : Q_2 \to Q_1 \).

Then the map:

\[
\hat{h} : \hat{Q}_1 \ni (x, y) \mapsto (\tilde{h}_1(\|x\|, \|y\|)x, \tilde{h}_2(\|x\|, \|y\|)y) \in \hat{Q}_2
\]

is a homeomorphism.

PROOF. Observe that the map:

\[
\hat{h} : \hat{Q}_2 \ni (z, w) \mapsto (\tilde{k}_1(\|z\|, \|w\|)z, \tilde{k}_2(\|z\|, \|w\|)w) \in \hat{Q}_1
\]

is the continuous inverse of \( \hat{h} \). □

Finally, we define the homeomorphism \( h \):

2.5.3. LEMMA. Consider the region \( Q_1 \subseteq [0, +\infty]^2 \) given by:

\[
Q_1 = \left\{(u_1, u_2) \in [0, +\infty]^2 : u_1^2 \leq \frac{\varepsilon}{2}, u_2^2 \leq u_1^2 + \varepsilon \right\}
\]  
\[
\cup \left\{(u_1, u_2) \in [0, +\infty]^2 : \frac{\varepsilon}{2} \leq u_2^2 \leq \varepsilon, \tau(u_1) \leq u_2^2 \leq u_1^2 + \varepsilon \right\},
\]

and the unit square \( Q_2 = [0, 1]^2 \). There exists a homeomorphism \( h : Q_1 \to Q_2 \) satisfying conditions (1) and (2) in the statement of Lemma 2.5.2 and mapping the graph of \([0, \sqrt{\varepsilon}] \ni u_1 \mapsto \sqrt{u_1^2 + \varepsilon}\) to the upper side \([0, 1] \times \{1\}\) of \( Q_2 \).
PROOF. Consider the regions (see figure 7):

\[ R_1 = \left[ 0, \sqrt{\frac{\varepsilon}{8}} \right] \times \left[ 0, \sqrt{\frac{\varepsilon}{2}} \right] . \]

\[ R_2 = \left\{ (u_1, u_2) \in \left[ 0, +\infty \right]^2 : u_1^2 \leq \frac{\varepsilon}{8}, \frac{\varepsilon}{4} \leq u_2^2 \leq u_1^2 + \varepsilon \right\} . \]

\[ R_3 = \left\{ (u_1, u_2) \in \left[ 0, +\infty \right]^2 : u_2^2 \leq \frac{\varepsilon}{4}, \frac{\varepsilon}{8} \leq u_1^2 \leq \sigma(u_2)^2 \right\} , \]

\[ R_4 = \left\{ (u_1, u_2) \in \left[ 0, +\infty \right]^2 : \frac{\varepsilon}{8} \leq u_1^2 \leq \sigma \left( \sqrt{\frac{\varepsilon}{2}} \right)^2, \frac{\varepsilon}{4} \leq u_2^2 \leq u_1^2 + \varepsilon \right\} \]

\[ \cup \left\{ (u_1, u_2) \in \left[ 0, +\infty \right]^2 : \sigma \left( \sqrt{\frac{\varepsilon}{2}} \right)^2 \leq u_1^2 \leq \varepsilon, \tau(u_1) \leq u_2^2 \leq u_1^2 + \varepsilon \right\} , \]

where \( \sigma : \left[ 0, \sqrt{\frac{2\varepsilon}{\sqrt{2}}} \right] \rightarrow \left[ \sqrt{\frac{\varepsilon}{2}}, \sqrt{\varepsilon} \right] \) is the inverse of \( \sqrt{\tau} : \left[ \sqrt{\frac{\varepsilon}{2}}, \sqrt{\varepsilon} \right] \rightarrow \left[ 0, \sqrt{2\varepsilon} \right] ; \)

observe that \( Q_1 = R_1 \cup R_2 \cup R_3 \cup R_4 . \)

We will construct a homeomorphism \( h \) from the region \( Q_1 \) to the rectangle \( Q'_2 = \left[ 0, \sigma \left( \sqrt{\frac{\varepsilon}{2}} \right) \right] \times \left[ 0, \frac{3\sqrt{\varepsilon}}{\sqrt{8}} \right] \) satisfying conditions (1) and (2) in the statement of Lemma 2.5.2 and mapping the graph of \( [0, \sqrt{\varepsilon}] \ni u_1 \mapsto \sqrt{u_1^2 + \varepsilon} \) to the upper side of \( Q'_2 . \) The desired homeomorphism from \( Q_1 \) to \( Q_2 \) is obtained by composing \( h \) with the map \((u_1, u_2) \mapsto \left( \sigma \left( \sqrt{\frac{\varepsilon}{2}} \right)^{-1} u_1, \frac{\sqrt{\varepsilon}}{3\sqrt{\varepsilon}} u_2 \right) . \)

The homeomorphism \( h \) will be defined by describing its restriction to each region \( R_i . \)

- \( h|_{R_1} \) is the identity.
- \( h|_{R_2} : R_2 \rightarrow \left[ 0, \sqrt{\frac{\varepsilon}{8}} \right] \times \left[ \sqrt{\frac{\varepsilon}{2}}, \frac{3\sqrt{2}}{\sqrt{8}} \right] \) is the homeomorphism

\[ (u_1, u_2) \mapsto (u_1, h_2(u_1, u_2)) , \]

where \( h_2(u_1, \cdot) \) is an increasing affine map for all \( u_1 . \)
\( h|_{R_3} : R_3 \to [\sqrt{\frac{\pi}{8}}, \sigma(\frac{\sqrt{\pi}}{2})] \times [0, \sqrt{\pi}] \) is the homeomorphism
\[
(u_1, u_2) \mapsto (h_1(u_1), u_2),
\]
where \( h_1(\cdot, u_2) \) is an increasing affine map for all \( u_2 \).

\( h|_{R_4} : R_4 \to [\sqrt{\frac{\pi}{8}}, \sigma(\frac{\sqrt{\pi}}{2})] \times [\frac{\sqrt{\pi}}{2}, \sqrt{\pi}] \) is a homeomorphism that equals the identity on the left and bottom sides of the rectangle \([\sqrt{\frac{\pi}{8}}, \sigma(\frac{\sqrt{\pi}}{2})] \times [\frac{\sqrt{\pi}}{2}, \sqrt{\pi}]\) and that maps the graph of \([\sqrt{\frac{\pi}{8}}, \sqrt{\pi}] \ni u_1 \mapsto \sqrt{u_1^2 + \varepsilon}\) to the upper side of \([\sqrt{\frac{\pi}{8}}, \sigma(\frac{\sqrt{\pi}}{2})] \times [\frac{\sqrt{\pi}}{2}, \sqrt{\pi}]\). For an explicit construction of such homeomorphism see Exercise 2.28.

It is easy to see that \( h \) is well-defined and that it is a homeomorphism from \( Q_1 \) to \( Q_2' \), that maps the graph of \([0, \sqrt{\varepsilon}] \ni u_1 \mapsto \sqrt{u_1^2 + \varepsilon}\) to the upper side of \([\sqrt{\frac{\pi}{8}}, \sigma(\frac{\sqrt{\pi}}{2})] \times [\frac{\sqrt{\pi}}{2}, \sqrt{\pi}]\). For conditions (1) and (2), observe that \( \frac{h_i(u_1, u_2)}{u_1} \) equals 1 near the axis \( u_i = 0 \) and that also \( \frac{h_i(v_1, v_2)}{v_1} \) equals 1 near the axis \( v_i = 0 \) for \( i = 1, 2 \).

**2.5.4. Lemma.** Let \( \alpha : \sum_{i=1}^r S^{\nu_i - 1} \times B^{\mu_i} \to Y \) be a continuous map, where \( Y \) is a topological space and \( \nu_i, \mu_i, i = 1, \ldots, r \), are non negative integers. Let \( \tilde{\alpha} \) be the restriction of \( \alpha \) to \( \sum_{i=1}^r S^{\nu_i - 1} \), where we identify \( B^{\nu_i} \) with the subspace \( B^{\nu_i} \times \{0\} \) of \( B^{\nu_i} \times B^{\mu_i} \). Then \( \left( \sum_{i=1}^r B^{\nu_i}\right) \cup_{\tilde{\alpha}} Y \) is a strong deformation retract of \( \left( \sum_{i=1}^r B^{\nu_i} \times B^{\mu_i}\right) \cup \alpha \ Y \).

**Proof.** Set:
\[
X = \sum_{i=1}^r B^{\nu_i} \times B^{\mu_i}, \quad A = \sum_{i=1}^r S^{\nu_i - 1} \times B^{\mu_i},
\]
\[
X' = \sum_{i=1}^r (B^{\nu_i} \times \{0\}) \cup (S^{\nu_i - 1} \times B^{\mu_i}),
\]
\[
A' = \sum_{i=1}^r S^{\nu_i - 1} \times (B^{\mu_i} \setminus \{0\}),
\]
so that \( X' \setminus A' = \sum_{i=1}^r B^{\nu_i}, \ A \setminus A' = \sum_{i=1}^r S^{\nu_i - 1} \) and \( \tilde{\alpha} = \alpha |_{(A \setminus A')} \). It is easy to see that \( X' \) is a strong deformation retract of \( X \setminus A \). It follows from Exercise 2.28 that \( X' \cup_{\tilde{\alpha}} Y \) is a strong deformation retract of \( X \cup_{\alpha} Y \); finally, Exercise 2.29 implies that \( X' \cup_{\tilde{\alpha}} Y = (X' \setminus A') \cup_{\alpha |_{(A \setminus A')}} Y \).

**2.5.5. Theorem.** Let \( M \) be a compact differentiable manifold and \( f : M \to \mathbb{R} \) a smooth Morse function. Then \( M \) has the same homotopy type of a (finite) CW-complex \( Y \) such that for every \( \nu = 0, 1, \ldots, \dim(M) \), the number of open \( \nu \)-cells of \( Y \) equals the number of critical points of \( f \) having Morse index \( \nu \).

**Proof.** Since \( f \) is a Morse function and \( M \) is compact, the number of critical points (and hence of critical values) of \( f \) is finite (see Corollary 2.1.6). Denote by \( c_1 < c_2 < \cdots < c_p \) the critical values of \( f \); choose \( b_0 < c_1, b_p > c_p \) and for every
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$i = 1, \ldots, p - 1$ choose $a_i, b_i \in \mathbb{R}$ with $c_i < a_i < b_i < c_{i+1}$. Clearly, $f^{b_0} = \emptyset$ and $f^{b_p} = M$.

We will construct inductively a sequence of homotopy equivalences $h_i : f^{b_i} \to Y_i$, $i = 0, 1, \ldots, p$, where $Y_i$ is a CW-complex and for each $i = 0, 1, \ldots, p - 1$ we have:

- $Y_i$ is a subcomplex of $Y_{i+1}$;
- for every integer $\nu \geq 0$, the number of $\nu$-cells of $Y_{i+1}$ not in $Y_i$ equals the number of critical points of $f$ at the level $c_{i+1}$ having Morse index $\nu$;
- $h_{i+1}$ coincides with $h_i$ on $f^{b_i}$.

After such construction we will have a homotopy equivalence $h_p$ from $f^{b_p} = M$ to the CW-complex $Y = Y_p$ which has the desired number of cells on each dimension.

For $i = 0$ we have $f^{b_0} = \emptyset$ and there is nothing to do. Now assume that for some $i = 0, \ldots, p - 1$ the homotopy equivalence $h_i : f^{b_i} \to Y_i$ has been constructed. Assume that $f$ has $r$ critical points at the level $c_{i+1}$ whose Morse indexes are denoted by $\nu_j^{c_{i+1}}$; set $\mu_i = \dim(M) - \nu_i$. Since $c_{i+1}$ is the unique critical value of $f$ on $[b_i, b_{i+1})$, Proposition 2.5.1 gives us a homeomorphism:

\[
(2.5.5) \quad f^{b_{i+1}} \to \left( \sum_{j=1}^r \overline{B}^{\nu_j^{c_i}} \times \overline{B}^{\mu_j} \right) \cup_{\alpha} f^{b_i},
\]

that fixes the points of $f^{b_i}$, where $\alpha : \sum_{j=1}^r S^{\nu_j^{c_i}-1} \times \overline{B}^{\mu_j} \to f^{b_i}$ is a continuous map. By Lemma 2.5.4, we have a strong deformation retraction:

\[
(2.5.6) \quad \left( \sum_{j=1}^r \overline{B}^{\nu_j^{c_i}} \times \overline{B}^{\mu_j} \right) \cup_{\alpha} f^{b_i} \to \left( \sum_{j=1}^r \overline{B}^{\nu_j^{c_i}} \right) \cup_{\tilde{\alpha}} f^{b_i},
\]

where $\overline{B}^{\nu_j^{c_i}}$ is identified with $\overline{B}^{\nu_j^{c_i}} \times \{0\} \subset \overline{B}^{\nu_j^{c_i}} \times \overline{B}^{\mu_j}$ and $\tilde{\alpha}$ is the restriction of $\alpha$ to $\sum_{j=1}^r S^{\nu_j^{c_i}-1}$. By Exercise 2.7, we have a homeomorphism:

\[
(2.5.7) \quad \left( \sum_{j=1}^r \overline{B}^{\nu_j^{c_i}} \right) \cup_{\tilde{\alpha}} f^{b_i} \to C_{\tilde{\alpha}},
\]

that fixes the points of $f^{b_i}$, where $C_{\tilde{\alpha}}$ denotes the cone of the map

\[
\tilde{\alpha} : \sum_{j=1}^r S^{\nu_j^{c_i}-1} \to f^{b_i}.
\]

Using Corollary 2.7, we obtain a homotopy equivalence:

\[
(2.5.8) \quad C_{\tilde{\alpha}} \to C_{h_i \circ \tilde{\alpha}},
\]

that extends $h_i : f^{b_i} \to Y_i$. Applying Proposition 1.7.20 to the restriction of $h_i \circ \tilde{\alpha}$ to each sphere $S^{\nu_j^{c_i}-1}$, we obtain a continuous map $k : \sum_{j=1}^r S^{\nu_j^{c_i}-1} \to Y_i$ that is homotopic to $h_i \circ \tilde{\alpha}$ and such that $k(S^{\nu_j^{c_i}-1})$ is contained in the $(\nu_j - 1)$-skeleton $Y_{i, \nu_j^{c_i}-1}$ of the CW-complex $Y_i$. Now Corollary 2.7 gives us a homotopy equivalence:

\[
(2.5.9) \quad C_{h_i \circ \tilde{\alpha}} \to C_k,
\]
that fixes the points of $Y_i$. Again by Exercise 1.7.14 we have a homeomorphism:

$$C_k \rightarrow \left( \sum_{j=1}^r B^{\nu_j} \right) \cup_k Y_i,$$

that fixes the points of $Y_i$. By Proposition 1.7.14 the topological space:

$$Y_{i+1} = \left( \sum_{j=1}^r B^{\nu_j} \right) \cup_k Y_i,$$

can be endowed with the structure of a CW-complex having $Y_i$ as a subcomplex and the open balls $B^{\nu_j}$, $j = 1, \ldots, r$, as open cells. To complete the induction step and the proof of the theorem, now take $h_{i+1}$ to be the composition of the homotopy equivalences (2.5.5)—(2.5.10).

NEW PROOF OF COROLLARY 2.4.5. By Theorem 2.5.5, $M$ has the same homotopy type (and hence the same homology) of a CW-complex $Y$ having $\mu_k$ open cells of dimension $k$ for every $k \geq 0$. But the singular homology of $Y$ with coefficients in $\mathbb{K}$ is isomorphic to the homology of the cellular complex $D(Y; \mathbb{K})$ of $Y$, which is a nonnegative chain complex of $\mathbb{K}$-vector spaces whose $k$-th chain space has the dimension equal to the number of $k$-th dimensional open cells of $Y$. The conclusion follows from Lemma 1.1.1.

2.6. The Morse–Witten Complex

2.6.1. Definition. Given a critical point $p \in M$ of $f$ then the stable and the unstable manifold of $p$ are defined respectively by:

$$W_s(p, f) = \{ x \in M : \lim_{t \to +\infty} t \cdot x = p \},$$

$$W_u(p, f) = \{ x \in M : \lim_{t \to -\infty} t \cdot x = p \}.$$

When $f$ is fixed by the context, we will write simply $W_s(p)$ and $W_u(p)$.

The concepts of stable and unstable manifolds are standard in the theory of dynamical systems (see [?]). More generally, one can define the stable and unstable manifolds for hyperbolic singularities of an arbitrary vector field. In Appendix B we present a summary of the basic concepts of such theory, as well as the proof of the following:

2.6.2. Theorem. Let $f : M \rightarrow \mathbb{R}$ be a smooth function on a Riemannian manifold $(M, g)$ and let $p \in M$ be a nondegenerate critical point of $f$. Then the stable and the unstable manifold of $p$ are connected embedded submanifolds of $M$, whose dimensions are respectively equal to the coindex and the index of $\text{Hess} f_p$. The tangent spaces $T_pW_s(p)$ and $T_pW_u(p)$ are given respectively by the positive and the negative eigenspaces of $\text{Hess} f_p$.

Obviously if $x$ belongs to the stable (resp., the unstable) manifold of a critical point $p$ then $t \cdot x$ also belongs to the stable (resp., the unstable) manifold of $p$. Thus
$W_s(p)$ and $W_u(p)$ are unions of flow lines of $-\nabla f$. In particular, for $x \in W_s(p)$ we have:

\begin{equation}
-\nabla f(x) = \left. \frac{d}{dt} \cdot x \right|_{t=0} \in T_xW_s(p),
\end{equation}

for all $x \in W_s(p)$ and similarly $-\nabla f(x) \in T_xW_u(p)$, for all $x \in W_u(p)$. Obviously, the unique critical point of $f$ in $W_s(p)$ or in $W_u(p)$ is $p$ itself. Since $f$ is strictly decreasing along the nonconstant flow lines of $-\nabla f$, it follows that $p$ is a strict global maximum of $f|_{W_u(p)}$ and a strict global minimum of $f|_{W_s(p)}$. In particular, $W_s(p) \cap W_u(p) = \{p\}$.

Given two critical points $p, q \in M$, we will be interested in the set of flow lines going from $p$ to $q$, i.e., the flow lines contained in $W_u(p) \cap W_s(q)$. We have the following:

2.6.3. **Lemma.** Let $p, q \in M$ be critical points of $f$ and assume that $W_u(p)$ and $W_s(q)$ are transversal and nondisjoint. Then the intersection $W_u(p) \cap W_s(q)$ is an embedded submanifold of $M$ having dimension $\mu(p) - \mu(q)$. Moreover, for any $x \in W_u(p) \cap W_s(q)$ we have:

\begin{equation}
T_x(W_u(p) \cap W_s(q)) = T_xW_u(p) \cap T_xW_s(q);
\end{equation}

in particular (see (2.6.1)), $\nabla f(x) \in T_x(W_u(p) \cap W_s(q))$.

**Proof.** The intersection of embedded transversal submanifolds is an embedded submanifold; moreover, the tangent space of the intersection is equal to the intersection of the tangent spaces, which proves (2.6.2). As for the dimension of $W_u(p) \cap W_s(q)$ we compute:

\[
\dim(W_u(p) \cap W_s(q)) = \dim(W_u(p)) + \dim(W_s(q)) - \dim(M) \\
= \mu(p) + \dim(M) - \mu(q) - \dim(M) = \mu(p) - \mu(q). \quad \square
\]

2.6.4. **Corollary.** Let $p, q \in M$ be distinct critical points of $f$ and assume that $W_u(p)$ and $W_s(q)$ are transversal and nondisjoint. Then $\mu(p) > \mu(q)$.

**Proof.** Since $p \neq q$, there must exist a regular point $x$ of $f$ in $W_u(p) \cap W_s(q)$, so that $0 \neq \nabla f(x) \in T_x(W_u(p) \cap W_s(q))$. Then:

\[
\mu(p) - \mu(q) = \dim(W_u(p) \cap W_s(q)) \geq 1. \quad \square
\]

2.6.5. **Corollary.** Let $p, q \in M$ be critical points of $f$ such that $W_u(p)$ and $W_s(q)$ are transversal and let $a \in \mathbb{R}$ be a regular value of $f$ such that the intersection $W_u(p) \cap W_s(q) \cap f^{-1}(a)$ is nonempty. Then $W_u(p) \cap W_s(q) \cap f^{-1}(a)$ is an embedded submanifold of $M$ having dimension $\mu(p) - \mu(q) - 1$. Its tangent space is given by:

\[
T_x(W_u(p) \cap W_s(q) \cap f^{-1}(a)) = T_xW_u(p) \cap T_xW_s(q) \cap \nabla f(x)^{\perp},
\]

for all $x \in W_u(p) \cap W_s(q) \cap f^{-1}(a)$.

**Proof.** Since $T_xf^{-1}(a) = \nabla f(x)^{\perp}$ and $\nabla f(x)$ is tangent to $W_u(p) \cap W_s(q)$, we have that $W_u(p) \cap W_s(q)$ and $f^{-1}(a)$ are transversal. The conclusion follows (as in the proof of Lemma 2.6.3) from general facts about the intersection of transversal submanifolds. \( \square \)
2.6.6. Definition. Given $k \in \mathbb{Z}$, we say that $f : (M, g) \to \mathbb{R}$ satisfies the Morse–Smale condition of order $k$ if for every pair of critical points $p, q \in M$ with $\mu(p) - \mu(q) \leq k$, the unstable manifold of $p$ and the stable manifold of $q$ are transversal. If $f : (M, g) \to \mathbb{R}$ satisfies the Morse–Smale condition for all $k \in \mathbb{Z}$ (i.e., if $W_u(p)$ and $W_s(q)$ are transversal for every $p, q \in \text{Crit}_f$) then we say simply that $f$ satisfies the Morse–Smale condition.

The following lemma is just a restatement of Corollary 2.6.4.

2.6.7. Lemma. Assume that $f : (M, g) \to \mathbb{R}$ satisfies the Morse–Smale condition of order zero. Then the Morse index decreases strictly when one goes through a flow line of $-\nabla f$, i.e., if $p, q \in M$ are critical points of $f$ such that there exists a flow line of $-\nabla f$ going from $p$ to $q$ then $\mu(p) > \mu(q)$. □

We now consider fixed a Morse function $f : M \to \mathbb{R}$ on a compact Riemannian manifold $(M, g)$ satisfying the Morse–Smale condition of order 1. Our goal is to associate a chain complex $\mathcal{C}$ to $f$ (or, more precisely, to $\nabla f$) which can be roughly described as follows. For every $k \geq 0$ we define $\mathcal{C}_k$ to be the free abelian group spanned by the set of critical points of $f$ having Morse index equal to $k$; for $k < 0$ we set $\mathcal{C}_k = 0$. Now, if $p, q \in M$ are critical points with $\mu(p) = k$ and $\mu(q) = k - 1$, we have to define the coefficient for $q$ in the expression for the boundary of $p$ in $\mathcal{C}$. Since $\mu(p) - \mu(q) = 1$, by Lemma 2.6.3, the manifold $W_u(p) \cap W_s(q)$ of flow lines going from $p$ to $q$ is one-dimensional, i.e., the flow lines going from $p$ to $q$ are isolated (see Exercise 2.34). We will prove that the number of flow lines going from $p$ to $q$ is indeed finite. The coefficient for $q$ in the expression for the boundary of $p$ in $\mathcal{C}$ will then be given by an algebraic count of the number of flow lines going from $p$ to $q$.

Before giving the details of the construction, we need some technical lemmas.

2.6.8. Lemma. Let $p \in \text{Crit}_f$. If $x$ is in the closure of $W_s(p)$ then $t \cdot x$ is also in the closure of $W_s(p)$ for all $t \in [-\infty, +\infty]$. In particular, by the continuity of $f$, we have $f(t \cdot x) \geq f(p)$, for all $t \in [-\infty, +\infty]$.

Proof. Given $t \in \mathbb{R}$, we have $F_t(W_s(p)) \subset W_s(p)$; this implies, by the continuity of $F_t$, that $F_t(W_s(p)) \subset W_s(p)$. Thus $x \in W_s(p)$ implies $t \cdot x \in W_s(p)$ for all $t \in \mathbb{R}$ and hence also $t \cdot x \in \overline{W_s(p)}$ for $t = \pm \infty$. □

2.6.9. Lemma. Let $p \in \text{Crit}_f$ and set $f(p) = c$. Then the intersection of the closure of $W_s(p)$ with the level $f^{-1}(c)$ contains only $p$, i.e., $\overline{W_s(p)} \cap f^{-1}(c) = \{p\}$.

Proof. Choose $x \in \overline{W_s(p)}$ with $f(x) = c$ and let us show that $x = p$. First, by Lemma 2.6.8, we have $f(t \cdot x) \geq c$ for all $t \in [-\infty, +\infty]$. On the other hand, $f(t \cdot x) \leq f(x) = c$ for $t \geq 0$, so $f(t \cdot x) = c$ for $t \geq 0$ and $x$ must be a critical point of $f$. Thus $+\infty \cdot x = x$ and by Lemma 2.3.5, the restriction of $F$ to $(f \circ F)^{-1}(\{c, +\infty\})$ is continuous at the point $(+\infty, x)$. But $F$ is constant and equal to $p$ in $\{+\infty\} \times W_s(p)$ and $\{+\infty\} \times W_s(p)$ is contained in $(f \circ F)^{-1}(\{c, +\infty\})$, so it must be $F(+\infty, x) = p$, i.e., $x = p$. □
2.6.10. **Lemma.** Given distinct critical points \( p, q \in \text{Crit}_f \) then \( q \) is in the closure of \( W_u(p) \) if and only if there exists \( x \in W_u(q) \), \( x \neq q \), which is in the closure of \( W_s(p) \).

**Proof.** If there exists \( x \in W_u(q) \) with \( x \in \overline{W_s(p)} \) then \( q = -\infty \cdot x \) is in \( \overline{W_s(p)} \), by Lemma 2.6.8. Conversely, assume that \( q \in \overline{W_s(p)} \). If there were no point \( x \in W_u(q) \setminus \{q\} \) in the closure of \( W_s(p) \) then \( Z = M \setminus \overline{W_s(p)} \) would be an open set in \( M \) containing \( W_u(q) \setminus \{q\} \). By Lemma B.22, there exists a neighborhood \( V \) of \( q \) with the following property; for \( y \in V \), either \( y \in \overline{W_s(p)} \) or \( t \cdot y \in Z \) for some \( t > 0 \). Since \( q \in \overline{W_s(p)} \), we can find \( y \in V \cap \overline{W_s(p)} \) and since \( p \neq q \), it cannot be \( y \in \overline{W_s(q)} \). Thus, there must exist \( t > 0 \) with \( t \cdot y \in Z \). But this contradicts the fact that \( t \cdot y \in \overline{W_s(p)} \).

\[ \square \]

2.6.11. **Definition.** A broken flow line is a sequence \( \gamma = (\gamma_1, \ldots, \gamma_k) \) of flow lines \( \gamma_i : \mathbb{R} \to M \) of \(-\nabla f\) such that \( \lim_{t \to +\infty} \gamma_i(t) = \lim_{t \to -\infty} \gamma_{i+1}(t) \), for \( i = 1, \ldots, k-1 \). We say that \( k \) is the number of steps of \( \gamma \) or that \( \gamma \) is a \( k \)-step broken flow line. If \( p = \lim_{t \to -\infty} \gamma_1(t) \) and \( q = \lim_{t \to +\infty} \gamma_k(t) \) then we say that \( \gamma \) is a \((k-step)\) broken flow line from \( p \) to \( q \). If \( p = q \) we also say that there exists a 0-step broken flow line from \( p \) to \( q \).

Given distinct critical points \( p, q \in \text{Crit}_f \) then obviously \( W_u(p) \cap W_s(q) \neq \emptyset \) if and only if there exists a 1-step broken flow line from \( p \) to \( q \).

2.6.12. **Lemma.** Let \( p \in \text{Crit}_f \). If \( x \in \overline{W_s(p)} \) then there exists a broken flow line from \(+\infty \cdot x \) to \( p \).

**Proof.** Set \( q_1 = +\infty \cdot x \in \text{Crit}_f \). By Lemma 2.6.8, \( q_1 \in \overline{W_s(p)} \). If \( q_1 = p \), we are done. Otherwise, by Lemma 2.6.10, we can find \( x_1 \in W_u(q_1) \), \( x_1 \neq q_1 \), with \( x_1 \in \overline{W_s(p)} \). Now set \( q_2 = +\infty \cdot x_1 \in \text{Crit}_f \). Observe that there exists a flow line of \(-\nabla f\) from \( q_1 \) to \( q_2 \) and \( f(q_2) < f(q_1) \). Moreover, \( q_2 \in \overline{W_s(p)} \), by Lemma 2.6.8. If \( q_2 = p \), we are done. Otherwise, we can continue this process inductively until some \( q_n = p \); otherwise, we would obtain a sequence \( (q_n)_{n \geq 1} \) of critical points with \( f(q_1) > f(q_2) > \cdots \), which contradicts the fact that \( f \) has only a finite number of critical points.

\[ \square \]

2.6.13. **Lemma.** Let \( p \in \text{Crit}_f \) and set \( f(p) = c \). If \( a < c \) is such that there are no critical values of \( f \) on \([a, c]\) then every nonconstant flow line contained in \( W_u(p) \) intersects the level \( f^{-1}(a) \), i.e., for every \( x \in W_u(p) \setminus \{p\} \) there exists \( t \in \mathbb{R} \) with \( f(t \cdot x) = a \).

**Proof.** Choose \( x \in W_u(p) \), \( x \neq p \). Then \( f(x) < c \). If \( f(x) \leq a \), then, since \( f(t \cdot x) \to c > a \) as \( t \to -\infty \), there exists \( t \leq 0 \) with \( f(t \cdot x) = a \). Now assume that \( f(x) > a \). It suffices to show that \( f(t \cdot x) \leq a \) for some \( t \geq 0 \). If we had \( f(t \cdot x) > a \) for all \( t \geq 0 \) then \( y = +\infty \cdot x \) would be a critical point of \( f \) with \( a \leq f(y) < c \), which is a contradiction.

\[ \square \]

2.6.14. **Lemma.** Assume that \( f : (M, g) \to \mathbb{R} \) satisfies the Morse–Smale condition of order 1. Then, given \( p, q \in \text{Crit}_f \) with \( \mu(p) - \mu(q) = 1 \), there exists only a finite number of flow lines of \(-\nabla f\) from \( p \) to \( q \).
2. MORSE THEORY ON COMPACT MANIFOLDS

Proof. Choose \( a < f(p) \) such that there are no critical values of \( f \) on the interval \([a, f(p)][\). Then, by Lemma 2.6.13, every nonconstant flow line of \(-\nabla f\) contained in \( W_u(p) \) intersects \( f^{-1}(a) \) (precisely once), so there exists bijective between the set of nonconstant flow lines of \(-\nabla f\) contained in \( W_u(p) \) and \( W_u(p) \cap f^{-1}(a) \). Thus, there exists a bijective between the set of flow lines of \(-\nabla f\) from \( p \) to \( q \) and \( W_u(p) \cap W_u(q) \cap f^{-1}(a) \). We have to prove that \( W_u(p) \cap W_u(q) \cap f^{-1}(a) \) is finite. By Corollary 2.6.5, \( W_u(p) \cap W_u(q) \cap f^{-1}(a) \) is a zero-dimensional embedded submanifold of \( M \), i.e., it is a discrete subset of \( M \).

2.6.15. Definition. A smooth map \( f : M \to \mathbb{IR} \) is said to be self-indexing if for every critical point \( p \in M \) of \( f \), we have \( f(p) = \mu(p) \).

2.6.16. Proposition. If \( f : M \to \mathbb{IR} \) is a self-indexing Morse function on a compact Riemannian manifold \((M, g)\) then the sublevels \((f^k)_{k \geq 0}\) of \( f \) form a cellular filtration of \( M \) whose corresponding cellular complex is isomorphic to the Morse–Witten complex of \( f \).

2.6.17. Proposition. Let \( f : M \to \mathbb{IR} \) be a smooth Morse function on a compact Riemannian manifold \((M, g)\) satisfying the Morse–Smale condition of order zero. Then there exists a self-indexing Morse function \( \tilde{f} : M \to \mathbb{IR} \) and a Riemannian metric \( \tilde{g} \) on \( M \) such that the gradient of \( f \) with respect to \( g \) is equal to the gradient of \( \tilde{f} \) with respect to \( \tilde{g} \).

2.6.18. Lemma. Let \( f : M \to \mathbb{IR} \) be a smooth function on a compact Riemannian manifold \((M, g)\). Let \( a < b \) be noncritical levels of \( f \) such that \( f^{-1}([a, b]) \) contains precisely two critical points \( p, q \in M \) of \( f \). Assume that \( p \) and \( q \) are non-degenerate and that there are no flow lines of \(-\nabla f\) connecting \( p \) and \( q \). Then, given \( c_1, c_2 \in \mathbb{IR} \), there exists a smooth function \( \tilde{f} : M \to \mathbb{IR} \) and a Riemannian metric \( \tilde{g} \) on \( M \) such that:

- \( f \) and \( g \) are respectively equal to \( \tilde{f} \) and \( \tilde{g} \) outside \( f^{-1}([a + \varepsilon, b - \varepsilon]) \), for some \( \varepsilon > 0 \);
- \( f^{-1}([a, b]) = \tilde{f}^{-1}([a, b]) \);
- the gradient of \( f \) with respect to \( g \) is equal to the gradient of \( \tilde{f} \) with respect to \( \tilde{g} \);
- \( \tilde{f}(p) = c_1, \tilde{f}(q) = c_2 \).

Exercises for Chapter 2

Calculus on manifolds: basic terminology.

Exercise 2.1. Let \( V \) be a finite dimensional real vector space and let \( q : \text{Lin}(V) \to \text{Lin}(V) \) be defined by \( q(T) = T^2 \). Show that the differential of \( q \) is given by:

\[ dq(T) \cdot H = T \circ H + H \circ T; \]

conclude that \( q \) restricts to a diffeomorphism between open neighborhoods of the identity.
EXERCISE 2.2. Show that every differentiable manifold admits a Riemannian metric. More generally, given a vector bundle $E$ over a differentiable manifold $M$, an open subset $A \subset E$ whose intersection with every fiber of $E$ is convex and non empty, show that $E$ admits a global smooth section whose image is contained in $A$ (hint: use partitions of unity). Obtain the existence of a Riemannian metric on $M$ as a consequence of this more general result (hint: let $E$ be the subbundle of $TM^* \otimes TM^*$ consisting of symmetric bilinear forms and let $A$ be the subset of $E$ consisting of positive definite forms). Where does the argument fail in the case of Lorentzian metrics?

EXERCISE 2.3. Let $E$ be a fiber bundle over a differentiable manifold $M$ with projection $\pi : E \to M$. Assume that $f : N \to M$ is a smooth map defined on another differentiable manifold $N$. The pull-back of the fiber bundle $E$ by $f$ is defined by:

$$f^*E = \bigcup_{x \in N} \{x\} \times E_{f(x)};$$

we have a canonical map $\hat{\pi} : f^*E \to N$ that sends $\{x\} \times E_{f(x)}$ to $x \in N$. If $\alpha : E|_U \to U \times E_0$ is a trivialization of $E$ then we define a trivialization:

$$\hat{\alpha} : \hat{\pi}^{-1}(f^{-1}(U)) \to f^{-1}(U) \times E_0$$

of $f^*E$ by setting:

$$\hat{\alpha}(x, e) = (x, \alpha_{f(x)}(e)),$$

for all $(x, e) \in \hat{\pi}^{-1}(f^{-1}(U))$ (so that $x \in f^{-1}(U)$ and $e \in E_{f(x)}$). Show that:

- $f^*E$ is a fiber bundle over $N$;
- the map $F : f^*E \to E$ defined by $F(x, e) = e$ is smooth and the diagram:

$$\begin{array}{ccc}
N & \xrightarrow{f} & M \\
\downarrow{\hat{\pi}} & & \downarrow{\pi} \\
E & \xrightarrow{F} & E
\end{array}$$

commutes;
- given a smooth map $s : N \to E$ with $\pi \circ s = f$ show that there exists a unique smooth section $\hat{s} : N \to f^*E$ of $f^*E$ for which the diagram:

$$\begin{array}{ccc}
N & \xrightarrow{\hat{s}} & f^*E \\
\downarrow{s} & & \downarrow{F} \\
N & \xrightarrow{f} & M
\end{array}$$

commutes;
- if $N \subset M$ is a submanifold and $f : N \to M$ is the inclusion then $f^*E$ can be naturally identified with the restriction $E|_N$;
- if $E$ has the structure of a vector bundle then so does $f^*E$ (more precisely, if $\alpha$ is fiber-linear then also $\hat{\alpha}$ is).
EXERCISE 2.4. Let $E_1$, $E_2$ be vector bundles over a differentiable manifold $M$. A map $T : E_1 \to E_2$ is called a vector bundle morphism if for every $x \in M$, $T$ maps $(E_1)_x$ linearly into $(E_2)_x$, i.e.:

$$T[(E_1)_x] \subset (E_2)_x, \quad \text{for all } x \in M,$$

and

$$T|_{(E_1)_x} : (E_1)_x \to (E_2)_x \text{ is linear, for all } x \in M.$$  

Show that if $T : E_1 \to E_2$ is a smooth bijective vector bundle morphism then $T^{-1} : E_2 \to E_1$ is also a smooth vector bundle morphism; we then say that $T$ is a vector bundle isomorphism (hint: to prove that $T^{-1}$ is smooth, use local trivializations and the inverse function theorem).

EXERCISE 2.5. Let $E_1$, $E_2$ be vector bundles over a differentiable manifold $M$ and let $T : E_1 \to E_2$ be a smooth vector bundle morphism such that the rank of $T_x : (E_1)_x \to (E_2)_x$ is independent of $x \in M$. Show that $\text{Ker}(T) = \bigcup_{x \in M} \text{Ker}(T_x)$ is a vector subbundle of $E_1$ and $\text{Im}(T) = \bigcup_{x \in M} \text{Im}(T_x)$ is a vector subbundle of $E_2$.

EXERCISE 2.6. If $E$ is a vector bundle over a differentiable manifold $M$ and $E'$ is a vector subbundle of $E$, show that $E'$ is closed in $E$.

EXERCISE 2.7. Let $E$ be a vector bundle over a differentiable manifold $M$ with projection $\pi : E \to M$. For every $e \in E$, the vertical space $\text{Ver}_e E$ may be identified with the fiber $E_x$ containing $x$ (as usual, one can identify the tangent space to a vector space with the vector space itself). Use the identification $\text{Ver}_e E \cong E_x$ to construct an isomorphism of vector bundles from $\text{Ver} E$ to the pull-back $\pi^* E$.

EXERCISE 2.8. Let $E$ be a vector bundle over a differentiable manifold $M$ with projection $\pi : E \to M$. Given horizontal spaces $\text{Hor}_e^i E$, $i = 1, 2, 3$ at a point $e \in E$, show that:

$$\text{Comp}(\text{Hor}_e^1 E, \text{Hor}_e^1 E) = 0,$$

$$\text{Comp}(\text{Hor}_e^1 E, \text{Hor}_e^2 E) = -\text{Comp}(\text{Hor}_e^2 E, \text{Hor}_e^1 E),$$

$$\text{Comp}(\text{Hor}_e^1 E, \text{Hor}_e^3 E) = \text{Comp}(\text{Hor}_e^1 E, \text{Hor}_e^2 E) +$$

$$+ \text{Comp}(\text{Hor}_e^2 E, \text{Hor}_e^3 E);$$

conclude that affine compatibility is an equivalence relation on the set of all horizontal bundles of $E$.

EXERCISE 2.9. Let $E$ be a vector bundle over a differentiable manifold $M$ and let $f : N \to M$ be a smooth map defined in another differentiable manifold $N$. Assume that $\text{Hor} E$ is a connection on $E$ and consider the map $F : f^* E \to E$ defined in Exercise 2.3. For every $(x, e) \in f^* E$, set:

$$(2.6.3) \quad \text{Hor}_{(x,e)}(f^* E) = dF^{-1}_{(x,e)}(\text{Hor}_e E);$$
show that (2.6.3) defines a connection on \( f^*E \). This is called the pull-back of the connection \( \text{Hor} \ E \) by the map \( f \). Denoting by \( f^*\nabla \) the covariant derivative operator of (2.6.3), show that for every \( \hat{s} \in \Gamma(f^*E) \) and every \( v \in TM \) we have:

\[
(f^*\nabla)_v \hat{s} = \nabla_v^f s,
\]

where \( s = F \circ \hat{s} \).

**Exercise 2.10.** Given vector bundles \( E_1, E_2 \) over a differentiable manifold \( M \), define a natural vector bundle structure on the set:

\[
E_1 \otimes E_2 = \bigcup_{x \in M} (E_1)_x \otimes (E_2)_x.
\]

Given connection \( \nabla^1 \) and \( \nabla^2 \) in \( E_1 \) and \( E_2 \) respectively, show that:

\[
\nabla^V(s_1 \otimes s_2) = (\nabla^V s_1) \otimes s_2 + s_1 \otimes (\nabla^V s_2),
\]

where \( s_1 \in \Gamma(E_1), \ s_2 \in \Gamma(E_2), \ V \in \Gamma(TM) \), defines a connection on \( E_1 \otimes E_2 \). If \( E \) is a vector bundle over \( M \) define also a natural vector structure on the set:

\[
E^* = \bigcup_{x \in M} (E_x)^*;
\]

if \( \nabla \) is a connection on \( E \), show that the formula:

\[
(\nabla^V_{s'} s)(s') = V(s \cdot s') - s(\nabla^V s'), \quad s \in \Gamma(E^*), \ s' \in \Gamma(E), \ V \in \Gamma(TM),
\]

defines a connection on \( E^* \).

**Exercise 2.11.** Let \( M \) be an \( n \)-dimensional differentiable manifold and \( D \subset M \) a subset. We call \( D \) a domain with smooth boundary (or a submanifold with boundary of codimension zero) if for every \( x \in D \cap \partial D \) there exists a chart \( \varphi : U \to \tilde{U} \) of \( M \) with \( x \in U \) and \( \varphi(U \cap D) = \tilde{U} \cap \mathbb{H}^n \) (by \( \partial D \) we mean the boundary of \( D \) as a subset of the topological space \( M \)). Show that:

- if \( D \) is a domain with smooth boundary in \( M \) then \( D \) is a topological manifold with boundary (in the sense of Exercise 2.9), whose interior points coincide with the interior points of \( D \) as a subset of the topological space \( M \).
- If \( f : M \to \mathbb{R} \) is a smooth map and \( a \in \mathbb{R} \) is a regular value for \( f \), show that \( f^{-1}((\cdot, \cdot, a]) \) is a domain with smooth boundary in \( M \) whose boundary is \( f^{-1}(a) \).
- If \( f : M \to \mathbb{R} \) is a smooth map and \( a, b \in \mathbb{R} \) are regular values of \( f \) with \( a < b \), show that \( f^{-1}([a, b]) \) is a domain with smooth boundary in \( M \) whose boundary is \( f^{-1}(a) \cup f^{-1}(b) \).

**Exercise 2.12.** A smooth map \( f : M \to N \) between differentiable manifolds \( M, N \) is said to be transversal to a submanifold \( P \subset N \) if for every \( x \in f^{-1}(P) \) the (not necessarily direct) sum \( \text{Im}(df_x) + T_{f(x)}P \) equals the whole tangent space \( T_{f(x)}N \). Show that if \( f : M \to N \) is transversal to \( P \subset N \) then \( f^{-1}(P) \) is a
submanifold of $M$ whose codimension in $M$ equals the codimension of $P$ in $N$; show that $T_x f^{-1}(P) = df_x^{-1}(T_{f(x)} P)$ for every $x \in f^{-1}(P)$.

**Exercise 2.13** (transversality theorem). Let $f : U \subset M \times N \to P$ be a smooth map, where $U \subset M \times N$ is open and $M$, $N$, $P$ are differentiable manifolds. For every $y \in N$, consider the map $f_y : U_y \subset M \to P$ defined by $f_y = f(x, y)$, where $U_y = \{ x \in M : (x, y) \in U \}$. Show that if $f$ is transversal to $P$ then $f_y$ is transversal to $P$ for almost every $y \in N$ (hint: apply Sard’s theorem to the restriction of the projection $M \times N \to N$ to the submanifold $f^{-1}(P) \subset U$).

**Exercise 2.14.** Let $X$, $Y$ be topological spaces. A map $f : X \to Y$ is called a **covering map** if every $y \in Y$ admits an open neighborhood $V \subset Y$ such that $f^{-1}(V)$ can be written as a disjoint union $f^{-1}(V) = \bigcup_{i \in I} U_i$ where each $U_i$ is open in $X$ and $f$ maps $U_i$ homeomorphically onto $V$. Show that:

(a) every covering map is a local homeomorphism.

(b) If $Y$ is connected and $f : X \to Y$ is a covering map then the cardinality of $f^{-1}(y)$ is independent of $y \in Y$. In particular, if $Y$ is connected and $X \neq \emptyset$ then every covering map $f : X \to Y$ is surjective.

(c) Assume that $X$ and $Y$ are Hausdorff and that $Y$ satisfies either one of the following:

- $Y$ is first countable, i.e., every point has a countable fundamental system of neighborhoods;
- $Y$ is locally compact;

then every proper map $f : X \to Y$ which is a local homeomorphism is a covering map (hint: $f$ is closed by Exercise 2.11).

**Exercise 2.15.** Let $S_1$, $S_2$ be finite dimensional real vector spaces and let $\omega_1$, $\omega_2$ be volume forms for $S_1$ and $S_2$ respectively. Set $S = S_1 \oplus S_2$ and denote by $\pi_1 : S \to S_1$, $\pi_2 : S \to S_2$ the projections. Show that $\omega = (\pi_1^* \omega_1) \wedge (\pi_2^* \omega_2)$ is a volume form on $S$ such that if $(b_i)_{i=1}^k$ is a basis for $S_1$ and $(b'_i)_{i=1}^l$ is a basis for $S_2$ then:

$$\omega(b_1, \ldots, b_k, b'_1, \ldots, b'_l) = \omega_1(b_1, \ldots, b_k) \omega_2(b'_1, \ldots, b'_l).$$

We call $\omega$ the **direct sum** of the volume forms $\omega_1$ and $\omega_2$ and we write $\omega = \omega_1 \oplus \omega_2$. Prove a version of the result above for volume densities in the following sense: if $O_i$ is an orientation for $S_i$, $i = 1, 2$, then there exists a unique orientation $O_1 \times O_2$ in $S$ for which the concatenation of an $O_1$-positive basis of $S_1$ with an $O_2$-positive basis of $S_2$ is $(O_1 \times O_2)$-positive. Show that if $\delta_1 = [O_1, \omega_1]$ is a volume density in $S_i$, $i = 1, 2$, then $\delta = [\omega_1 \oplus \omega_2, O_1 \times O_2]$ is a well-defined volume density in $S$. We call $\delta$ the **direct sum** of the volume densities $\delta_1$ and $\delta_2$ and we write $\delta = \delta_1 \oplus \delta_2$.

**Exercise 2.16.** Let $T : V \to W$ be a linear operator, where $V$, $W$ are finite dimensional real vector spaces; set $k = \dim(\ker T)$, $l = \dim(\text{im} T)$ and $n = k + l = \dim(V)$. Suppose we are given volume form $\omega_1$ on $\ker(T)$ and a volume form $\omega_2$ on $\text{im}(T)$. For every subspace $W \subset V$ complementary to $\ker T$ define a volume form $\omega$ on $V = \ker(T) \oplus W$ and the direct sum of $\omega_1$ and $(T|_W)^* \omega_2$. Show that:
• \( \omega = \pi^*_{\text{Ker}} \omega_1 \wedge T^* \omega_2 \), where \( \pi_{\text{Ker}} : V \to \text{Ker}(T) \) denotes the projection with respect to the decomposition \( V = \text{Ker}(T) \oplus W \);
• \( \omega \) is the pull-back of \( \omega_1 \oplus \omega_2 \) by the isomorphism \( \phi_W : V \to \text{Ker}T \oplus \text{Im}(T) \) defined by \( \phi_W = (\pi_{\text{Ker}}, T) \);
• \( \omega \) does not depend on the choice of \( W \) (hint: given another complementary subspace \( W' \), the determinant of \( \phi_W \circ \phi_W^{-1} \) is equal to 1);

Prove a version of the result above for volume densities.

**Exercise 2.17.** Let \( M \) be a (semi-)Riemannian manifold, \( \delta \) the canonical volume density of \( M \) and \( X \) a smooth vector field on \( M \). The **divergence** of \( X \) is the scalar function \( \text{div} X : M \to \mathbb{R} \) defined by \( \text{div} X(x) = \text{tr} \nabla X(x) \). Show that the Lie derivative \( L_X \delta \) equals \( (\text{div} X) \delta \) (hint: if \( (X_i)_{i=1}^n \) is a local orthonormal frame for \( M \) and \( \omega \) is the \( n \)-form that corresponds to \( \delta \) in the orientation determined by \( (X_i)_{i=1}^n \), show that \( L_X \omega(X_1, \ldots, X_n) = \text{div} X \)).

**Exercise 2.18.** Let \( M \) be a Riemannian manifold with boundary and \( X \) a smooth vector field on \( M \) with compact support. Show that:
\[
\int_M \text{div} X \, d\mu = \int_{\partial M} \langle X, N \rangle \, d\mu',
\]
where \( \delta \) and \( \delta' \) denote the canonical volume densities of \( M \) and \( \partial M \) respectively and \( N : \partial M \to TM \) is the unit outward pointing normal vector field along \( \partial M \) (hint: apply Stoke’s theorem to the density \( i_X \delta \)).

**Exercise 2.19.** Show that the volume of the unit ball \( B^N \) is given by:
\[
\text{vol}(B^N) = \begin{cases} 
\frac{\pi^{N/2}}{(N/2)!}, & \text{if } N \text{ is even}, \\
2^N \pi^{\frac{N-1}{2}} \left( \frac{N-1}{2} \right)!, & \text{if } N \text{ is odd}.
\end{cases}
\]
Apply Divergence’s theorem to the identity vector field of \( B^N \) to conclude that:
\[
\text{vol}(S^{N-1}) = N \cdot \text{vol}(B^N).
\]

**Exercise 2.20.** Let \( B : \overbrace{\mathbb{R}^n \times \cdots \times \mathbb{R}^n}^{k \text{ times}} \to \mathbb{R} \) be a \( k \)-linear map. The **trace** of \( B \) is the \((k - 2)\)-linear map \( \text{tr} B \) defined by:
\[
\text{tr} B(x_1, \ldots, x_{k-2}) = \sum_{i=1}^m B(x_1, \ldots, x_{k-2}, e_i, e_i),
\]
where \( (e_i)_{i=1}^n \) is an orthonormal basis of \( \mathbb{R}^n \).

(a) show that if \( k \) is odd then:
\[
\int_{S^{n-1}} B((x)^{(k)}) \, d\mu_\sigma(x) = 0,
\]
where $x^{(k)} = (x, \ldots, x)$ and $\sigma$ denotes the canonical volume density of $S^{n-1}$.

(b) Assume that $B$ is symmetric. Define a vector field $X$ on $\mathbb{R}^n$ such that:

$$\langle X(x), v \rangle = B(x, \ldots, x, v),$$

for all $x, v \in \mathbb{R}^n$, where $\langle \cdot, \cdot \rangle$ denotes the Euclidean inner product. Apply divergence’s Theorem for $X$ on the ball $B^n$ to conclude that:

$$\int_{S^{n-1}} B(x^{(k)}) \, d\mu_\sigma(x) = (k - 1) \int_{B^n} (\text{tr}(B)(x^{(k-2)})) \, dx.$$

(c) Given an integrable map $\phi : B^n \to \mathbb{R}$, show that:

$$\int_{B^n} \phi = \int_0^1 \left( \int_{S^{n-1}} \phi(x^t) t^{n-1} \, d\mu_\sigma(x) \right) \, dt.$$

(d) Assuming $B$ symmetric and $k \geq 2$, show that:

$$\int_{S^{n-1}} B(x^{(k)}) \, d\mu_\sigma(x) = \left( \frac{k - 1}{k + n - 2} \right) \int_{S^{n-1}} (\text{tr}(B)(x^{(k-2)})) \, d\mu_\sigma(x).$$

(e) Conclude that if $k \geq 2$ is even and $B$ is symmetric:

$$\int_{S^{n-1}} B(x^{(k)}) \, d\mu_\sigma(x) = \left( \frac{k - 1}{k + n - 2} \right) \left( \frac{k - 3}{k + n - 4} \right) \cdots \left( \frac{3}{n + 2} \right) \frac{1}{n} (\text{tr}^{k/2} B) \omega(S^{n-1}).$$

**Exercise 2.21.** Let $\pi : E \to M$ be a Riemannian vector bundle over a differentiable manifold $M$. Show that

$$E^1 = \{ \xi \in E : \| \xi \| = 1 \}$$

is a submanifold of $E$ and that $\pi|_{E^1} : E^1 \to M$ is a fiber bundle over $M$. If $\nabla$ is a connection on $E$ for which the Riemannian structure is parallel, show that for all $\xi \in E^1$ the tangent space $T_\xi E^1$ is given by:

$$T_\xi E^1 = \text{Hor}_\xi E \oplus \xi ^\perp \subset \text{Hor}_\xi E \oplus E_{\pi(\xi)} = T_\xi E.$$

**Exercise 2.22.** Let $E$ be a vector bundle over a differentiable manifold $M$ and let $\nabla$ be a connection on $E$. If $(\xi_i^k)_{i=1}^k$ is a local referential of $E$ defined in an open subset $U$ of $M$ then we define $\mathfrak{gl}(k, \mathbb{R})$-valued differential forms $\omega$ and $\Omega$ on $U$ by setting:

$$\omega_{ij}(v) = \theta_i(\nabla_v \xi_j),$$

$$\Omega_{ij}(v, w) = \theta_i(R(v, w)\xi_j),$$

for $i, j = 1, \ldots, k$, $v, w \in T_x M$, $x \in M$, where $(\theta_i)_{i=1}^k$ denotes the dual referential of $(\xi_i^k)_{i=1}^k$ and $R$ denotes the curvature tensor of $\nabla$. The forms $\omega$ and $\Omega$ are called respectively the connection form and the curvature form of $\nabla$ with respect
to the referential \((\xi_i)_{i=1}^k\). We write \(\theta = (\theta_i)_{i=1}^k\) and if \(\xi\) is a section of \(E\) we will denote by \(\theta(\xi)\) the map \(U \ni x \mapsto \theta_x(\xi_x) \in \mathbb{R}^k\) which is simply the coordinate representation of \(\xi\) in the referential \((\xi_i)_{i=1}^k\). Show that:

(a) if \(\xi \in \Gamma(E|_U)\) then the covariant derivative of \(\xi\) in a direction \(v \in T_xM\), \(x \in U\), is given in coordinates by the formula:

\[
\theta_x(\nabla_v \xi) = v[\theta(\xi)] + \omega(v) \cdot \theta(\xi),
\]

where \(v\) acts on the \(\mathbb{R}^k\)-valued map \(\theta(\xi)\) as a directional derivative operator and \(\omega(v)\) is thought of as a linear endomorphism of \(\mathbb{R}^k\).

(b) The following identity holds:

\[
\Omega_{ij} = d\omega_{ij} + \sum_{r=1}^k \omega_{ir} \wedge \omega_{rj},
\]

for \(i, j = 1, \ldots, k\).

(c) If a vector bundle morphism \(\iota : TM \to E\) is given, we define the torsion of \(\nabla\) with respect to \(\iota\) as the tensor \(T \in \Gamma(TM^* \otimes TM^* \otimes E)\):

\[
T(X, Y) = \nabla_X \iota(Y) - \nabla_Y \iota(X) - \iota([X, Y]), \quad X, Y \in \Gamma(TM).
\]

The torsion form of \(\nabla\) (and \(\iota\)) with respect to the local referential \((\xi_i)_{i=1}^k\) is the \(\mathbb{R}^k\)-valued 2-form \(\Theta\) on \(U\) defined by:

\[
\Theta_i(v, w) = \theta_i(T(v, w)),
\]

for \(i = 1, \ldots, k\). The following identity holds:

\[
\Theta_i = d(\theta_i \circ \iota) + \sum_{r=1}^k \omega_{ir} \wedge (\theta_r \circ \iota), \quad i = 1, \ldots, k,
\]

where \(\theta_i \circ \iota\) is regarded as a 1-form on \(U\).

(d) If \(E\) is endowed with a Riemannian structure which is parallel with respect to \(\nabla\), show that \(\omega\) and \(\Omega\) take values in \(so(k)\), i.e., \(\omega_{ij} = -\omega_{ji}\) and \(\Omega_{ij} = -\Omega_{ji}\) for all \(i, j = 1, \ldots, k\).

Critical points and Morse functions.

**Exercise 2.23.** Let \(f : \tilde{V} \to \mathbb{R}\), \(\alpha : \tilde{U} \to \mathbb{R}^m\) be smooth maps, where \(\tilde{V}\) is open in \(\mathbb{R}^m\), \(\tilde{U}\) is open in \(\mathbb{R}^m\) and \(\alpha(\tilde{U}) \subset \tilde{V}\). Show that for every \(x \in \tilde{U}\) the following holds:

\[
\text{Hess}(f \circ \alpha)_x = d\alpha(x)^* (\text{Hess} f_{\alpha(x)}) + df(\alpha(x)) \circ \text{Hess} \alpha_x.
\]

Conclude that if \(f : M \to \mathbb{R}\) is a smooth map on a manifold \(M\), \(x \in M\) is a point and \(\varphi : U \subset M \to \tilde{U} \subset \mathbb{R}^m\) is a local chart with \(x \in U\) then the symmetric bilinear form \(d\varphi(x)^* (\text{Hess}(f \circ \varphi^{-1})_{\varphi(x)})\) in \(T_xM\) does not depend on the choice of the chart \(\varphi\) if and only if \(x\) is a critical point of \(f\).

**Exercise 2.24.** Let \(f : M \to \mathbb{R}\) be a smooth map and \(x \in M\) a critical point of \(f\).
• Show that the Hessian of $f$ at $x$ (introduced in Definition 2.1.1) equals the symmetric bilinear form $d\varphi(x)^* (\text{Hess}(f \circ \varphi^{-1})(\varphi(x)))$, given in Exercise 2.23;

• Show that for any smooth curve $\gamma$ in $M$ with $\gamma(0) = x$ we have
$$\frac{d^2}{dt^2} (f \circ \gamma)(0) = \text{Hess}_x(\gamma'(0), \gamma'(0)).$$

• Identify $M$ with the zero section of $TM^*$ and consider the canonical decomposition $T_x TM^* = T_xM \oplus T_x^*M$. Show that the second coordinate of $d(\alpha x)_x : T_xM \to T_xM \oplus T_x^*M$ is identified with $\text{Hess}_x$.

**EXERCISE 2.25.** Let $f : U \to \mathbb{R}$ be a smooth map defined on an open subset $U \subset \mathbb{R}^n$. Show that if $\text{Hess}_x f$ is nondegenerate for some $x \in U$ then $df : U \to \mathbb{R}^{n+1}$ is a diffeomorphism in an open neighborhood of $x$ in $U$. Conclude that nondegenerate critical points are isolated in the set of critical points.

**EXERCISE 2.26.** Let $f : M \to \mathbb{R}$ be a smooth map on a differentiable manifold $M$.

• Show that $f$ is a Morse function if and only if the map $df : M \to TM^*$ is transversal to the zero section.

• Let $\phi : M \to \mathbb{R}^n$ be a smooth immersion\(^3\). Define $F : \mathbb{R}^{n+1} \times M \to \mathbb{R}$ by $F(\alpha, x) = f(x) + \alpha(\phi(x))$. Show that the map $\frac{\partial F}{\partial x} : \mathbb{R}^{n+1} \times M \to TM^*$ is transversal to the zero section of $TM^*$.

• Conclude from the Transversality Theorem (see Exercise 2.13) that the map $F(\alpha, \cdot) : M \to \mathbb{R}$ is a Morse function for almost every $\alpha \in \mathbb{R}^{n+1}$.

• By observing that one can choose $\phi$ to be bounded, show that every smooth function $f : M \to \mathbb{R}$ is the uniform limit of Morse functions.

• Recalling that every continuous map $f : M \to \mathbb{R}$ is the uniform limit of smooth maps, conclude that the set of Morse functions is dense in the space of continuous maps $f : M \to \mathbb{R}$ endowed with the uniform convergence topology.

**The passage through a critical level.**

**EXERCISE 2.27.** Let $\rho : [0, 1] \to \mathbb{R}$ be a continuous function such that $\rho(x) < 1$ for $x \in [0, 1]$ and $\rho(1) = 1$. Consider the triangle $T$ with vertices $(0, 0)$, $(1, 1)$ and $(0, 1)$ and let $\overline{T}$ be the region:
$$\overline{T} = \{(x, y) \in \mathbb{R}^2 : 0 \leq x \leq 1, \ \rho(x) \leq y \leq 1\}.$$

Let $h : \overline{T} \to T$ be the unique map such that $h(x, \rho(x)) = (x, x)$, $h(x, 1) = (x, 1)$ and $h(x, \cdot)$ is affine for every $x \in [0, 1]$. Show that $h$ is a homeomorphism.

**EXERCISE 2.28.** Let $\sigma_1 : [0, 1] \to \mathbb{R}$ and $\sigma_2 : [\frac{1}{2}, 1] \to \mathbb{R}$ be continuous functions such that $\sigma_1(0) = 1$, $\sigma_2(\frac{1}{2}) = 0$, $\sigma_1(1) = \sigma_2(1)$ and $\sigma_2(x) < \sigma_1(x)$

---

\(^3\)Whitney’s Theorem yields the existence of a smooth immersion $\phi : M \to \mathbb{R}^n$ for $n \geq 2\dim(M)$ and the existence of a smooth embedding $\phi : M \to \mathbb{R}^n$ for $n \geq 2\dim(M) + 1$. 
for all \(x \in \left[\frac{1}{2}, 1\right]\). Consider the region \(R\) given by:

\[
R = \left\{ (x, y) \in \mathbb{R}^2 : 0 \leq x \leq \frac{1}{2}, \ 0 \leq y \leq \sigma_1(x) \right\}
\]

\[
\cup \left\{ (x, y) \in \mathbb{R}^2 : \frac{1}{2} \leq x \leq 1, \ \sigma_2(x) \leq y \leq \sigma_1(x) \right\}.
\]

Show that there exists a homeomorphism \(h : R \to [0, \frac{1}{2}] \times [0, 1]\) that fixes the points of \([0, \frac{1}{2}] \times \{0\} \cup \{0\} \times [0, 1]\).

**Hint:**

- Consider the map \(h_1 : R \to \mathbb{R}^2\) such that \(h_1(x, \cdot)\) is affine, \(h_1(x, 0) = (x, 0)\) and \(h_1(x, \sigma_1(x)) = (x, 1)\) for every \(x \in [0, 1]\). Then \(h_1\) is a homeomorphism onto the region \(R' = ([0, \frac{1}{2}] \times [0, 1]) \cup T\), where \(T\) is given by:

\[
\bar{T} = \left\{ (x, y) \in \mathbb{R}^2 : \frac{1}{2} \leq x \leq 1, \ \frac{\sigma_2(x)}{\sigma_1(x)} \leq y \leq 1 \right\}.
\]

- Use Exercise 2.27 to obtain a homeomorphism \(h_2 : \bar{T} \to T\) that fixes the points of \(\left\{ \frac{1}{2} \right\} \times [0, 1]\), where \(T\) is the triangle with vertices \((\frac{1}{2}, 0)\), \((\frac{1}{2}, 1)\) and \((1, 1)\). Extend \(h_2\) to \(R^\prime\) by setting \(h_2 = Id\) on \([0, \frac{1}{2}] \times [0, 1]\), obtaining a homeomorphism from \(R^\prime\) to \(R'' = ([0, \frac{1}{2}] \times [0, 1]) \cup T\).

- Define \(h_3 : R'' \to [0, \frac{1}{2}] \times [0, 1]\) to be the homeomorphism such that \(h_3(\cdot, y)\) is affine, \(h_3(0, y) = (0, y)\) and \(h_3\left(\frac{y+1}{2}, y\right) = \left(\frac{1}{2}, y\right)\) for all \(y \in [0, 1]\).

- Set \(h = h_3 \circ h_2 \circ h_1\).

**The CW-complex associated to a Morse function.**

**Exercise 2.29.** Given non-negative integers \(\nu, \mu\), show that \((\overline{B}^\nu \times \{0\}) \cup (S^{\nu-1} \times \overline{B}^\mu)\) is a strong deformation retract of \(\overline{B}^\nu \times \overline{B}^\mu\).

**Exercise 2.30.** Let \(f : M \to \mathbb{R}\) be a Morse function on a compact manifold \(M\). Show that the map \(M \ni x \mapsto f(+\infty, x) \in M\) is not continuous.

**Exercise 2.31.** If \(x\) is a nondegenerate saddle point of \(f\) with \(f(x) = a\), show that the map \(\lambda_a\) has no continuous extension to \(x\).

**Exercise 2.32.** Consider the map \(f : \mathbb{R}^2 \to \mathbb{R}\) given by \(f(x, y) = \frac{1}{2}(x^2 - y^2)\). Compute the arrival time map \(\lambda_0\), identifying its domain.

**Exercise 2.33.** The goal of this exercise is to give a fancier proof of the continuity of the map \(G\) in the proof of Proposition 2.3.9. Let \(\omega\) be an arbitrary point not in \([-\infty, +\infty]\) and define a topology on the set \(\mathbb{R} = [-\infty, +\infty] \cup \{\omega\}\) as follows: the open subsets of \(\mathbb{R}\) are the open subsets of \([-\infty, +\infty]\) and the sets of the form \(U \cup \{\omega\}\) with \(U\) an open subset of \([-\infty, +\infty]\) containing \([0, +\infty]\).

- Given \(a \in \mathbb{R}\), then setting \(\lambda_a(x) = \omega\) for \(x \in \text{Crit}_f(a)\), show that the map:

\[
\lambda_a : \{x \in D_a : f(x) \geq a\} \cup \text{Crit}_f(a) \to \mathbb{R}
\]
is continuous;

- set \( F(\omega, x) = x \) for \( x \in \text{Crit}_f(a) \) and, under the notations and hypothesis of Proposition 2.3.9, show that the restriction of \( F \) to the set:

\[
\{ (t, x) : x \in S \setminus \text{Crit}_f(a), \ t \in [0, \lambda_a(x)] \} \cup (\mathbb{R} \times \text{Crit}_f(a)),
\]

is continuous;

- show that \( G \) is continuous.

**Exercise 2.34.** Let \( f : M \to \mathbb{R} \) be a Morse function on a compact Riemannian manifold \((M, g)\) and let \( p, q \in M \) be critical points with \( \mu(p) - \mu(q) = 1 \) and \( W_u(p) \) transversal to \( W_s(q) \). Show that if \( \gamma : \mathbb{R} \to M \) is a flow line of \( -\nabla f \) going from \( p \) to \( q \) then there exists an open subset \( U \subset M \) with \( \text{Im}(\gamma) = U \cap (W_u(p) \cap W_s(q)) \).
Applications of Morse Theory in the Compact Case

In this chapter we will present some applications of Morse Theory for compact manifolds to the theory of submanifolds of a Euclidean spaces.

The first application is a generalized version of the standard Gauss–Bonnet theorem for compact surfaces. Recall that the Gauss–Bonnet theorem states that the integral of the Gaussian curvature of a compact surface \( M \) equals \( 2\pi \chi(M) \), where \( \chi(M) \) is the Euler characteristic of \( M \). The generalized version of this result, called the Gauss–Bonnet–Chern theorem, holds for an arbitrary even-dimensional compact Riemannian manifolds and it states that the Euler characteristic of \( M \) can be obtained as the integral of a suitable density on \( M \) defined in terms of the curvature tensor of \( M \).

Then we present the Theorem of Chern and Lashof, which gives a characterization the isometric immersions of Riemannian manifolds in a Euclidean space having minimal absolute total curvature.

We then give a topological characterization of those compact Riemannian manifolds having positive sectional curvature and that admit an isometric immersion in codimension one and two. Finally we discuss generalizations of the above situations to a class of hypersurfaces, that we call quasi-convex, that includes the conformally flat hypersurfaces and the hypersurfaces with nonnegative isotropic curvature.

3.1. The Fundamental Equations of an Isometric Immersion

Let \( (M, g) \), \( (\overline{M}, \overline{g}) \) be Riemannian manifolds and let \( f : (M, g) \rightarrow (\overline{M}, \overline{g}) \) be an isometric immersion, i.e., \( f : M \rightarrow \overline{M} \) is an immersion and \( g \) is the pull-back of \( \overline{g} \) by \( f \). The inner products \( g \) and \( \overline{g} \) will be usually denoted simply by \( \langle \cdot, \cdot \rangle \). We denote by \( \nabla \) the Levi–Civita connection of \( M \) and by \( \overline{\nabla} \) the Levi–Civita connection of \( \overline{M} \). For every \( x \in M \), the tangent space \( T_{f(x)}\overline{M} \) is the direct sum of the spaces \( df_x(T_xM) \cong T_xM \) and its orthogonal complement \( df_x(T_xM)^\perp \) in \( T_{f(x)}\overline{M} \). The space \( df_x(T_xM) \) will be identified with the tangent space \( T_xM \) and the space \( df_x(T_xM)^\perp \), denoted by \( \nu_xM \), is called the normal space corresponding to the immersion \( f \) at the point \( x \). In the language of vector bundles we can describe this situation as follows. The differential of \( f \) induces an injective vector bundle morphism from the tangent bundle \( TM \) of \( M \) to the pull-back \( f^*\overline{TM} \); this vector bundle morphism gives an isomorphism from \( TM \) to a vector subbundle of \( f^*\overline{TM} \), that will be identified with \( TM \). The spaces \( \nu_xM \subset (f^*\overline{TM})_x = T_{f(x)}\overline{M} \) form another vector subbundle \( \nu M \) of \( f^*\overline{TM} \) and we have a \( \overline{g} \)-orthogonal direct sum
decomposition of vector bundles:
\[ f^*\mathcal{M} = TM \oplus \nu M. \]

We call \( \nu M \) the normal bundle of the immersion \( f \). Given \( x \in M \) and \( z \in T_{f(x)}M \), we denote by \( z^T \) and by \( z^\perp \) respectively the components of \( z \) in \( df_x(T_xM) \cong T_xM \) and in \( \nu_xM \).

Let \( X, Y \) be smooth local sections of \( TM \) and \( \xi \) a smooth local section of \( \nu M \). It is easily seen that:

- \( \nabla_X Y = (\nabla_X Y)^T \).
- \( \nabla^\perp_X \xi := (\nabla_X \xi \text{ is a Riemannian connection on } \nu M \text{ called the normal connection}) \).

Set \( \alpha(X, Y) = (\nabla_X Y)^\perp \), and \( A_\xi X = - (\nabla_X \xi)^T \). An easy computation gives:

- \( \alpha(X, Y) = \alpha(Y, X) \text{ and } \alpha(X, Y) \text{ at } x \in M \text{ depends only on } X(x) \text{ and } Y(x). \) In particular it defines, \( \forall x \in M \), a symmetric bilinear map:
  \[ \alpha_x : T_xM \oplus T_xM \to \nu_xM, \]
  called the second fundamental form of \( f \) at \( x \).
- \( A_\xi X \text{ at } x \in M \text{ depends only on } \xi(x) \text{ and } X(x), \) hence define a symmetric linear map:
  \[ A_\xi : T_xM \to T_xM, \]
  called the Weingarten (or shape) operator in the \( \xi \) direction. The eigenvalues of \( A_\xi \) are called the principal curvatures.
- \( < \alpha(X, Y), \xi > = < A_\xi X, Y > \).

Resuming the situation, we have the so called Formulas of Gauss and Weingarten:

\[ \nabla_X Y = \nabla_X Y + \alpha(X, Y), \]
\[ \nabla_X \xi = - A_\xi X + \nabla^\perp_X \xi. \]

A simple computation yields the following:

3.1.1. PROPOSITION. If \( R, R^\perp \) and \( R^\perp \perp \) denote respectively the curvature tensors of \( \nabla, \nabla \perp \) and \( \nabla^\perp \) then the following identities hold:

\[
\langle R(X, Y) Z, T \rangle = \langle R(X, Y) Z, T \rangle + \langle I_+ (X, Z), I_+ (Y, T) \rangle - \langle I_+ (X, T), I_+ (Y, Z) \rangle, \quad \text{(Gauss)}
\]
\[
\langle R(X, Y) Z, \eta \rangle = \langle (\nabla_X \mathbb{I}) (Y, Z) - (\nabla_Y \mathbb{I}) (X, Z), \eta \rangle, \quad \text{(Codazzi)}
\]
\[
\langle R(X, Y) \xi, \eta \rangle = \langle R^\perp(X, Y) \xi, \eta \rangle + \langle [A_\eta, A_\xi] X, Y \rangle, \quad \text{(Ricci)}
\]

for all \( X, Y, Z, T \in T_xM, \xi, \eta \in \nu_xM, x \in M \), where \( [A_\eta, A_\xi] = A_\eta A_\xi - A_\xi A_\eta \) and \( \nabla^\otimes \) denotes the connection induced by \( \nabla \) and \( \nabla^\perp \) in the tensor bundle \( TM^* \otimes TM^* \otimes \nu M \), i.e.:

\[
\langle (\nabla_X \mathbb{I}) (Y, Z) = \nabla_X^\perp (\mathbb{I} (Y, Z)) - \mathbb{I} (\nabla_X Y, Z) - \mathbb{I} (Y, \nabla_X Z). \]
For a generalization of Proposition 3.1.1 to the context of general direct sum decompositions of vector bundles endowed with connections, see Exercise ??.

The equations of Gauss–Codazzi–Ricci are called the fundamental equations of the isometric immersion due to the following:

3.1.2. Theorem. Let $M$ be a simply-connected (and connected) Riemannian manifold and let $E$ be a Riemannian vector bundle over $M$; we denote by $\langle \cdot, \cdot \rangle$ both the inner product on the tangent spaces of $M$ and on the fibers of $E$. We also denote by $\langle \cdot, \cdot \rangle$ the inner product on the fibers of $TM \oplus E$ that correspond to the orthogonal direct sum of the Riemannian structures of $TM$ and $E$. Suppose we are given a connection $\nabla$ on $E$ and a smooth tensor field $\mathcal{I}_E \in \Gamma(T^*M \otimes T^*M \otimes E)$ that is symmetric with respect to the first two variables. We denote by $\nabla^E$ the Levi–Civita connection of $M$ and also the connection on $T^*M \otimes T^*M \otimes E$ induced by $\nabla$ and $\nabla^E$; by $R^E$ we denote the curvature tensor of $\nabla^E$. For $x \in M$, $\xi \in E_x$, we denote by $\mathcal{I}_E \xi$ the symmetric bilinear form on $T_xM$ given by $\langle \mathcal{I}_E \xi(\cdot, \cdot), \xi \rangle$ and by $A^E_\xi$ the symmetric linear endomorphism of $T_xM$ that represents such bilinear form. Fix $c \in \mathbb{R}$ and denote by $S^c$ the complete, simply connected space of constant sectional curvature $c$ and dimension $n+\dim E$; for $x \in M$, $v_1, v_2, v_3 \in T_xM \oplus E_x$ set:

$$\mathcal{R}(v_1, v_2)v_3 = c[\langle v_2, v_3 \rangle v_1 - \langle v_1, v_3 \rangle v_2].$$

Assume that the equations of Gauss, Codazzi and Ricci are satisfied with $\mathcal{I}_\xi$, $\mathcal{A}_\xi$ and $R^\perp$ replaced by $\mathcal{I}_E^\xi$, $\mathcal{A}_E^\xi$ and $R^E$ respectively. Then, there exists an isometric immersion $f : M \to S^c$ and a Riemannian vector bundle isometry $\phi$ from $E$ to the normal bundle $\nu M$ of the immersion $f$ that carries $\nabla^E$ to the normal connection $\nabla^\perp$ and $\mathcal{I}^E_\xi$ to the second fundamental form of the immersion $f$. Any other such pair $(f, \phi)$ differs from $(f, \phi)$ only by left composition with a global isometry of $S^c$.

3.1.3. Remark. For the uniqueness part of Theorem 3.1.2 (up to global isometries of the space form) it suffices to assume that $M$ is connected; simply-connectedness is used only for the existence.

3.1.4. Remark. The theorem above tell us that, similarly to what happen with curves whose local geometry is completely described by the Frenet formulas, the local geometry of an isometric immersion into a space form is completely determined by the fundamental equations.

3.2. Absolute Total Curvature and Height Functions

In this section $M$ denotes an $n$-dimensional Riemannian manifold and $f : M \to \mathbb{R}^{n+p}$ denotes an isometric immersion. In this case the equations of Gauss, Codazzi and Ricci can be written in a simplified form using the fact that $\mathcal{R} = 0$.

3.2.1. Definition. Denote by $\nu^1M$ the unitary normal bundle of the immersion $f$, i.e.:

$$\nu^1M = \{(x, \xi) \in \nu M : \|\xi\| = 1\}.$$
The unitary normal bundle is a submanifold of $\nu M$ (see Exercise 2.21) and the map

$$\mathfrak{G} : \nu^1 M \rightarrow S^{n+p-1} \subset \mathbb{R}^{n+p}$$

defined by $\mathfrak{G}(x, \xi) = \xi$ is smooth. We call $\mathfrak{G}$ the (generalized) Gauss map of the immersion $f$.

Observe that $\mathfrak{G} : \nu^1 M \rightarrow S^{n+p-1}$ is a map between manifolds of the same dimension.

3.2.2. REMARK. If $p = 1$, $\nu^1 M$ is the orientation covering of $M$. So the manifold is orientable if and only if $\nu^1 M$ is disconnected hence diffeomorphic to two copies of $M$ and, in this case, the classical Gauss map is the restriction of $\mathfrak{G}$ to a connected component of $\nu^1 M$.

The normal bundle $\nu M$ is a Riemannian vector bundle with the inner product in the fibers induced from $\mathbb{R}^{n+p}$; considering such Riemannian vector bundle structure, the Riemannian metric of $M$ and the normal connection $\nabla^\perp$, we can construct a Riemannian metric in the manifold $\nu M$ as explained in Remark ??.

The unitary normal bundle $\nu^1 M$ will be considered with the Riemannian metric induced from $\nu M$. Recall from Exercise 2.21 that for $\xi \in \nu^1 M$ we have:

$$T(x, \xi)\nu^1 M = \text{Hor}(x, \xi) \nu M \oplus (\xi^\perp \cap \nu_x M) \cong T_x M \oplus (\xi^\perp \cap \nu_x M).$$

Observe that by identifying $T_x M$ with $df_x(T_x M)$, the tangent space $T(x, \xi)\nu^1 M$ is identified with $T_x S^{n+p-1} = \xi^\perp$.

Also the normal bundle and the unit normal bundle can be naturally immersed into $\mathbb{R}^{2(n+p)}$ by the map:

$$F : \nu M \rightarrow \mathbb{R}^{2(n+p)}, \quad F(x, \xi) = (f(x), \xi) \in \mathbb{R}^{n+p} \times \mathbb{R}^{n+p} = \mathbb{R}^{2(n+p)},$$

and the induced metric is the one described above. Is then clear that the tangent space $T(x, \xi)\nu^1 M$ is spanned by frames of the type $\{X_1, \ldots, X_n, \xi_1, \ldots, \xi_{p-1}\}$ where the $X_i$'s are tangent to $M$ and the $\xi_i$'s are a basis for $\xi^\perp \cap \nu_x M$. Choosing such a basis orthonormal and extendig it locally to an orthonormal frame field of the same type, since $\nabla_{\xi_i} \xi_j = -\delta_{ij} \xi_i$, we get:

- $< X_i(\mathfrak{G}), X_j > = < \nabla_{X_i} \xi, X_j > = - < A_{x, \xi} X_i, X_j >$,
- $< \xi_i(\mathfrak{G}), X_j > = < \nabla_{\xi_i} \xi, X_j > = 0$,
- $< \xi_i(\mathfrak{G}), \xi_j > = < \nabla_{\xi_i} \xi_i, \xi_j > = - < \nabla_{\xi_i} \xi_i, \xi > = \delta_{ij}$.

Hence, the differential of the Gauss map has a matrix representation, in a basis of the form above, of the type:

$$d\mathfrak{G}_{(x, \xi)} = \begin{pmatrix} -A_{(x, \xi)} & * \\ 0 & \text{Id} \end{pmatrix}.$$

3.2.3. COROLLARY. If $\delta$ denotes the canonical volume density of $\nu^1 M$ and $\sigma$ denotes the canonical volume density of the unit sphere $S^{n+p-1}$ then

$$(\mathfrak{G}^* \sigma)_{(x, \xi)} = | \det A_{(x, \xi)} | \delta_{(x, \xi)},$$
for all \((x, \xi) \in \nu^1 M\). In particular, \((x, \xi) \in \nu^1 M\) is a regular point for \(G\) if and only if \(A_{(x, \xi)}\) is invertible.

We are now ready to define the absolute total curvature of an isometric immersion \(f : M \to \mathbb{R}^{n+p}\), which gives a sort of global measure of how much \(f\) “bends” the manifold \(M\) inside \(\mathbb{R}^{n+p}\).

### 3.2.4. Definition

The **absolute total curvature** of the isometric immersion \(f\) is defined by:

\[
\tau(f) = \frac{1}{\text{vol}(S^{n+p-1})} \int_{\nu^1 M} G^* \sigma.
\]

From Lemma 3.2.3 we obtain immediately the following formula for \(\tau(f)\):

\[
\tau(f) = \frac{1}{\text{vol}(S^{n+p-1})} \int_{\nu^1 M} \left| \det A_{(x, \xi)} \right| d\mu_\delta(x, \xi) \in [0, +\infty],
\]

where \(\delta\) denotes the canonical volume density of \(\nu^1 M\). Moreover, using Fubini’s theorem (Theorem ??) it follows that:

\[
\tau(f) = \frac{1}{\text{vol}(S^{n+p-1})} \int_M \left( \int_{\nu^1_x M} \left| \det A_{(x, \xi)} \right| d\mu_{\sigma_x}(\xi) \right) d\mu_\delta(x),
\]

where \(\sigma_x\) denotes the canonical volume density of the unit sphere \(\nu^1_x M\) and \(\delta\) denotes the canonical volume density of \(M\).

### 3.2.5. Remark

If \(M\) is an oriented surface in \(\mathbb{R}^3\) and \(f : M \to \mathbb{R}^3\) is the inclusion map, then \(\tau(f)\) coincides with the integral over \(M\) of the absolute value of the Gaussian curvature of \(M\) divided by \(2\pi\) (see remark ??).

When \(M\) is compact, \(\tau(f)\) is finite; we make the following:

### 3.2.6. Assumption

In the rest of the section we will assume that \(M\) is compact.

We will now relate the absolute total curvature to the critical point of certain important functions.

### 3.2.7. Definition

Let \(\xi \in S^{n+p-1}\) be a fixed vector. We define the **height function in the \(\xi\) direction** as:

\[
h_\xi : M \to \mathbb{R}, \quad h_\xi(x) = \langle f(x), \xi \rangle.
\]

Geometrically, \(h_\xi(x)\) is the projection of \(f(x)\) onto the oriented line \(\{t\xi, t \in \mathbb{R}\}\) or, equivalently, the (oriented) height of \(f(x)\) in relation to the hyperplane \(\xi \perp\). An easy computation gives:

- \(dh_\xi(x)X = \langle df(x)X, \xi \rangle\),
- \(d^2(h_\xi)(x)(X, Y) = \langle \nabla_Y X, \xi \rangle = \langle A_\xi X, Y \rangle\) if \((x, \xi) \in \nu^1_x M\).

Hence we have:
3.2.8. **COROLLARY.** A point \( x \in M \) is critical for \( h_\xi \) if and only if \( (x, \xi) \in \nu^1 M \). Moreover such a critical point is nondegenerate if and only if \( A_\xi \) is non-singular. Finally, \( h_\xi \) is a Morse function if and only if \( \xi \) is a regular value of the Gauss map.

Let \( D \subset S^{n+p-1} \) denote the set of regular values of \( \mathcal{G} \). Since \( M \) is compact, \( D \) is open; moreover, by Sard’s theorem, the complement of \( D \) in \( S^{n+p-1} \) has null measure. For \( k \geq 0 \), we define integer valued maps \( \kappa_k : D \to \mathbb{N} \) by setting:

\[
\kappa_k(\xi) = \text{number of critical points of } h_\xi \text{ having index } k;
\]

observe that \( h_\xi \) is a Morse function, for \( \xi \in D \), and hence has only a finite number of critical points in the compact manifold \( M \). We also set \( \kappa(\xi) = \sum_{k=0}^{n} \kappa_k(\xi) \), so that:

\[
\kappa(\xi) = \text{number of elements of } \mathcal{G}^{-1}(\xi),
\]

for all \( \xi \in D \).

3.2.9. **LEMMA.** The restriction of the Gauss map to \( \mathcal{G}^{-1}(D) \) is a (smooth) covering map onto \( D \).

**PROOF.** Follows easily from the observation that \( \mathcal{G}|_{\mathcal{G}^{-1}(D)} : \mathcal{G}^{-1}(D) \to D \) is a proper local diffeomorphism (see Exercise 2.14). \( \square \)

3.2.10. **LEMMA.** The functions \( \kappa_k \) and \( \kappa \) are continuous in \( D \), i.e., constant in every connected component of \( D \).

**PROOF.** Let \( \xi \in D \) be fixed; we write:

\[
\mathcal{G}^{-1}(\xi) = \{ (x_i, \xi) : i = 1, \ldots, r \},
\]

where each \( x_i \in M \). We are going to show that the maps \( \kappa_k \) are constant in a neighborhood of \( \xi \). To this aim, we can assume that \( r \geq 1 \), otherwise all \( \kappa_k \)'s are zero around \( \xi \). Since \( \mathcal{G}|_{\mathcal{G}^{-1}(D)} : \mathcal{G}^{-1}(D) \to D \) is a covering map (Lemma 3.2.9), we can find an open neighborhood \( V \subset D \) of \( \xi \) and, for each \( i = 1, \ldots, r \), an open neighborhood \( U_i \subset \nu^1 M \) of \( (x_i, \xi) \) such that \( \mathcal{G} \) maps each \( U_i \) diffeomorphically onto \( V \) and \( \mathcal{G}^{-1}(V) \) is the disjoint union of the \( U_i \)'s. Since \( \mathcal{G}|_{(x_i,\xi)} \) is nondegenerate, by continuity one can find an open neighborhood \( Z_i \) of \( x_i \) in \( M \) and an open neighborhood \( W_i \) of \( \xi \) in \( S^{n+p-1} \) such that \( n_-(\mathcal{G}|_{(x,\eta)}) = n_-(\mathcal{G}|_{(x_i,\xi)}) \) for all \( (x, \eta) \in \nu^1 M \) with \( x \in Z_i \) and \( \eta \in W_i \). We can obviously assume that the \( W_i \)'s, \( i = 1, \ldots, r \) are disjoint. Now it is easy to check that the functions \( \kappa_k \) are constant on the open neighborhood \( W \) of \( \xi \) in \( S^{n+p-1} \) defined by:

\[
W = \bigcap_{i=1}^{r} \mathcal{G}(\pi^{-1}(Z_i) \cap U_i) \cap W_i,
\]

where \( \pi : \nu^1 M \to M \) denotes the canonical projection. \( \square \)

For every \( k = 0, \ldots, n \), we set:

\[
(3.2.4) \quad \tau_k(f) = \frac{1}{\text{vol}(S^{n+p-1})} \int_{D} \kappa_k(\xi) \, d\mu_\sigma(\xi) \in [0, +\infty];
\]
it will follow from Corollary 3.2.12 below that \( \tau_k(f) \) is indeed finite for all \( k \). Moreover, observing that \( \kappa_k(\xi) = \kappa_{n-k}(-\xi) \) for all \( \xi \in D \) we get:

\[
\tau_k(f) = \tau_{n-k}(f),
\]

for all \( k = 0, \ldots, n \).

3.2.11. LEMMA. Let \( \phi : \nu^1 M \to \mathbb{R} \) be a \( \mu_{\tilde{\delta}} \)-integrable function. Then the function \( D \ni \xi \mapsto \sum_{x \in \Theta^{-1}(\xi)} \phi(x, \xi) \in \mathbb{R} \) is \( \mu_{\sigma} \)-integrable and the following identity holds:

\[
\int_{\nu^1 M} \left| \det A(x, \xi) \right| \phi(x, \xi) \, d\mu_{\tilde{\delta}}(x, \xi) = \int_D \left( \sum_{x \in \Theta^{-1}(\xi)} \phi(x, \xi) \right) \, d\mu_{\sigma}(\xi).
\]

PROOF. Since \( \det A(x, \xi) \) vanishes when \( (x, \xi) \) is a critical point of \( \Theta \) and since the set of regular points of \( \Theta \) outside \( \Theta^{-1}(D) \) has null measure (see Proposition ??) we have:

\[
\int_{\nu^1 M} \left| \det A(x, \xi) \right| \phi(x, \xi) \, d\mu_{\tilde{\delta}}(x, \xi) = \int_{\Theta^{-1}(D)} \left| \det A(x, \xi) \right| \phi(x, \xi) \, d\mu_{\tilde{\delta}}(x, \xi).
\]

Keeping in mind Lemmas 3.2.3 and 3.2.9, the conclusion follows by applying Fubini’s theorem for covering maps (Corollary ??) to compute the righthand side of the equality above. \( \Box \)

For every \( k = 0, \ldots, n \), we set:

\[
U_k = \{(x, \xi) \in \nu^1 M : \mathbb{I}_{(x, \xi)} \text{ is nondegenerate and has index } k \};
\]

it is easy to see that \( U_k \) is open for all \( k \).

3.2.12. COROLLARY. The following equalities hold:

\[
\tau_k(f) = \frac{1}{\text{vol}(S^{n+p-1})} \int_{U_k} \left| \det A(x, \xi) \right| \, d\mu_{\tilde{\delta}}(x, \xi) \in [0, +\infty[, \quad k = 0, \ldots, n,
\]

\[
\tau(f) = \frac{1}{\text{vol}(S^{n+p-1})} \int_D \kappa(\xi) \, d\mu_{\sigma}(\xi) = \sum_{k=0}^{n} \tau_k(f),
\]

\[
\int_{\nu^1 M} \det A(x, \xi) \, d\mu_{\tilde{\delta}}(x, \xi) = \frac{1}{\text{vol}(S^{n+p-1})} \int_D \sum_{k=0}^{n} (-1)^k \kappa_k(\xi) \, d\mu_{\sigma}(\xi)
\]

\[
= \sum_{k=0}^{n} (-1)^k \tau_k(f)
\]

where \( \sigma \) denotes the canonical volume density of \( S^{n+p-1} \) and \( \tilde{\delta} \) denotes the canonical volume density of \( \nu^1 M \).

PROOF. Equalities (3.2.7), (3.2.8) and (3.2.9) follow respectively by taking \( \phi \) to be the characteristic function of \( U_k \), \( \phi \) constant and equal to 1 and \( \phi \) equal to the sign of \( \det A_{\xi} \) in Lemma 3.2.11. \( \Box \)
The Euler characteristic of $M$ is given by:

$$\chi(M) = \frac{1}{\text{vol}(S^{n+p-1})} \int_{S^{n+p-1}} \det A(x,\xi) \, d\mu(x,\xi).$$

**Proof.** Given $\xi \in D$, since $h_\xi$ is a Morse function on $M$, Proposition ?? implies that $\sum_{k=0}^{n} (-1)^k \kappa_k(\xi) = \chi(M)$. The conclusion follows from (3.2.9), observing that the complement of $D$ in $S^{n+p-1}$ has null measure. \qed

### 3.3. The Gauss–Bonnet–Chern Theorem

Recall that the classical Gauss–Bonnnet theorem states that the integral of the curvature of a compact two-dimensional Riemannian manifold $M$ equals $2\pi$ times the Euler characteristic of $M$.

In this section we generalize this result to the case of a compact Riemannian manifold $M$ whose dimension $n$ is an arbitrary even number; we set $n = 2s$.

Recalling Exercise 2.22, we can associate to a local tangent frame field $(X_i)_{i=1}^{n}$ the curvature form $\Omega$ of the Levi–Civita connection, which is a $\text{gl}(n, \mathbb{R})$-valued 2-form defined on the domain of the $X_i$’s. If $(X_i)_{i=1}^{n}$ is an orthonormal frame field, we set:

$$\Omega_{ij}(v, w) = \langle R(v, w)X_j, X_i \rangle,$$

for $i, j = 1, \ldots, n$. Observe that $\Omega_{ij} = -\Omega_{ji}$, i.e., $\Omega$ is a $\text{so}(n, \mathbb{R})$-valued 2-form. Set:

$$\gamma_0 = \frac{1}{s! 2^{n-1} \pi^s} \sum_{\sigma \in \mathcal{S}_n} (-1)^\sigma \Omega_{\sigma(1)\sigma(2)} \wedge \Omega_{\sigma(3)\sigma(4)} \wedge \ldots \wedge \Omega_{\sigma(n-1)\sigma(n)},$$

where $\mathcal{S}_n$ denotes the symmetric group on $n$ elements and $(-1)^\sigma$ denotes the sign of the permutation $\sigma$. We denote by $\gamma$ the $n$-density corresponding to $\gamma_0$ and to the orientation defined by $(X_i)_{i=1}^{n}$. Next we compute what happens with $\gamma$ when one changes the orthonormal frame $(X_i)_{i=1}^{n}$.

**3.3.1. Lemma.** The $n$-density $\gamma$ does not depend on the choice of the orthonormal frame $(X_i)_{i=1}^{n}$.

**Proof.** Let $(X'_i)_{i=1}^{n}$ be another local orthonormal frame and write $T_{ij} = \langle X'_j, X_i \rangle$, so that $T$ is an orthogonal $n \times n$ matrix and $X'_j = \sum_{i=1}^{n} T_{ij} X_i$. The curvature form $\Omega'$ corresponding to $(X'_i)_{i=1}^{n}$ is related to $\Omega$ by:

$$\Omega'_{ij} = \sum_{k_1, k_2=1}^{n} T_{k_1 i} T_{k_2 j} \Omega_{k_1 k_2}.$$
Let \( \gamma'_0 \) be the version of \( \gamma_0 \) defined for the orthonormal frame \((X'_i)_{i=1}^n\). We have to show that \( \gamma'_0 = (\det T)\gamma_0 \). We compute as follows:

\[
\gamma'_0 = \frac{1}{s!2^n\pi^s} \sum_{k_1,\ldots,k_n=1}^n \left[ \sum_{\sigma \in S_n} (-1)^\sigma T_{k_1\sigma(1)} \cdots T_{k_n\sigma(n)} \right] \Omega_{k_1k_2} \wedge \ldots \wedge \Omega_{k_{n-1}k_n}
\]

\[
= \frac{1}{s!2^n\pi^s} \sum_{k_1,\ldots,k_n=1}^n \det T(k_1,\ldots,k_n) \Omega_{k_1k_2} \wedge \ldots \wedge \Omega_{k_{n-1}k_n},
\]

where \( T(k_1,\ldots,k_n) \) is the \( n \times n \) matrix defined by \( T^{(k_1,\ldots,k_n)}_{ij} = T_{k_i,j} \). Since the determinant of \( T(k_1,\ldots,k_n) \) is zero when the \( k_i \)'s are not distinct we can replace \( k_i \) by \( \tau(i) \) with \( \tau \in S_n \) and then we get:

\[
\gamma'_0 = \frac{1}{s!2^n\pi^s} \sum_{\tau \in S_n} \det T^{(\tau(1),\ldots,\tau(n))} \Omega_{\tau(1)\tau(2)} \wedge \ldots \wedge \Omega_{\tau(n-1)\tau(n)}
\]

\[
= \frac{1}{s!2^n\pi^s} \sum_{\tau \in S_n} (-1)^\tau (\det T) \Omega_{\tau(1)\tau(2)} \wedge \ldots \wedge \Omega_{\tau(n-1)\tau(n)} = (\det T)\gamma_0. \quad \square
\]

We have proven that \( \gamma \) is a (global) smooth \( n \)-density on \( M \); formula (3.3.1) is sometimes used to define the so called Euler class of the tangent bundle \( TM \) (see [77, §5, Chap. XII]). Since \( \gamma \) is an \( n \)-density, there exists a smooth function \( K : M \to \mathbb{R} \) such that \( \gamma = K\delta \), where \( \delta \) is the canonical volume density of \( M \). We have the following:

3.3.2. Lemma. If \( f : M \to \mathbb{R}^{n+p} \) is an isometric immersion then for every \( x \in M \):

\[
(3.3.2) \quad K(x) = \frac{1}{\text{vol}(S^{n+p-1})} \int_{\nu_x^1 M} \det A_{(x,\xi)} \, d\mu_{\sigma_x}(\xi),
\]

where \( \sigma_x \) denotes the canonical volume density of the sphere \( \nu_x^1 M \).

Proof. Using the Gauss equation in the language of differential forms (see Exercise 3.4), since \( \Omega = 0 \), we obtain:

\[
\Omega_{ij} = \sum_{\alpha=1}^p A_{\xi_{\alpha}}(X_i) \wedge A_{\xi_{\alpha}}(X_j), \quad i, j = 1, \ldots, n,
\]

where \( (\xi_{\alpha})_{\alpha=1}^p \) is a local orthonormal frame of \( \nu M \) around \( x \) and the vector \( A_{\xi_{\alpha}}(X_i) \) is identified with the covector \( \langle A_{\xi_{\alpha}}(X_i), \cdot \rangle \). We can now write \( \gamma_0 \) as:

\[
\gamma_0 = \frac{1}{s!2^n\pi^s} \sum_{\sigma \in S_n} \sum_{\alpha_1,\ldots,\alpha_p=1}^p (-1)^\sigma A_{\xi_{\alpha_1}}(X_{\sigma(1)}) \wedge A_{\xi_{\alpha_2}}(X_{\sigma(2)}) \wedge \ldots \wedge A_{\xi_{\alpha_p}}(X_{\sigma(n-1)}) \wedge A_{\xi_{\alpha_p}}(X_{\sigma(n)});
\]
hence:

\[
K(x) = \gamma_0(X_1, \ldots, X_n) = \frac{1}{s!2^n\pi^s} \sum_{\sigma, \tau \in S_n} \sum_{\alpha_1, \ldots, \alpha_s = 1} (-1)^{\sigma\tau} \langle A_{\xi_1} (X_{\sigma(1)}, X_{\tau(1)}) \rangle \langle A_{\xi_2} (X_{\sigma(2)}, X_{\tau(2)}) \rangle \cdots \langle A_{\xi_s} (X_{\sigma(n-1)}, X_{\tau(n-2)}) \rangle \langle A_{\xi_{s+1}} (X_{\sigma(n)}, X_{\tau(n)}) \rangle.
\]

Consider the \(n\)-linear form \(B : \nu_x M \times \cdots \times \nu_x M \to \mathbb{R}\) defined by:

\[
B(\eta_1, \ldots, \eta_n) = \sum_{\sigma \in S_n} (-1)^{\sigma} \prod_{i=1}^{n} \langle A_{\eta_i} (X_{\sigma(i)}), X_{\sigma(i)} \rangle,
\]

and observe that \(B(\xi, \ldots, \xi) = \det A\xi\). Consider the symmetrization of \(B\) which is the unique symmetric \(n\)-linear form \(\tilde{B}\) on \(\nu_x M\) such that \(\tilde{B}(\xi, \ldots, \xi) = \det A\xi\); \(\tilde{B}\) is computed explicitly as:

\[
\tilde{B}(\eta_1, \ldots, \eta_n) = \frac{1}{n!} \sum_{\sigma, \tau \in S_n} (-1)^{\sigma\tau} \prod_{i=1}^{n} \langle A_{\eta_i} (X_{\tau(i)}), X_{\sigma(i)} \rangle.
\]

Using Exercise 2.20, we can compute the integral on the righthand side of (3.3.2) as:

\[
\int_{\nu_x M} \det A(x, \xi) \, d\mu_\sigma(\xi) = \left( \frac{n-1}{n+p-2} \right) \left( \frac{n-3}{n+p-4} \right) \cdots \left( \frac{3}{p+2} \right) \frac{1}{p} \text{vol}(S^{p-1}) \sum_{\alpha_1, \ldots, \alpha_s = 1} \tilde{B}(\xi_{\alpha_1}, \xi_{\alpha_2}, \ldots, \xi_{\alpha_s})
\]

\[
= \left( \frac{n-1}{n+p-2} \right) \left( \frac{n-3}{n+p-4} \right) \cdots \frac{3}{p+2} \text{vol}(S^{p-1}) \frac{1}{n!} \sum_{\alpha_1, \ldots, \alpha_s = 1} (-1)^{\sigma\tau} \langle A_{\xi_{\alpha_1}} (X_{\tau(1)}, X_{\sigma(1)}) \rangle \langle A_{\xi_{\alpha_2}} (X_{\tau(2)}, X_{\sigma(2)}) \rangle \cdots \langle A_{\xi_{\alpha_s}} (X_{\tau(n-1)}, X_{\sigma(n-1)}) \rangle \langle A_{\xi_{\alpha_s}} (X_{\tau(n)}, X_{\sigma(n)}) \rangle.
\]

The conclusion follows using formulas (3.3.3), (3.3.4), the formula for the volume of the sphere (see Exercise 2.19) and a lot of patience in handling nasty coefficients.

3.3.3. COROLLARY (Gauss–Bonnet–Chern theorem). If \(M\) is a compact even dimensional manifold then \(\int_M \gamma = \chi(M)\).

PROOF. By a well-known result of Nash, every Riemannian manifold can be isometrically embedded in some Euclidean space. In particular, we can find an
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isometric immersion $f : M \to \mathbb{R}^{n+p}$. By Fubini’s theorem (Theorem ??) we have:

\[
(3.3.5) \quad \int_M \left( \int_{\nu^1 M} \det A_{(x,\xi)} \, d\mu_{\sigma_\nu}(\xi) \right) \, d\mu_\delta(x) = \int_{\nu^1 M} \det A_{(x,\xi)} \, d\mu_\delta(x,\xi).
\]

By Corollary 3.2.13, the righthand side of (3.3.5) equals the Euler characteristic of $M$ times $\text{vol}(S^{n+p-1})$. Using Lemma 3.3.2 we get that the lefthand side of (3.3.5) is equal to:

\[
\text{vol}(S^{n+p-1}) \int_M K(x) \, d\mu_\delta(x) = \text{vol}(S^{n+p-1}) \int_M \gamma.
\]

The conclusion follows. \[\Box\]

3.4. The Chern–Lashof Theorem

The following theorem is the main result of the section. It gives a characterization of isometric immersions in Euclidean spaces having minimal total absolute curvature.

3.4.1. THEOREM (Chern-Lashof). Let $f : M \to \mathbb{R}^{n+p}$ be an isometric immersion of the $n$-dimensional compact Riemannian manifold $M$. Then:

1. $\tau(f) \geq 2$;
2. if $\tau(f) < 3$ then $M$ is homeomorphic to the sphere $S^n$;
3. if $\tau(f) = 2$ then $f$ is an embedding, $f(M)$ is contained in an $(n + 1)$-dimensional affine subspace $\mathbb{A}$ of $\mathbb{R}^{n+p}$ and it is the boundary in $\mathbb{A}$ of a bounded convex open subset of $\mathbb{A}$.

PROOF. Since $M$ is compact, for every $\xi \in D$, the height function $h_\xi$ has at least two critical points, so that $\kappa(\xi) \geq 2$. It follows from (3.2.8) that $\tau(f) \geq 2$, which proves part (1). If $\tau(f) < 3$ then $\kappa(\xi) = 2$ for some $\xi \in D$ and therefore $h_\xi$ is a Morse function with precisely two critical points. The proof of part (2) follows then from Reeb’s Theorem (Theorem 2.3.13). If $\tau(f) = 2$ then $\kappa(\xi) = 2$ for all $\xi \in D$, since $\kappa$ is locally constant (see Lemma 3.2.10). The proof of part (3) will be divided into various steps. We will keep the hypothesis of the theorem and, in order to simplify the language, we give the following:

3.4.2. DEFINITION. A pair $(x,\xi) \in \nu^1 M$ is called separating if there are points of $f(M)$ in both sides of the affine hyper-plane $f(x) + \xi^\perp$, i.e., if there exists $x_1, x_2 \in M$ with $h_\xi(x_1) < h_\xi(x) < h_\xi(x_2)$.

We make the following simple observations:

1. if $(x,\xi) \in \nu^1 M$ is separating then $h_\xi$ has at least three critical points; namely, $x$ is a critical point of $h_\xi$ that is neither the minimum nor the maximum.
2. The set of separating pairs $(x,\xi) \in \nu^1 M$ is open in $\nu^1 M$; this follows from an obvious continuity argument.
3. The set $\Phi^{-1}(D)$ is an open dense subset of the open set of all regular points $(x,\xi) \in \nu^1 M$ of $\Phi$; this follows from Proposition ??.
(4) There are no separating pairs \((x, \xi) \in \nu^1 M\) with \(A_{(x, \xi)}\) invertible; recall from Lemma 3.2.3 that \(A_{(x, \xi)}\) is invertible iff \((x, \xi)\) is a regular point for \(\Phi\). If there were separating regular points of \(\Phi\) then by items (2) and (3) above there would exist a separating point \((x, \xi) \in \Phi^{-1}(D)\). Then, by item (1) on page 113, \(h_\xi\) would be a Morse function having more than two critical points, a contradiction.

**Step 1.** The image of \(f\) is contained in an \((n+1)\)-dimensional affine subspace of \(\mathbb{R}^{n+p}\).

It suffices to show that if \(p \geq 2\) then the image of \(f\) is contained in some affine hyper-plane (i.e., an affine subspace of dimension \(n+p-1\)). The conclusion will follow then by an obvious induction argument\(^1\). Suppose that \(f(M)\) is not contained in any affine hyper-plane. Let \(\xi \in D\) and let \(x \in M\) be a critical point of \(h_\xi\), so that \((x, \xi) \in \Phi^{-1}(D) \subset \nu^1 M\). Since \(p \geq 2\), there exists \(\eta \in \nu^1_M\) with \(\langle \xi, \eta \rangle = 0\). For \(\theta \in \mathbb{R}\), define:

\[
\xi_\theta = \xi \cos \theta + \eta \sin \theta \in \nu^1 M,
\]

and denote by \(\mathcal{H}_\theta\) the affine hyper-plane \(f(x) + \xi_\theta\). Since for every \(u \in \mathbb{R}^{n+p}\), \((u - f(x))^\perp\) intercepts the plane spanned by \(\xi\) and \(\eta\), it follows that:

\[
\mathbb{R}^{n+p}_\theta = \bigcup_{\theta \in \mathbb{R}} \mathcal{H}_\theta.
\]

Our aim is to show that there exists \(\theta \in \mathbb{R}\) with \(A_{\xi_\theta}(x)\) invertible and such that \((x, \xi_\theta)\) is separating; this will give us a contradiction, by item (4) on page 114. Since \(\theta \mapsto \det A_{\xi_\theta}\) is real-analytic and does not vanish at \(\theta = 0\) then \(A_{\xi_\theta}\) is singular only for a discrete set of \(\theta\)'s in \(\mathbb{R}\). It follows that, towards our goal, it suffices to determine one value of \(\theta\) for which \((x, \xi_\theta)\) is separating; namely, by item (2) on page 113, the set of such \(\theta\)'s is open in \(\mathbb{R}\) and hence (if it is non empty) it must contain a point \(\theta\) with \(A_{\xi_\theta}(x)\) non singular.

Choose \(x_1 \in M\) with \(f(x_1)\) outside \(\mathcal{H}_0 = f(x) + \xi\perp\). By (3.4.1), there exists \(\theta_1 \in \mathbb{R}\) with \(f(x_1) \in \mathcal{H}_{\theta_1}\). Choose \(x_2 \in M\) with \(f(x_2)\) outside \(\mathcal{H}_{\theta_1}\). The proof of Step 1 will be completed if we can find \(\theta \in \mathbb{R}\) for which the functions:

\[
\begin{align*}
(3.4.2) \quad & h_{\xi_\theta}(x_1) - h_{\xi_\theta}(x) = \langle f(x_1) - f(x), \xi \rangle \cos \theta + \langle f(x_1) - f(x), \eta \rangle \sin \theta, \\
(3.4.3) \quad & h_{\xi_\theta}(x_2) - h_{\xi_\theta}(x) = \langle f(x_2) - f(x), \xi \rangle \cos \theta + \langle f(x_2) - f(x), \eta \rangle \sin \theta,
\end{align*}
\]

have opposite signs. The coefficient of \(\cos \theta\) in (3.4.2) is not zero because \(f(x_1) \notin \mathcal{H}_0\); moreover, the coefficients of \(\cos \theta\) and \(\sin \theta\) in (3.4.3) cannot both be zero, because \(f(x_2) \notin \mathcal{H}_{\theta_1}\). We can thus rewrite the righthand sides of (3.4.2) and (3.4.3) respectively in the form \(k_1 \cos(\theta + \varphi_1), k_2 \cos(\theta + \varphi_2)\), with \(k_1, k_2 > 0\); the difference \(\varphi_1 - \varphi_2\) cannot be an integer multiple of \(\pi\) because the functions in (3.4.2) and (3.4.3) do not vanish simultaneously at \(\theta = \theta_1\). It is now an easy

\(^1\)If \(f(M)\) is contained in some affine hyper-plane \(\mathcal{H}\) in \(\mathbb{R}^{n+p}\) then obviously the isometric immersion \(f : M \to \mathcal{H} \cong \mathbb{R}^{n+p-1}\) has again the property that all height functions that are Morse functions have exactly two critical points.
exercise to show the existence of \( \theta \in \mathbb{R} \) with \( \cos(\theta + \varphi_1) \cos(\theta + \varphi_2) < 0 \). This concludes the proof of Step 1.

Step 1 allows us to assume from now on that \( p = 1 \). In this case, we will say that a point \( x \in M \) is separating if \( (x, \xi) \) is separating for one (hence both) the \( \xi \)'s in \( \nu^1_2 M \), i.e., if there are points of \( f(M) \) on both sides of the affine tangent space \( f(x) + \text{Im}(df_x) \). Obviously the set of separating points is open in \( M \) (recall item (2) on page 113).

**STEP 2.** Assume that \( M \) has no separating points. Then \( f \) is an embedding and \( f(M) \) is the boundary of a bounded convex open subset of \( \mathbb{R}^{n+1} \).

Observe that since \( M \) is compact, \( f(M) \) cannot be contained in an affine hyper-plane \( \mathbb{A} \) of \( \mathbb{R}^{n+1} \); otherwise, \( f \) would be a local diffeomorphism onto a (compact) open subset of \( \mathbb{A} \).

For each \( x \in M \), denote by \( \mathbb{A}_x \) the affine hyper-plane \( f(x) + \text{Im}(df_x) \) of \( \mathbb{R}^{n+1} \) and by \( H_x \) the (unique) open half-space determined by \( \mathbb{A}_x \) such that \( f(M) \subset H_x \).

Set \( H = \bigcap_{x \in M} H_x \). Clearly, \( H \) is convex. Let us now prove the following facts.

(a) For \( x \in M \), the open half-space \( \mathbb{R}^{n+1} \setminus H_x \) is disjoint from the closure of \( H \);

for obviously \( H \subset H_x \) and hence \( \overline{H} \subset \overline{H_x} \).

(b) The union \( \bigcup_{x \in M} \mathbb{A}_x \) is closed in \( \mathbb{R}^{n+1} \) and disjoint from \( H \);

the fact that \( \bigcup_{x \in M} \mathbb{A}_x \) is disjoint from \( H \) is obvious. For each \( k \geq 1 \), let \( x_k \in M, v_k \in T_{x_k} M \) be given and assume that \( f(x_k) + df_{x_k}(v_k) \) converges to \( u \in \mathbb{R}^{n+1} \). Since \( M \) is compact, we may assume that \( x_k \) converges to \( x \in M \); hence \( df_{x_k}(v_k) \) converges to \( u - f(x) \in \mathbb{R}^{n+1} \). The set

\[
E = \bigcup_{y \in M} \{y\} \times \text{Im}(df_y)
\]

is a smooth vector subbundle of the trivial bundle \( M \times \mathbb{R}^{n+1} \) and therefore is closed in \( M \times \mathbb{R}^{n+1} \) (see Exercise 2.6); since \( (x_k, df_{x_k}(v_k)) \) is a sequence in \( E \) that converges to \( (x, u - f(x)) \in M \times \mathbb{R}^{n+1} \), it follows that \( u - f(x) \in \text{Im}(df_x) \) and therefore \( u \in H_x \). This concludes the argument.

(c) \( H \) is open in \( \mathbb{R}^{n+1} \);

let \( u \in H \) be given. It follows from item (b) that there exists \( \varepsilon > 0 \) such that the ball \( B(u; \varepsilon) \) is disjoint from \( \bigcup_{x \in M} H_x \). Then, for \( x \in M \), the \( B(u; \varepsilon) \) intercepts \( H_x \) and is disjoint from \( \mathbb{A}_x \); hence \( B(u, \varepsilon) \subset H_x \).

(d) \( H \) is bounded in \( \mathbb{R}^{n+1} \);

for \( \xi \in S^n \), the function \( \mathbb{R}^{n+1} \ni u \mapsto g_\xi(u) = \langle \xi, u \rangle \) is bounded in \( H \). Namely, let \( x_0, x_1 \in M \) be respectively a minimum and a maximum of \( h_\xi = g_\xi \circ f \). Then \( x_0 \) and \( x_1 \) are critical points of \( h_\xi \) and hence \( \text{Im}(df_{x_0}) \) and \( \text{Im}(df_{x_1}) \) are both orthogonal to \( \xi \). It follows that:

\[
H \subset H_{x_0} \cap H_{x_1} = g_\xi^{-1}(\{h_\xi(x_0), h_\xi(x_1)\}).
\]
If \( x, y \in M \) are such that \( f(x) \in A_y \) then \( A_x = A_y \);

let \( \xi \in S^n \) be a unit vector that is normal to \( \text{Im}(df_y) \). Since \( f(M) \) is contained in one half-space determined by \( A_y \), it follows that the height function \( h_\xi \) has either a minimum or a maximum at \( y \in M \). But \( f(x) \in A_y \) implies \( h_\xi(x) = h_\xi(y) \) and hence \( x \) is also an extremum of \( h_\xi \) of the same kind as \( y \). Then \( x \) is a critical point of \( h_\xi \), \( \xi \) is orthogonal to \( \text{Im}(df_x) \) and \( A_x = A_y \) because they are parallel to the same vector space and have the common point \( f(x) \).

If \( x, x_0 \in M \) are such that \( f(x_0) \notin A_x \) then the open line segment with endpoints \( f(x_0) \) and \( f(x) \) is contained in \( H \) and the open half-line issuing from \( f(x_0) \) in the direction of \( f(x) \) intersects \( \partial H \) only at \( f(x) \);

denote by \( \| f(x_0), f(x) \| \) the open line segment with endpoints \( f(x_0) \) and \( f(x) \). For every \( y \in M \), the endpoints \( f(x_0) \) and \( f(x) \) are both in \( H_y \) and therefore \( \| f(x_0), f(x) \| \) is contained in \( H_y \). We claim that \( f(x), f(y) \) is indeed contained in \( H_y \); for, otherwise, \( f(x) \) and \( f(y) \) would be both on \( A_y \). By item (e) this implies \( A_x = A_y \) and therefore \( f(x_0) \in A_x \), contradicting our hypothesis.

For \( t > 0 \), denote by \( u_t \) the point \( f(x_0) + t(f(x) - f(x_0)) \) on the half-line issuing from \( f(x_0) \) in the direction of \( f(x) \). We have shown that \( u_t \in H \) for \( t \in [0, 1] \); by item (c), \( H \) is open and therefore \( u_t \notin \partial H \). For \( t > 1 \), \( u_t \) is in \( R^{n+1} \setminus \overline{H} \) and therefore outside \( H \), by item (a). It is now obvious that \( u_1 = f(x) \in \partial H \).

\( f(M) \subset \partial H \) and \( f : M \rightarrow \partial H \) is an open map;

for every \( x \in M \) we can find \( x_0 \in M \) with \( f(x_0) \notin A_x \) and therefore \( f(x) \) is indeed in \( \partial H \), by item (f). To prove that \( f : M \rightarrow \partial H \) is an open map, it suffices to show that if \( V \) is a sufficiently small open neighborhood of \( x \) in \( M \) then \( f(V) \) is open in \( \partial H \). Let \( \xi \) be a smooth unit normal vector field defined in a neighborhood of \( x \) in \( M \) and choose an open neighborhood \( V \) of \( x \) small enough so that \( (\xi(y), f(x_0) - f(y)) \neq 0 \) for all \( y \in V \); then \( f(x_0) \notin A_y \) for \( y \in V \). Consider the map:

\[
[0, +\infty] \times V \ni (t, y) \mapsto \phi(t, y) = f(x_0) + t(f(y) - f(x_0)) \in R^{n+1};
\]

it follows from item (f) that \( \text{Im}(\phi) \cap \partial H = f(V) \). Moreover, a simple computation using the inverse function theorem, shows that \( \text{Im}(\phi) \) is open in \( R^{n+1} \).

This concludes the argument.

\( f \) is an embedding and \( f(M) = \partial H \);

since \( H \) is an open bounded convex subset of \( R^{n+1} \), \( \partial H \) is homeomorphic to the sphere \( S^n \) by Exercise ???. By item (g), \( f(M) \) is both open and closed in \( H \) and therefore \( H = f(M) \). Since \( f : M \rightarrow \partial H \) is locally injective, continuous and open, then it is a local homeomorphism. Since \( M \) is compact,
f is proper and hence a covering map (see Exercise 2.14). The conclusion follows by observing that \( \partial H \cong S^n \) is simply connected.

The following step will conclude the proof of the Theorem.

**Step 3.** There are no separating points \( x \in M \).

For the proof of the last step we need the following technical fact, and we refer to [?] for a proof:

**3.4.3. Proposition.** For every \( x \in M \) set:

\[
\mathcal{D}_x = \ker A_{(x, \xi)} \subset T_x M,
\]

\[
d(x) = \text{dimension of } \mathcal{D}_x \in \mathbb{N}, U_k = \{x \in M : d(x) = k\}
\]

where \( \xi \) denotes any one of the two elements of \( \nu_x^2 M \). Let \( U \subseteq M \) be an open set contained in \( U_k \). Then:

1. \( \mathcal{D} \) is an integrable distribution in \( U \) and its leaves are totally geodesic in \( \mathbb{R}^{n+1} \).
2. If \( \gamma : [0, b] \to M \) is a geodesic such that \( \gamma([0, b]) \) is contained in a leaf of \( \mathcal{D} \subset U \), then \( \gamma(b) \in U_k \) and the (affine) tangent space of \( M \) is constant along \( \gamma \).

We will prove now Step 3. By item (4) on page 114, there are no separating points \( x \in M \) with \( d(x) = 0 \). So will be enough to prove that the existence of a separating point \( x \) with \( d(x) \neq 0 \), implies the existence of another separating point \( y \in M \) with \( d(y) < d(x) \). Let \( x \in U_k \) be a separating point. If \( x \in \partial U_k \), since \( d : M \to \mathbb{N} \) is an upper semi-continuous function, there are, arbitrarily near \( x \), points in \( \partial U_l \), \( l < k \). Suppose now that \( x \) belongs to the interior of \( U_k \). Let \( S \) be a maximal leaf of the distribution \( \mathcal{D}, x \in S \). Let \( \gamma : \mathbb{R} \to M \) be a geodesic with \( \gamma(0) = x, \gamma(0) \in T_x S \). Since \( U_k \) is bounded and \( \gamma \) is a straight line, as long as \( \gamma(t) \in U_k \), there exists a smallest \( b \in \mathbb{R} \) such that \( \gamma(b) \in \partial U_k \). Since the (affine) tangent space is constant along \( \gamma([0, b]) \), \( \gamma(b) \) is again a separating point and \( d(\gamma(b)) = k \). Arguing as above we get, arbitrarily near \( \gamma(b) \), a separating point \( y \) with \( d(y), k \).

We introduce now an other class of functions which turns out to be very useful in the study of the geometry and topology of submanifolds of Euclidean spaces.

**3.4.4. Definition.** Let \( f : M \to \mathbb{R}^{n+p} \) be an isometric immersion of an \( n \)-dimensional Riemannian manifold. Fix \( q \in \mathbb{R}^{n+p} \). The distance function from \( q \) is the function:

\[
L_q : M \to \mathbb{R}, \quad L_q(x) = < q - x, q - x >.
\]

We study now the critical points of \( L_q \). Set \( \xi(x) = q - f(x) \). Identifying (locally) \( M \) with \( f(M) \), we have \( \nabla_X \xi = -X, X T_x M \). Hence:
3. APPLICATIONS OF MORSE THEORY IN THE COMPACT CASE

- \(dL_q(x)X = -2 < X, \xi >\).
  In particular, \(x \in M\) is a critical point of \(L_q\) if and only if \(\xi(x) \in \nu_q M\).
- If \(x\) is a critical point of \(L_q\), we have:
  \[d^2L_q(x)(X,Y) = -2Y < X, \xi > = 2 < (Id - A_\xi)X, Y >.
  \]

We want to characterize the points \(q \in \mathbb{R}^{n+p}\) such that \(L_q\) is a Morse function. This will be done in terms of the endpoint map or normal exponential map:

\[E : \nu M \to \mathbb{R}^{n+p}, \quad E(x, \eta) = f(x) + \eta.\]

We compute the differential of \(E\). Let \((x, \eta) \in \nu M\) and \(\gamma(t) = (x(t), \eta(t))\) be a curve in \(\nu M\) such that \(x(0) = x, \eta(0) = \eta\). Then:

\[dE(x, \eta)(\dot{\gamma}(0)) = (x(t) + \eta(t))'(0) = \dot{x}(0) + (\dot{\eta}(0))T + (\dot{\eta}(0))^\perp,\]

where, as before, for \(z \in T_x \mathbb{R}^{n+p}, z^T\) and \(z^\perp\) denote the projections of \(z\) onto \(T_x M\) and \(\nu_x M\) respectively. In particular, taking \(x(t) = x, \eta(t) = x + t\eta\), we get that the differential of \(E\) along the fibres is the identity (which was geometrically obvious). In particular \(dE(x, \eta)\) and \((Id - A_\eta)\) have kernels of the same dimension.

In particular:

3.4.5. LEMMA. \(L_q\) has only nondegenerate critical points if and only if \(q\) is a regular value of \(E\).

A critical value of \(E\) is called a focal point.

3.4.6. REMARK. If \(M\) is non compact and but \(f(M)\) is closed, then \(L_q\) is a proper function. So, using the Whitney’s theorem on the existence of closed embeddings and Sard’s theorem, the above lemma gives the existence of (proper) Morse functions on every differentiable manifold.

The following result, due to Nomizu and Rodrigues (see [2]), can be seen as the version of the Chern–Lashof theorem for distance functions:

3.4.7. THEOREM. Let \(f : M \to \mathbb{R}^{n+p}\) be an isometric immersion of a compact, connected Riemannian manifold of dimension \(n \geq 2\). Suppose that, for every non focal point \(q \in \mathbb{R}^{n+p}\), the function \(L_q\) has only two critical points. Then \(f\) is totally umbilical\(^2\). In particular \(f\) embeds \(M\) as a round sphere in some \((n+1)\)-dimensional affine subspace.

PROOF. Let \((x, \eta) \in \nu M\) and \(\lambda_1, \ldots, \lambda_n\) be the eigenvalues of \(A_\eta\). We want to show that \(\lambda_1 = \ldots = \lambda_n\). Suppose \(\lambda_1 < \lambda_2\). Choose \(t \in \mathbb{R}\) such that \(1 - t\lambda_1 > 0 > 1 - t\lambda_2\) and \(1 - t\lambda_i \neq 0\). Then \((Id - A_\eta)\) is non singular with index different from 0, \(n\). In particular \((x, t\eta)\) is a regular point for the endpoint map \(E\), hence \(E\) maps an open neighborhood of \((x, t\eta)\) diffeomorphically onto an open neighborhood of \(q = E(x, t\eta) \in \mathbb{R}^{n+p}\). By Sard’s theorem there exist a regular value of \(E\), \(q' = E(x', \eta')\) arbitrarily close to \(q\), with \((x', \eta')\) arbitrarily close

\(^2\)Recall that \(f\) is totally umbilical if for every \((x, \eta) \in \nu M\), the Weingarten operator \(A_\eta\) is a multiple of the identity. It is a classical fact that for such an immersion, if \(n \geq 2\), the connected components of \(f(M)\) are open parts of \(n\)-dimensional affine spaces or \(n\)-dimensional round spheres, in some \((n+1)\)-dimensional affine subspace (see [2]).
3.5. Low Co-dimensional Isometric Immersions of Compact Manifolds with Non Negative Curvature

To \((x, \eta)\). Then \(L_q\) is a Morse function and \(x'\) is a critical point of \(L_q\) which, by continuity has index \(\neq 0, n\). Therefore \(L_q\) has at least three critical points, a contradiction.

For a “convex embedding”, the Morse height functions have two critical points, but the distance functions have, if the embedding is not a round sphere, more then two critical points. So, in general, “height functions have moore critical points than distance functions”. Depending on the problem may be more convinient to work with one or the other class of functions. However, in an interesting case, the two classes coincide:

3.4.8. Proposition. Let \(f : M \rightarrow \mathbb{R}^{n+p}\) be an isometric immersion such that \(\|f(x)\|^2 = x^2 > 0\). Then \(L_q(x) = (1 + \|q\|^2) - 2h_q\).

Proof. An easy calculation. \(\square\)

The results of this section lead naturally to consider two clases of immersions: The ones for which the Morse height functions Have the minimum number of critical points allowed by the (weak) Morse inequalities, and the clas for which the same appens for the distance functions. Immersions of the first type are called tight, and the one of the second type are called tough. Properties of those classes will be discussed in the Appendix.

3.5. Low Co-dimensional Isometric Immersions of Compact Manifolds with Non Negative Curvature

In this section we will study the topology of compact Riemannian manifolds with nonnegative sectional curvature, isometrically immersed in Euclidean spaces in codimension one and two.

The case of codimension one is an easy consequence of the theorem of Chern and Lashof:

3.5.1. Theorem. Let \(M\) be a compact connected \(n\)-dimensional Riemannian manifold \((n \geq 2)\) and \(f : M \rightarrow \mathbb{R}^{n+1}\) an isometric immersion. If the sectional curvature of \(M\) is nonnegative then \(M\) is homeomorphic to the sphere \(S^n\), \(f\) is an embedding and \(f(M)\) is the boundary of a bounded convex open subset of \(\mathbb{R}^{n+1}\).

Proof. Let \(\xi \in S^n\) be such that the height function \(h_\xi : M \rightarrow \mathbb{R}\) is a Morse function. We will show that \(h_\xi\) has exactly two critical points and then the conclusion will follow the Chern–Lashof theorem. For every critical point \(x \in M\) of \(h_\xi\), the Hessian of \(h_\xi\) at \(x\) is the second fundamental form \(\Pi_\xi\) at the point \(x\). If \((E_i)_{i=1}^n\) is an orthonormal basis of \(T_xM\) that diagonalizes the Weingarten operator \(A_\xi\), say \(A_\xi E_i = \lambda_i E_i\). Then, by the Gauss equation, the sectional curvature of the plane spanned by \(E_i\) and \(E_j\) \((i \neq j)\) is \(\lambda_i \lambda_j\). Since \(M\) has nonnegative sectional curvature, it follows that \(\lambda_i \lambda_j > 0\), so all \(\lambda_i\)’s have the same sign. This means that the Morse index of \(h_\xi\) at \(x\) is either 0 or \(n\). Using Corollary ??, it follows that \(\tau(f) = 2\). \(\square\)

The case of codimension two was considered, between others, by J. D. Moore in [?] who proved the following:
3.5.2. Theorem. Let \((M, g)\) be an \(n\)-dimensional compact connected Riemannian manifold with positive sectional curvature and \(n \geq 3\). If \(M\) admits an isometric immersion in \(\mathbb{R}^{n+2}\) then \(M\) has the homotopy type of the sphere \(S^n\).

During the proof of Theorem 3.5.2 we will need some results from algebraic topology that will be stated without proof.

3.5.3. Theorem (Poincaré duality). Let \(\mathbb{K}\) be an arbitrary field. If \(M\) is a compact topological oriented \(n\)-dimensional manifold then for every \(i\) the homology groups \(H_i(M; \mathbb{K})\) and \(H_{n-i}(M; \mathbb{K})\) are isomorphic. If \(\mathbb{K} = \mathbb{Z}_2\), the same result holds without the assumption that \(M\) is orientable.

3.5.4. Theorem. Let \(M\) be a compact \(n\)-dimensional differentiable manifold with \(n \geq 1\). If there exists a natural number \(k\) for which the Whitney sum:
\[
TM \oplus (M \times \mathbb{R}^k)
\]
is a trivial vector bundle then the Euler characteristic of \(M\) is even.

3.5.5. Theorem. Let \(M\) be a compact, connected, simply-connected \(n\)-dimensional differentiable manifold. If \(H_i(M; \mathbb{K}) = 0\) for \(i = 1, \ldots, n-1\) and any field \(\mathbb{K}\), then \(M\) has the same homotopy type that the sphere \(S^n\).

Proof. We will divide the proof in several steps and will assume the hypothesis and notations of the theorem. The starting point is the following observation due to A. Weinstein:

Step 4. Given \(x \in M\), \(\|I_x(v, v)\| \in \nu_x M\) is non zero whenever \(v\) is non zero; in particular, the map:
\[
T_x M \setminus \{0\} \ni v \mapsto \frac{\|I_x(v, v)\|}{\|I_x(v, v)\|} \in \nu_x^1 M
\]
is well-defined. Its image \(S_x \subset \nu_x^1 M\) is a closed arc of length less than \(\frac{\pi}{2}\).

Proof. For \(v, w \in T_x M\), the Gauss equation gives us:
\[
\langle R(v, w)v, w \rangle = \|I_x(v, w)\|^2 - \langle I_x(v, v), I_x(w, w) \rangle
\]
since \(M\) has positive sectional curvature, it follows that if \(v, w \in T_x M\) are linearly independent then:
\[
\|I_x(v, w)\|^2 - \langle I_x(v, v), I_x(w, w) \rangle < 0.
\]
Since \(n \geq 2\), equation (3.5.2) implies that \(I_x(v, v) \neq 0\) if \(v \neq 0\), so that the map (3.5.1) is indeed well-defined. Obviously \(S_x\) equals the image of the restriction of (3.5.1) to the unit sphere of \(T_x M\). This implies that \(S_x\) is compact and connected, i.e., a closed arc. Finally, (3.5.2) implies that the angle between \(I_x(v, v)\) and \(I_x(w, w)\) is less than \(\frac{\pi}{2}\) whenever \(v, w \in T_x M\) are linearly independent. It follows that the length of \(S_x\) is less than \(\frac{\pi}{2}\). □

The following step is the basic algebraic fact that will allow us to estimate the absolute total curvature:
STEP 5. Let $A_0, A_\frac{\theta}{2}$ be two $n \times n$ positive definite symmetric matrices. Then:
$$ | \det(A_0 - A_\frac{\theta}{2}) | < | \det(A_0 + A_\frac{\theta}{2}) |. $$

PROOF. The result is obvious if $A_0$ and $A_\frac{\theta}{2}$ are diagonal matrices. We reduce the general case to this case by the following argument. We identify $A_0$ and $A_\frac{\theta}{2}$ with positive definite symmetric bilinear forms in $\mathbb{R}^n$; observe that both $A_0$ and $A_\frac{\theta}{2}$ are inner products. Denote by $T$ the linear endomorphism of $\mathbb{R}^n$ that represents $A_\frac{\theta}{2}$ with respect to the inner product $A_0$, i.e., $A_\frac{\theta}{2}(\cdot, \cdot) = A_0(T(\cdot), \cdot)$. Then $T$ is a $A_0$-symmetric linear operator and therefore there exists a $A_0$-orthonormal basis in $\mathbb{R}^n$ for which the matrix representation of $T$ is diagonal. Hence, we can find an invertible $n \times n$ matrix $P$ such that $P^*A_0P$ is the identity and $P^*A_\frac{\theta}{2}P$ is diagonal (and positive). The conclusion follows from the computation below:

$$(\det P)^2 |\det(A_0 - A_\frac{\theta}{2})| = |\det(P^*A_0P - P^*A_\frac{\theta}{2}P)|$$
$$\leq |\det(P^*A_0P + P^*A_\frac{\theta}{2}P)| = (\det P)^2 |\det(A_0 + A_\frac{\theta}{2})|. \quad \square$$

As a consequence we get:

STEP 6. Let $A_0, A_\frac{\theta}{2}$ be two $n \times n$ positive definite symmetric matrices and for $\theta \in \mathbb{R}$ set:
$$A(\theta) = A_0 \cos \theta + A_\frac{\theta}{2} \sin \theta.$$ Then:
$$| \det (A(\theta)) | \geq | \det (A(\pi - \theta)) |,$$
for all $\theta \in [0, \frac{\pi}{2}]$.

PROOF. If $\theta = 0$ or $\theta = \frac{\pi}{2}$ the result is trivial; otherwise, apply Lemma 5 to the positive definite symmetric matrices $A_0 \cos \theta$ and $A_\frac{\theta}{2} \sin \theta$. \quad \square

We are now ready to estimate the absolute total curvature:

STEP 7.
$$\tau_0(f) + \tau_n(f) > \sum_{k=0}^{n-1} \tau_k(f).$$

PROOF. Using formula (3.2.7) and Fubini’s Theorem (Theorem ??) we get:
$$\tau_k(f) = \frac{1}{\text{vol}(S^{n+1})} \int_M \left( \int_{\nu_x^\frac{1}{2} M \cap \mathcal{U}_k} | \det A(x, \xi) | d\mu_{\sigma_x}(\xi) \right) d\mu_\delta(x),$$
for $k = 0, \ldots, n$. Now let $x \in M$ be fixed. The proof will be completed once we prove that:

$$\int_{\nu_x^\frac{1}{2} M \cap \mathcal{U}_0} | \det A(x, \xi) | d\mu_{\sigma_x}(\xi) + \int_{\nu_x^\frac{1}{2} M \cap \mathcal{U}_n} | \det A(x, \xi) | d\mu_{\sigma_x}(\xi)$$
$$> \sum_{k=1}^{n-1} \int_{\nu_x^\frac{1}{2} M \cap \mathcal{U}_k} | \det A(x, \xi) | d\mu_{\sigma_x}(\xi).$$

$$\left(3.5.3\right)$$
Since the closed arc $S_x$ has length less than $\frac{\pi}{2}$ (Lemma 4), we can choose an orthonormal basis $\xi_1, \xi_2$ of $\nu_x M$ which leaves $S_x$ in the first quadrant, i.e., such that $\langle \xi, \xi_1 \rangle$ and $\langle \xi, \xi_2 \rangle$ are positive for all $\xi \in S_x$. Observe that with such choice of $\xi_1$ and $\xi_2$, $A_{\xi_1}$ are positive definite. For $\theta \in \mathbb{R}$ we set $\xi_\theta = \xi_1 \cos \theta + \xi_2 \sin \theta$, and $A(\theta) = A_{\xi_\theta}$. Observing that $A(\theta)$ is positive definite for $\theta \in [0, \frac{\pi}{2}]$ and negative definite for $\theta \in [\pi, \frac{3\pi}{2}]$ we get:

(3.5.4) \[ \{ \xi_\theta : \theta \in [0, \frac{\pi}{2}] \} \subset U_0, \quad \{ \xi_\theta : \theta \in [\pi, \frac{3\pi}{2}] \} \subset U_n, \]
and hence:

(3.5.5) \[ \int_{\nu_1^+ M \cap U_0} |\det A_{(x,\xi)}| \, d\mu_{\sigma_x}(\xi) + \int_{\nu_1^+ M \cap U_n} |\det A_{(x,\xi)}| \, d\mu_{\sigma_x}(\xi) > \int_0^{\frac{\pi}{2}} |\det (A(\theta))| \, d\theta + \int_{\frac{\pi}{2}}^{\frac{3\pi}{2}} |\det (A(\theta))| \, d\theta; \]

the fact that the inequality above is strict follows by observing that the continuous function $\theta \mapsto |\det (A(\theta))|$ is positive on $[0, \frac{\pi}{2}] \cup [\pi, \frac{3\pi}{2}]$ and that $U_0$ (respectively, $U_n$) contains $\xi_\theta$ for $\theta$ in an interval which is strictly larger than $[0, \frac{\pi}{2}]$ (respectively, strictly larger than $[\pi, \frac{3\pi}{2}]$).

Observing that both integrals in the righthand side of (3.5.5) are equal and using Corollary 6, we get:

\[ \int_0^{\frac{\pi}{2}} |\det (A(\theta))| \, d\theta + \int_{\frac{\pi}{2}}^{\frac{3\pi}{2}} |\det (A(\theta))| \, d\theta \]
\[ \geq \int_0^{\frac{\pi}{2}} |\det (A(\theta))| \, d\theta + \int_{\frac{\pi}{2}}^{2\pi} |\det (A(\theta))| \, d\theta. \]

Finally, (3.5.4) implies $\bigcup_{k=1}^{n-1} (\nu_1^+ M \cap U_k) \subset \{ \xi_\theta : \theta \in \left[ \frac{\pi}{2}, \pi \right] \cup \left[ \frac{3\pi}{2}, 2\pi \right] \}$ and hence:

\[ \int_0^{\frac{\pi}{2}} |\det (A(\theta))| \, d\theta + \int_{\frac{\pi}{2}}^{2\pi} |\det (A(\theta))| \, d\theta \]
\[ \geq \sum_{k=1}^{n-1} \int_{\nu_1^+ M \cap U_k} |\det A_{(x,\xi)}| \, d\mu_{\sigma_x}(\xi). \]

This proves (3.5.3) and concludes the proof. \( \square \)

The latter result and Morse inequalities will allow us to estimate the Betti Numbers:

**Step 8.** Let $K$ be a field with $K = \mathbb{Z}_2$ or $M$ orientable then:

\[ \sum_{k=1}^{n-1} \beta_k(M; K) < \beta_0(M; K) + \beta_n(M; K) = 2. \]
PROOF. Using the strong Morse inequality (3.2.4) with \( k = 1 \) and recalling (3.2.5) we get:

\[
(3.5.6) \quad \tau_1(f) - \tau_0(f) = \frac{1}{\text{vol}(S^{n+1})} \int_D \kappa_1(\xi) - \kappa_0(\xi) \, d\mu_\sigma(\xi) \\
\geq \frac{\text{vol}(D)}{\text{vol}(S^{n+1})} (\beta_1(M; \mathbb{K}) - \beta_0(M; \mathbb{K})) = \beta_1(M; \mathbb{K}) - \beta_0(M; \mathbb{K}),
\]

where the last equality follows from the fact that \( S^{n+1} \setminus D \) has null measure. Using (3.2.5) and Poincaré duality (Theorem 3.5.3) we get:

\[
(3.5.7) \quad \tau_{n-1}(f) - \tau_n(f) \geq \beta_{n-1}(M; \mathbb{K}) - \beta_n(M; \mathbb{K}).
\]

Since \( \beta_0(M; \mathbb{K}) = 1 \); moreover, Poincaré duality implies also \( \beta_n(M; \mathbb{K}) = 1 \).

We are now ready for the final steps of the proof.

**Step 9.** \( M \) is simply connected.

PROOF. By the theorem of Bonnet–Myers, \( \pi_1(M) \) is finite, so contain an element \( a \) of prime period \( p \). Let \([a] \cong \mathbb{Z}_p\) be the subgroup generated by \( a \). Let \( \pi : M_a \to M \) be a covering map with \( \pi_1(M_a) \cong [a] \) and consider in \( M_a \) the covering metric so that \( f_a := f \circ \pi : M_a \to \mathbb{R}^{n+2} \) is an isometric immersion. Observe that \( M_a \) is compact, with positive curvature and orientable if \( p \neq 2 \), since, \( \pi_1(M_a) \) does not contain subgroups of order two. We may therefore apply the Betti numbers estimate to \( M_a \) obtaining \( \sum_{i=1}^{n-1} \beta_i(M_a; \mathbb{Z}_p) \leq 1 \). But \( H_1(M_a; \mathbb{Z}_p) \cong H_1(M_a; \mathbb{Z}) \otimes \mathbb{Z}_p \cong \mathbb{Z}_p \), by the universal coefficients theorem, and, by Poincaré duality, \( H_{n-1}(M_a; \mathbb{Z}_p) \cong \mathbb{Z}_p \) which gives the contradiction \( \sum_{i=1}^{n-1} \beta_i(M_a; \mathbb{Z}_p) \geq 2 \).

**Step 10.** The normal bundle \( \nu M \) of the isometric immersion \( f \) is trivial.

PROOF. Since \( M \) is simply connected, hence orientable, orientable, the normal bundle \( \nu M \) is an orientable vector bundle; since its fibers are two-dimensional, in order to prove that \( \nu M \) is trivial it suffices to exhibit a continuous never vanishing
global section of $\nu M$ (see Exercise 3.1). We then define a section $\xi : M \to \nu M$ by taking $\xi(x)$ to be the middle point of the arc $S_x$ for all $x \in M$. Although intuitive, the continuity of $s$ has to be proven by a technical argument, which goes as follows. Let $\eta, \eta^\perp$ be an orthonormal frame defined in an open neighborhood $U \subset M$ of $x$. Denote by $\theta(y, X)$ the angle between $\eta(y)$ and $\alpha(X, X)$, $X \in T_yM$. Since $S_y \neq \nu_y^1M$, $\forall y \in U$, it follows that we can choose a continuous determination of $\theta$.

We set:

$$
\theta_n(y) = \inf \{\theta(y, X) : X \in T_yM\}, \quad \theta_M(y) = \sup \{\theta(y, X) : X \in T_yM\}.
$$

Then $\theta_n$ and $\theta_M$ are continuous in $U$, so is $\theta(y) = \frac{1}{2}(\theta_n(y) + \theta_M(y))$. But:

$$
\xi(y) = \cos \theta(y)\eta + \sin \theta(y)\eta^\perp,
$$

so $\xi$ is continuous. $\square$

We can now conclude the proof of the theorem: From Step 3.4 we know that $M$ is simply connected. So, by theorem 3.4 it is sufficient to prove that $\beta_i(M; \mathbb{K}) = 0$, $i = 1, \ldots, n - 1$ and for every field $\mathbb{K}$. Suppose this is not the case. Then, by step 3.3 $\beta_i(M; \mathbb{K}) = 1$ for some $i = 1, \ldots, n - 1$ and all the others Betti numbers are zero (in the above range). But this would imply that the Euler characteristic of $M$ is odd, contradicting Theorem 3.4 since $\nu M$ is trivial. $\square$

3.5.6. REMARK. If $n \geq 4$ a compact $n$-dimensional manifold, homotopy equivalent to a sphere, is homeomorphic to a sphere by the positive answer to the generalized Poincaré conjecture.

3.5.7. REMARK. If $n = 2$, the classical Gauss–Bonnet theorem imply that the manifold is diffeomorphic to $S^2$ or $\mathbb{RP}^2$. We do not know if there exist an immersion of the real projective plane into $\mathbb{R}^4$ such that the induced metric has positive curvature. It is known, however, that if such immersion exist, it can not be an embedding.

It is possible to extend Moore theorem to the case of compact manifolds with non negative curvature. However the proof require complementary techniques an we refer to [?] and [?] for a proof of the following result:

3.5.8. THEOREM. Let $M$ be an $n$-dimensional compact, connected Riemannian manifold with non negative sectional curvature, $n \geq 3$, and $f : M \to \mathbb{R}^{n+2}$ an isometric immersion. Then:

(1) If $M$ is simply connected, then either $M$ is a homotopy sphere or it is isometric to a Riemannian product $M_1^{n_1} \times M_2^{n_2}$ and $f$ is the product of two convex embedding $f_i : M_i^{n_i} \to \mathbb{R}^{n_i+1}$.

(2) If $M$ is not simply connected, either is covered by $S^3$ or diffeomorphic to $S^1 \times S^{n-1}$, in the orientable case, or to a generalized Klein bottle in the non orientable case.

$\text{3}$The generalized Klein bottle is the non orientable $S^{n-1}$ bundle over $S^1$. 


3.6. Quasi-convex hypersurfaces

Let \( f : M^n \to \mathbb{R}^{n+1} \) be an isometric immersion of a compact, connected Riemannian manifold. If the sectional curvature of \( M^n \) is non negative, we have seen that \( f \) is an embedding and \( f(M) \) is the boundary of a convex open set. The main point of the proof was the fact that for a regular value \( \xi \) of the Gauss map and \((x, \xi) \in \nu M\), then the eigenvalues of \( A_\xi \) have the same sign and, conversely, it is obvious that a “convex embedding” satisfies the above condition. In this section we will considere some important geometric conditions on \( M^n \) that imply that \( f \) satisfies the following weaker condition:

3.6.1. Definition. The immersion \( f \) is quasi-convex if all but at most one of the eigenvalues of \( A_\xi \) have the same sign.

The above condition is empty if \( n \leq 3 \) so for the rest of this section we will assume \( n \geq 4 \). From Theorem ?? we have:

3.6.2. Theorem. Let \( M^n \) be an \( n \)-dimensional compact, connected Riemannian manifold \( n \geq 4 \), and \( f : M^n \to \mathbb{R}^{n+1} \) be a quasi-convex immersion. Then \( M^n \) has the homotopy type of a CW-complex with no cell in dimension \( k, k \in \{2, \ldots, n-2\} \). In particular:

1. \( H_k(M^n; \mathbb{Z}) = \{0\}, k = 2, \ldots, n-2 \).
2. \( H_1(M^n; \mathbb{Z}) \) is a free Abelian group on \( \beta_1 \) generators.
3. \( \pi_1(M^n) \) is a free group in \( \beta_1 \) generators.

We will discuss now two interesting conditions on the intrinsic geometry of \( M^n \) that imply that \( f \) is quasi-convex.

3.6.1. Conformally flat hypersurfaces.

Conformally flat manifolds are the analogous, in conformal geometry, of manifolds of constant curvature in Riemannian geometry. We recall that:

3.6.3. Definition. An \( n \)-dimensional Riemannian manifold \( M^n \) is (locally) conformally flat, if \( \forall x \in M^n \), there exist an open neighborhood \( U \subseteq M^n \) of \( x \) and a conformal diffeomorphism of \( U \) onto an open set of \( \mathbb{R}^n \).

We observe that 2-dimensional Riemannian manifolds are always conformally flat, due to the existence of isothermal coordinates, so we will assume, in what follows, that \( n \geq 3 \).

Let \( \{E_1, \ldots, E_n\} \) be an orthonormal basis for \( T_x M \). Recall that the Ricci tensor \( Q : T_x M \to T_x M \) is defined as:

\[
Q(X) = \sum_{i=1}^{n} R(X, E_i) E_i,
\]
and, for a unit vector $X \in T_x M$, the Ricci curvature is given by $\text{Ricc}(X) = \langle Q(X), X \rangle$. The scalar curvature of $M^n$ at $x$ is the trace of the Ricci tensor,

$$S = \sum_{i=1}^{n} \langle Q(E_i), E_i \rangle = \sum_{i=1}^{n} \text{Ricc}(E_i).$$

We define the Schouten tensor, $\gamma : T_x M^n \rightarrow T_x M^n$ as:

$$\gamma(X) = \frac{1}{n-2} [Q(X) - \frac{SX}{2(n-1)}],$$

and the Weyl tensor $W : T_x M^n \times T_x M^n \rightarrow \text{End}(T_x M^n)$ as:

$$W(X,Y) = R(X,Y) - \gamma(X) \wedge Y - X \wedge \gamma(Y),$$

where $(Z \wedge K)T := \langle Z, T \rangle K - \langle K, T \rangle Z$.

The basic (pointwise) characterization of conformally flat manifolds is the following:

3.6.4. Theorem. Let $n \geq 3$. Then $M^n$ is conformally flat if and only if:

1. $W = 0$.
2. $\gamma$ is a Codazzi tensor, i.e.

$$(\nabla_X \gamma)(Y) = (\nabla_Y \gamma)(X), \forall X, Y \in T_x M^n, \forall x \in M^n, X, Y \in T_x M^n.$$

Moreover, if $n = 3$ the Weyl tensor always vanishes, and if $n \geq 4$, the vanishing of the Weyl tensor implies that $\gamma$ is Codazzi.

We will prove the following characterization of conformally flat hypersurfaces, due originally to Cartan:

3.6.5. Theorem. Let $M^n$ be a Riemannian manifold, $n \geq 4$, and $f : M^n \rightarrow \mathbb{R}^{n+1}$ be an isometric immersion. Then $M^n$ is conformally flat if and only if $f$ is quasi-umbilic i.e., the shape operator has an eigenvalue of multiplicity at least $n-1$. In particular, conformally flat hypersurfaces are quasi-convex.

Proof. Let $\{E_1, \ldots, E_n\}$ be an orthonormal basis of $T_x M^n$ such that $A_{\xi} E_i = \lambda_i E_i, (x, \xi) \in \nu^1 M$. Then, by the Gauss equation, we get:

$$\gamma(E_i) = \frac{1}{n-2} [\text{Ricc}(E_i) - \frac{S}{2(n-1)}]E_i.$$

Therefore, the Weyl tensor vanishes if and only if:

$$(n-2)\lambda_i \lambda_j = \text{Ricc}(E_i) + \text{Ricc}(E_j) - \frac{S}{n-1}, \ i, j = 1, \ldots, n.$$ 

Let $i, j, k, l$ be distinct indices. If $W = 0$, the above equation gives:

$$\lambda_i \lambda_j + \lambda_k \lambda_l - \lambda_i \lambda_k - \lambda_l \lambda_j = (\lambda_i - \lambda_l)(\lambda_j - \lambda_k) = 0,$$

The above condition is verified for all four distinct indices if and only if at list $n-1$ of the $\lambda$'s are equal i.e., if and only if the immersion is quasi-umbilic. Conversely it is obvious that if $f$ is quasi-umbilic, then $M^n$ is conformally flat. □
3.6. REMARK. If \( f : M^3 \to \mathbb{R}^4 \) is a quasi-umbilic immersion, it is easily seen, that \( M^3 \) is conformally flat i.e., it’s Schouten tensor is Codazzi. However there are example of isometric immersions of conformally flat 3-manifolds with distinct principal curvatures. The classification of such immersions is still an open problem.

3.6. REMARK. More is known on the structure of compact conformally flat hypersurfaces of \( \mathbb{R}^{n+1} \). In fact is proved in [?], that:

3.6. THEOREM. Let \( f : M^n \to \mathbb{R}^{n+1} \) be an isometric immersion of a compact, oriented, connected, conformally flat manifold, \( n \geq 4 \). Then \( M^n \) is conformally diffeomorphic to a sphere \( S^n \) with “handles” of type \( [0, 1] \times S^{n-1} \) attached.

Observe that the above result is quite analogous to the classification of compact orientable surfaces.

For isometric immersion of conformally flat manifolds in higher codimension, we have the following generalization of the Cartan’s result due to J. D. Moore [?]:

3.6. THEOREM. Let \( f : M^n \to \mathbb{R}^{n+p} \) be an isometric immersion of a conformally flat manifold, \( p \leq n - 3 \). Then, \( \forall x \in M^n \) there exist a subspace \( U \subseteq T_x M^n \) of dimension at least \( n-p \) and \( \xi \in \nu_x M^n \), such that the second fundamental form, restricted to \( U \), is given by:

\[
\alpha(X, Y) = \langle X, Y \rangle \xi.
\]

Again applying Theorem ?? to the height functions we get:

3.6. COROLLARY. \( f : M^n \to \mathbb{R}^{n+p} \) be an isometric immersion of a compact, connected, conformally flat manifold, \( p \leq n - 3 \). Then \( M^n \) has the homotopy type of a CW-complex with no cells in dimension \( k \), \( p < k < n - p \). In particular the homology vanishes in that range of dimensions.

PROOF. Let \( \xi \) be a regular value of the Gauss map. Then the Hessian of \( h_\xi \) has, at a critical point, an eigenvalue of multiplicity at least \( n-p \), hence the index is smaller or equal to \( p \) or greater or equal to \( n-p \) and the conclusion follows. \( \square \)

3.6.2. Manifolds with nonnegative isotropic curvature.

One of the reasons why sectional curvature is a basic invariant in Riemannian geometry is that it appears in an important way in the formula of the second variation of the energy functional, giving therefore informations on the stability and, more in general, on the index of geodesics. It is a classical technique to use those information to study the topology of the manifold. If we look at the space of sufficiently smooth maps from a surface \( \Sigma \) to a Riemannian manifold, we have an energy functional:

\[
E(\phi) = \int_{\Sigma} \|d\phi\|^2 d\Sigma,
\]

whose critical points are the “harmonic maps”. In order to study the topology of the target manifold, we are naturally lead to consider the corresponding index form.
This program was essentially introduced in [?] and it turns out that the convenient invariant to study this index is the concepts of isotropic curvature that we will describe now.

Let \( M \) be a Riemannian manifold. For \( x \in M \) we consider the complexified tangent space \( T_x M^C = T_x M \oplus i T_x M \) and we consider the unique extensions of the Riemannian inner product \( \langle \cdot, \cdot \rangle \) of \( T_x M \) to a complex bilinear form \( \langle \cdot, \cdot \rangle_C \) in \( T_x M^C \) and to a Hermitian inner product \( \langle \cdot, \cdot \rangle_{\mathbb{C}} \) in \( T_x M^C \); more explicitly:

\[
\begin{align*}
(3.6.1) \quad & \langle v_1 + iv_2, w_1 + iw_2 \rangle_C = \langle v_1, w_1 \rangle - \langle v_2, w_2 \rangle + i(\langle v_2, w_1 \rangle + \langle v_1, w_2 \rangle), \\
(3.6.2) \quad & \langle v_1 + iv_2, w_1 + iw_2 \rangle_{\mathbb{C}} = \langle v_1, w_1 \rangle + \langle v_2, w_2 \rangle + i(\langle v_2, w_1 \rangle - \langle v_1, w_2 \rangle),
\end{align*}
\]

for all \( v_1, v_2, w_1, w_2 \in T_x M \).

3.6.11. Definition. A complex subspace \( S \subset T_x M^C \) is called isotropic if \( \langle v, w \rangle_C = 0 \) for all \( v, w \in S \).

Obviously \( S \subset T_x M^C \) is isotropic if and only if the complex subspaces \( S \) and \( \overline{S} = \{ \overline{v} : v \in S \} \) are orthogonal with respect to \( \langle \cdot, \cdot \rangle_C \). In particular, if \( S \) is isotropic then \( S \cap \overline{S} = \{0\} \) and \( \dim_C(S) \leq \dim(M) \). The following lemma shows how one can construct isotropic subspaces of \( T_x M^C \).

3.6.12. Lemma. If \( (b_j)_{j=1}^{2r} \) is an orthonormal family in \( T_x M \) then the family \( \left( \frac{1}{\sqrt{2}}(b_j + ib_{r+j}) \right)_{j=1}^{r} \) is a \( \langle \cdot, \cdot \rangle_{\mathbb{C}} \)-orthonormal complex basis for an isotropic subspace \( S \) of \( T_x M^C \).

Conversely, if \( S \subset T_x M^C \) is an isotropic subspace and if \( (Z_j)_{j=1}^{r} \) is a \( \langle \cdot, \cdot \rangle_{\mathbb{C}} \)-orthonormal family in \( T_x M \), where \( \Re(Z_j), \Im(Z_j) \in T_x M \) denote respectively the real and imaginary parts of \( Z_j \in T_x M^C \).

Proof. It is a straightforward calculation using (3.6.1) and (3.6.2). \( \square \)

For every \( x \in M \) we now consider the unique extension of the trilinear map:

\[
T_x M \times T_x M \times T_x M \ni (v_1, v_2, v_3) \mapsto R_x(v_1, v_2)v_3 \in T_x M
\]
to a map \( R^C_x : T_x M^C \times T_x M^C \times T_x M^C \to T_x M^C \) that is complex linear in the first two variables and conjugate linear in the third. We write \( R^C(X, Y)Z \) for the value of \( R^C_x \) on a triple \( (X, Y, Z) \) (we will usually omit the point \( x \in M \) for simplicity). From the standard symmetries of the curvature tensor, one easily obtains the following identities:

\[
\begin{align*}
R^C(X, Y)Z & = -R^C(Y, X)Z, \\
\langle R^C(X, Y)Z, T \rangle_{\mathbb{C}} & = -\langle R^C(X, Y)T, Z \rangle_{\mathbb{C}}, \\
\langle R^C(X, Y)Z, T \rangle_{\mathbb{C}} & = \overline{\langle R^C(Z, T)X, Y \rangle_{\mathbb{C}}},
\end{align*}
\]

for every \( X, Y, Z, T \in T_x M^C \). In particular, \( \langle R^C(X, Y)X, Y \rangle_{\mathbb{C}} \) is a real number.
Given $\mathbb{C}$-linearly independent vectors $Z, W \in T_x M^\mathbb{C}$, we define the \textit{complex sectional curvature} of the complex plane spanned by $Z$ and $W$ to be the real number:

$$K^\mathbb{C}(Z, W) = -\frac{\langle R^\mathbb{C}(Z, W)Z, W \rangle}{\langle Z, Z \rangle \langle W, W \rangle - |\langle Z, W \rangle|^2} \in \mathbb{R}.$$  

It is easy to see that $K^\mathbb{C}(Z, W)$ depends only on the complex plane spanned by $Z$ and $W$ and not on the particular basis chosen on such plane (see Exercise 3.16).

We will say that an $n$-dimensional Riemannian manifold $M$ ($n \geq 4$) has \textit{non negative isotropic curvature} if $K^\mathbb{C}(Z, W) \geq 0$ for every $x \in M$ and every $Z, W \in T_x M^\mathbb{C}$ that form a basis for an isotropic subspace of $T_x M^\mathbb{C}$.

3.6.13. \textsc{Lemma.} Assume that $M$ has non negative isotropic curvature. Then, for every $x \in M$ and every orthonormal family $(e_1, e_2, e_3, e_4)$ in $T_x M$, we have:

$$K_{12} + K_{14} + K_{23} + K_{34} \geq 0,$$

where $K_{ij}$ denotes the sectional curvature of $M$ in the plane spanned by $e_i$ and $e_j$.

\textsc{Proof.} Set $Z = e_1 + ie_3$ and $W = e_2 + ie_4$. It is easy to see that $Z$ and $W$ form a (complex) basis for an isotropic plane in $T_x M^\mathbb{C}$. A straightforward computation using the standard symmetries of the curvature tensor $R$ shows that the isotropic curvature corresponding to such plane is given by:

$$K^\mathbb{C}(Z, W) = K_{12} + K_{14} + K_{23} + K_{34} + 2\langle R(e_3, e_1)e_4, e_2 \rangle.$$  

Similarly, the isotropic curvature corresponding to the complex plane spanned by $Z = e_1 - ie_3$ and $W$ is given by:

$$K^\mathbb{C}(\overline{Z}, W) = K_{12} + K_{14} + K_{23} + K_{34} - 2\langle R(e_3, e_1)e_4, e_2 \rangle.$$  

Adding the two (non negative) isotropic curvatures $K^\mathbb{C}(Z, W)$ and $K^\mathbb{C}(\overline{Z}, W)$ we have the desired conclusion. \qed

3.6.14. \textsc{Theorem.} Let $M$ be a compact $n$-dimensional Riemannian manifold ($n \geq 4$) having non negative isotropic curvature. Then every isometric immersion $f : M^n \to \mathbb{R}^{n+1}$ is quasi-convex.

3.6.15. \textsc{Remark.} Using estimates of the index of harmonic spheres in a Riemannian manifold as well as a quite sophisticated Morse Theory for the energy functional on the space of $H^1$ maps of $S^2$ into a Riemannian manifold, it was proved in [?] the following beautiful result:

3.6.16. \textsc{Theorem.} Let $M^n$, $n \geq 4$ be a compact, simply connected Riemannian manifold with positive isotropic curvature. Then $M^n$ is homeomorphic to the sphere $S^n$.

It is an open problem if, in the above hypothesis, $M^n$ is diffeomorphic to a sphere.
3.7. Hypersurfaces of finite geometric type.

Let \( f: M = M^n \to \mathbb{R}^{n+p} \) be an isometric immersion of an \( n \)-dimensional Riemannian manifold. Recall that the mean curvature vector \( H \) is defined as the trace of the second fundamental form (see exercise?). If \( H = 0 \), the immersion is called a minimal immersion. Minimal immersions are the critical points of the area functional, i.e., if \( D \subseteq M \) is a compact domain and \( f_t \) is a family of immersions of \( D \) with \( f_t|\partial D = f|\partial D \), the function:

\[
A(t) = \int_D dM_t,
\]

where \( dM_t \) is the volume density induced by \( f_t \) on \( D \), has zero derivative at \( t = 0 \).

For \( n = 2, p = 1 \) the theory of minimal surfaces in \( \mathbb{R}^3 \) is a classical and very extended topic in differential geometry and complex analysis, at least if \( M \) is orientable. The main point is that, in this case, the classical Gauss map is an holomorphic function into \( S^2 \subset \mathbb{R}^3 \) and the immersion can be recovered by complex analytic methods, starting from the Gauss map and the metric (Enneper-Weierstrass representation theorem). In the class of orientable, complete minimal surfaces the subclass of the ones with finite total curvature, i.e. \( \int_M k dM > -\infty \), is a very important one and has quite interesting topological-geometric properties. We list some of them:

- \( M \) is conformally diffeomorphic to a compact Riemann surface \( \overline{M} \) minus a finite number of points, say \( p_1, \ldots, p_k \in \overline{M} \). The points \( p_i \) are called the ends of \( M \).
- The (classical) Gauss map \( \mathcal{G}: M \to S^2 \) extend to an holomorphic map \( \overline{\mathcal{G}}: \overline{M} \to S^2 \). In particular it is singular on a finite set if \( M \) is not flat (hence not totally geodesic).
- For each end \( p_i \in \overline{M} \) there exist a neighborhood \( U_i \) such that the composition of \( f|(U_i \setminus p_i) \) with the projection onto \( \overline{\mathcal{G}}(p_i)^{\perp} \) is a finite covering of order \( I(p_i)^{\perp} \) over the complement of a ball in \( \overline{\mathcal{G}}(p_i)^{\perp} \).

We consider now a class of oriented hypersurface which share the properties of minimal surfaces of finite total curvature. From now on, by the Gauss map \( \mathcal{G} \), we will intend the classical Gauss map, i.e. the restriction of the Gauss map to one of the components of \( \nu^1 M \).

3.7.1. Definition. An immersion \( f: M \to \mathbb{R}^{n+1} \) of an \( n \)-dimensional, connected, oriented manifold is of finite geometric type if:

1. \( M \) is complete in the induced metric.
2. \( M \) is diffeomorphic to \( \overline{M} \setminus \{p_1, \ldots, p_k\} \) where \( \overline{M} \) is compact, and \( \mathcal{G}: M \to S^n \) extend to a smooth map \( \overline{\mathcal{G}}: \overline{M} \to S^n \).
3. For each end \( p_i \in \overline{M} \) there exist a neighborhood \( U_i \) such that the composition of \( f|(U_i \setminus p_i) \) with the projection onto \( \overline{\mathcal{G}}(p_i)^{\perp} \) is a finite covering of order \( I(p_i)^{\perp} \) over the complement of a ball in \( \overline{\mathcal{G}}(p_i)^{\perp} \).

\(^4\)Observe that the Gaussian curvature of a minimal surface in \( \mathbb{R}^3 \) is always nonpositive.
3.7. HYPERSURFACES OF FINITE GEOMETRIC TYPE.

(4) The Gauss-Kronecker curvature \( G(x) = \det(A_{G(x)}) \) is zero only on a finite union of connected submanifolds of dimension \( \leq n - 2 \).

3.7.2. REMARK. The integer \( I(p_i) \) is still called the geometric index of the immersion at the end \( p_i \). If \( n \geq 3 \), \( I(p_i) = 1 \) since the complement of a ball, in those dimensions, is simply connected. If \( n = 2 \), \( I(p_i) \) is the number of times that \( f(U_i \setminus p_i) \) wings around \( \mathcal{G}(p_i)^\perp \). In particular \( I(p_i) = 1 \) if and only if \( f|_{(U_i \setminus p_i)} \) is an embedding. In this case we will say that the end is embedded.

3.7.3. REMARK. It is proved in [JM] that condition (3) in the definition above is really a consequence of conditions (1) and (2). In fact much more is proved in that paper. In particular the fact that the Gauss map extends to an end \( p \) means that \( M \) has a “tangent space” at \( p \) in the following strong sense: The intersection of \( f(M) \) with a sphere of a large radius \( R \), normalized on the unit sphere \( S^n(1) \), converges in the \( C^1 \) topology, when \( R \to \infty \), to the sphere \( S^n(1) \cap \mathcal{G}(p)^\perp \). It follows that if \( f \) is an embedding, the extended Gauss map assumes, at the ends at most two values, and, in this case, the values are opposite.

The Gauss-Kronecker curvature is well defined up to sign, since depend on the chose of the orientation. However, if the dimension is even, it is well defined independently of the orientation. Since we will be essentially interested in the even dimensional case, the chose of the orientation will not be a problem. Olso, in the even dimensional case, the condition on the Gauss-Kroneker curvature imply that the total absolute curvature is two, so \( f \) embeds \( M \) as the boundary of a convex body. So we will make, from now on, the following:

3.7.4. ASSUMPTION. \( M \) is even dimensional, non compact and \( f \) is of finite geometric type.

3.7.5. REMARK. Since the singular points of the Gauss map do not disconnect \( M \), the sign of the Gauss-Kronecker curvature is constant, and we will denote it by \( \sigma \).

Let \( \xi \in S^n \) be a regular value of the Gauss map, and \( h_\xi \) be the height function in the \( \xi \) direction. Then \( h_\xi \) has only non degenerate critical points and the gradient of \( h_\xi \) at \( x \in M \) is, up to identifying locally \( M \) with \( f(M) \), the projection of \( \xi \) onto \( T_xM \). So the projection of \( \xi \) onto the tangent spaces to \( M \) gives a smooth vector field, \( X = \nabla h_\xi \) whose singularities are the critical points of \( h_\xi \). Since the index of the gradient of a function at a non degenerate critical point of (Morse) index \( \lambda \) is \( (-1)^\lambda \), we get:

3.7.6. LEMMA. The index of \( X \) a singular point is \( \sigma \).

We will study now the behavior of \( X \) near the ends.

3.7.7. LEMMA. The index of \( X \) at an end \( p \) such that \( \mathcal{G}(p) \neq \pm \xi \) is \( 1 + I(p) \).

PROOF. We consider, first, the case when the end is embedded, i.e. \( I(p) = 1 \). Since \( \mathcal{G}(p) \neq \pm \xi \), \((df)(X_\xi)\) is an almost constant vector field along \( f \) (in a small neighborhood of the end) whose projection on the hyperplane \( \mathcal{G}(p)^\perp \) has norm.
bounded away from zero in a neighborhood of infinity. Therefore, the index of the projection, along a big sphere in $G(p)^\perp$, is zero and the projection extends to a non vanishing vector field on the interior of the sphere. We project the extended field on the unit sphere of $R^{n+1}$ by stereographic projection obtaining a vector field $\tilde{X}_\xi$ on the unit sphere with only one singularity, at the south pole. Consequently the index of $\tilde{X}_\xi$ is $1 + (-1)^n = 2$. Since the composition of the immersion, projection onto $G(p)^\perp$ and stereographic projection is an orientation preserving diffeomorphism of a small neighborhood of $p$ onto a small neighborhood of the south pole, which send $X_\xi$ onto $\tilde{X}_\xi$, the conclusion follows.

For the non embedded case (which occurs only for $n = 2$), we recall the tangency formula for computing index of a singularity of a plane vector field:

Let $\gamma$ be a closed simple curve around a singularity such that the field is non zero along $\gamma$ and tangent only at a finite number of points. Let $n_e$ the number of points of $\gamma$ where the integral curve of the vector field is (locally) outside $\gamma$ and $n_i$ the number of points where the integral curve is (locally) inside $\gamma$. Then the index of the vector field is $(2 + n_i - n_e)/2$.

Going back to the case in question, we consider a simple closed curve $\gamma$ around $p$. Since the composition of the immersion and the projection onto $G(p)^\perp$ is an $I(p)$-fold covering in a small punctured neighborhood of $p$, the image $\alpha$ of $\gamma$ is a closed curve in $R^2 - \{(0,0)\}$ with winding number $I(p)$. Up to homotopy, we can suppose that $\gamma$ is an $I(p)$-fold covering of a closed simple curve. We proceed as above and observe that, for each lap, the projected vector field has index $0 = (2 + n_i - n_e)/2$. Therefore, $n_i - n_e = -2$ for each complete lap. We observe that, external (resp. internal) tangency of the flow of the projected field along $\alpha$ corresponds to internal (resp. external) tangency along $\gamma$ of the flow of $X_\xi$. Therefore, the index of $X_\xi$, along $\gamma$, is $(2 + I(p)(n_e - n_i))/2 = 1 + I(p)$.

From the above, summing the indeces of the vector field, we obtain:

3.7.8. Theorem. The Euler characteristic of $M$ is

$$\chi(M) = \sum_i (1 + I(p_i)) + 2\sigma m,$$

where $m$ is the degree of the (classical) Gauss map.

We will give now some applications of the above formula.

Since the Gauss map of a minimal surface is holomorphic, and the tendency of an holomorphic map is to be surjective, most attention has been posed on the problem of determining the “size” of the image of the Gauss map. In this context the best result was obtained by Fujimoto in 1988 who proved that the image of the Gauss map of a complete, non flat minimal surface can omit at most four points (and there are many examples where $\mathcal{G}$ omits exactly four points). In the context of non flat, complete minimal surfaces of finite total curvature, it was proved by Osserman in 1964 that the Gauss map of such a surface omits at most three points. Clearly the catenoid is an example of a surface of the above type whose Gauss map omits two points. It is still an open problem if there are example of complete, non
flat minimal surfaces of finite total curvature, whose Gauss map omits exactly three points. Using our arguments we will give a new proof of Osserman’s theorem in the more general context of surfaces of finite geometric type.

3.7.9. Theorem. Let \( f : M^2 \to \mathbb{R}^3 \) be an immersion of finite geometric type. Then the Gauss map omits at most three points.

Proof. By hypothesis, the Gauss map \( \overline{\mathcal{G}} : M \to S^2(1) \) is a branched covering, branched (possibly) at the flat points and at the ends. At a branch point \( p \), the branching number \( \nu(p) \) is the cardinality of the intersection of a small neighborhood of \( p \) with the inverse image of a regular value near \( \overline{\mathcal{G}}(p) \). So, the branching number is, always, at least one and bigger than one only at the effective branch points which, by our assumptions, are finite in number. In this situation we have the so called Riemann-Hurwitz formula:

\[
(3.7.1) \quad \chi(M) = 2m + \sum_{i=1}^n (1 - \nu(p)) = 2m + \sum (1 - \nu(p)).
\]

Let us suppose that the Gauss map omits \( n \) points, \( \xi_1, \ldots, \xi_n \). Let \( A_i = \{ p \in M : \overline{\mathcal{G}}(p) = \xi_i \} \), \( B = \{ p \in M : \overline{\mathcal{G}}(p) \neq \xi_i \} \) and \( C = \{ q \in M : \nu(q) > 1 \} \). Let \( \xi \) be a regular value of \( \mathcal{G} \), \( \xi \neq \xi_i \). We write the above formula in the following form:

\[
(3.7.2) \quad \chi(M) = 2m + \sum_{i=1}^n \sum_{p \in A_i} (1 - \nu(p)) + \sum_{p \in B} (1 - \nu(p)) + \sum_{p \in C} (1 - \nu(p)).
\]

Observe that \( \sum_{p \in A_i} \nu(p) = m \) and \( \sum_{i=1}^n |A_i| + |B| = k \). Then:

\[
(3.7.3) \quad \chi(M) = (2 - n)m + k - \sum_{p \in B} \nu(p) + \sum_{p \in C} (1 - \nu(p)).
\]

Comparing with Equation \( \Box \), we obtain:

\[
(3.7.4)
\]

Therefore, \( n < 4 \), as claimed. \( \Box \)

A simple analysis of the proof gives the following

3.7.10. Corollary. On the hypothesis of Theorem \( \Box \), if \( n = 3 \) then \( \chi(M) \leq 0 \). Moreover, if \( \chi(M) = 0 \), we have:

1. \( m = k \)
2. \( B = \emptyset = C \), and
3. \( \sum I(p_i) = k \), i.e., each end is embedded.

3.7.11. Remark. The proof, in the case of complete minimal surfaces of finite total curvature, is very similar to this one, but for the fact that the basic formulas for the Euler characteristic of \( M \) are obtained via the Weierstrass representation, which, clearly, does not exist outside the minimal case.
The advantage of this point of view is that it extends to higher dimensional hypersurfaces, while the use of complex analysis is restricted to the case \( n = 2 \). To stress this point we will prove the following theorem that is new even in the case of minimal hypersurfaces of “finite total curvature”:

3.7.12. **Theorem.** Let \( f : M^{2n} \to R^{2n+1} \) be an immersion of finite geometric type, \( n > 1 \). Suppose the critical fibers, i.e. the inverse image by the Gauss map of the critical values, form a stratified subset \( N \) of dimension less then \( n - 1 \). Then:

1. \( M^{2n} \) is, topologically, a sphere minus two points.
2. If \( M^{2n} \) is minimal, it is a catenoid.

**Proof.** First we observe that since \( \overline{M} \) is compact, every regular value of \( \overline{\mathcal{G}} \) has a neighborhood that is evenly covered. In particular \( \mathcal{G}|(\overline{M} \setminus N) \) is a covering map. Consider a map \( \alpha : S^k \to S^{2n} \). By the standard transversality theorem, up to homotopy, we can suppose that \( \alpha \) is transversal to \( \mathcal{G}|N \), hence disjoint from \( \mathcal{G}(N) \) if \( k \leq n \). Therefore the inclusion \( S^{2n} \setminus \mathcal{G}(N) \to S^{2n} \) induces an epimorphism between the homotopy groups in dimension \( \leq n \). Also, if \( k \leq n \), \( \alpha \) is homotopic to a constant, hence it extends to a map \( \tilde{\alpha} : D^{k+1} \to S^{2n} \). Applying again the transversality argument to \( \tilde{\alpha} \), we may assume that the extended map has image disjoint from \( \mathcal{G}(N) \). Therefore \( S^{2n} \setminus \mathcal{G}(N) \) has vanishing homotopy up to dimension \( n \), in particular is simply connected. It follows that \( \mathcal{G}|(\overline{M}^{2n} \setminus N) : (\overline{M}^{2n} \setminus N) \to S^{2n} \setminus \mathcal{G}(N) \) is a diffeomorphism, hence \( \mathcal{G} \) is a map of degree one. It also follows that \( \overline{M}^{2n} \setminus N \) has vanishing homotopy groups up to dimension \( n \), hence the \( k \)-dimensional homology vanishes, if \( k \leq n \). By Poincaré duality the homology vanishes in dimension \( k = 1, \ldots, 2n-1 \). Hence \( \overline{M}^{2n} \) is a simply connected homology sphere, hence homotopy equivalent to a sphere and homeomorphic to a sphere by the positive answer to the generalized Poicaré conjecture.

In particular, Equation (??) implies that

\[
2 = \chi(\overline{M}) = 2(k + \sigma),
\]

hence \( k = 2 \) and \( \sigma = -1 \). This prove part the first assertion.

The second assertion follows from a theorem of R. Schoen:

*The only minimal immersions which are regular at infinity and have two ends are the catenoid and pairs of planes.*

We just observe that, minimal hypersurfaces of finite geometric type, are regular at infinity in the sense of Schoen, if the ends are embedded, which is the case since \( n > 1 \). \( \square \)

**Exercises for Chapter 3**

**The Fundamental equations of an Isometric Immersion.**

**Exercise 3.1.** Let \( E \) be a vector bundle over a differentiable manifold \( M \) with a connection \( \nabla \) with zero curvature. Given \( x_0 \in M \) and \( X \in T_{x_0}M \), show that there exist a local section \( \tilde{X} \) of \( E \), defined in a neighborhood \( U \) of \( x_0 \), and such that \( \nabla_Y \tilde{X} = 0, \forall Y \in T_yM, y \in U \).
EXERCISE 3.2. Provide details for the following sketched proof of a simplified version of Theorem 3.7.13.

3.7.13. THEOREM. Let $\Omega$ be an open, simply connected subset of $\mathbb{R}^n$. Let $g$ be a Riemannian metric in $\Omega$ with Levi Civita connection $\nabla$, curvature $R$ and $A : \Omega \to \text{End}(\mathbb{R}^n)$ be a tensor field valued in the $g$-symmetric endomorphisms. Suppose that $A$ verifies the equations of Gauss and Codazzi for $c = 0$, i.e.

- $R(X, Y) = A(X) \wedge A(Y)$,
- $\nabla_X (AY) - A(\nabla_X Y) = \nabla_Y (AX) - A(\nabla_Y X)$.

Then there exist an isometric immersion $f : (\Omega, g) \to \mathbb{R}^{n+1}$.

PROOF. Consider $T\Omega \oplus \epsilon$, where $\epsilon = \Omega \times \mathbb{R}$, with the direct sum (fiber) metric. Let $\xi : \Omega \to \mathbb{R}$, $\xi(x) = 1$. Look at $\xi$ as a section of $T\Omega \oplus \epsilon$. Define a connection $\nabla'$ by the rules:

- $\nabla'_X Y = \nabla_X Y + <AX, Y> \xi$,
- $\nabla'_X \xi = -AX$.

The equations of Gauss and Codazzi imply that the curvature of $\nabla'$ is zero. Let $p \in \Omega$, $\{x_1, \ldots, x_n\}$ be coordinates in $\Omega$ such that $\{\frac{\partial}{\partial x_i}(p)\}$ is a $g$-orthonormal basis at $p$. Let $E_i = \frac{\partial}{\partial x_i}(p), E_{n+1} = \xi(p)$. Since $\nabla'$ is flat and $\Omega$ is simply connected, we can extend the above basis to a $\nabla'$-parallel orthonormal frame field $\{\tilde{E}_1, \ldots, \tilde{E}_{n+1}\}$. Then:

$$\frac{\partial}{\partial x_i} = \sum_{k=1}^{n} a_{ik} \tilde{E}_k, \quad a_{ik} : \Omega \to \mathbb{R},$$

and $g_{ij} = g(\frac{\partial}{\partial x_i}, \frac{\partial}{\partial x_j}) = \sum_{k=1}^{n} a_{ik} a_{jk}$. Since the $\tilde{E}_i$'s are parallel,

$$\nabla' \frac{\partial}{\partial x_i} \frac{\partial}{\partial x_j} = \sum_{k=1}^{n+1} \frac{\partial a_{jk}}{\partial x_k} \tilde{E}_j.$$

Using the symmetry of $A$, we get:

$$\frac{\partial a_{jk}}{\partial x_i} = \frac{\partial a_{ik}}{\partial x_j}.$$

Hence, since $\Omega$ is simply connected, there exist functions $f_k : \Omega \to \mathbb{R}, \frac{\partial f_k}{\partial x_j} = a_{jk}$. Then the map $f = (f_1, \ldots, f_{n+1})$ gives the desired immersion. □

3.7.14. REMARK. The proof of Theorem 3.7.13 goes essentially on the same lines.

EXERCISE 3.3. Let $f : M \to \mathbb{R}^{n+p}$ be an isometric immersion of a $n$-dimensional Riemannian manifold $M$. Suppose there exist a 1-dimensional subbundle $L \subseteq \nu M$ such that $\alpha_x(X, Y) \in L_x \forall x \in M$, $X, Y \in T_x M$. Prove that $M$ admits a (local) isometric immersion into $\mathbb{R}^{n+1}$. In particular if $p = 1$ and $N$ is a $q$-dimensional totally geodesic submanifold of $M$, then $N$ admits a local isometric immersion into $\mathbb{R}^{q+1}$. Discuss the example of an helix on a cylinder.
Exercise 3.4. Let \( f : M \rightarrow \overline{M} \) be an isometric immersion with \( \dim(M) = n \), \( \dim(\overline{M}) = n + p \). Let \( E \) denote the vector bundle \( f^*\nu M \) over \( M \); as usual, we identify \( TM \) with a subbundle of \( E \) using \( df \) and \( \iota : TM \rightarrow E \) will denote the inclusion. We have a direct sum \( E = TM \oplus \nu M \) and \( E \) is endowed with the connection \( f^*\nabla \) which is the pull-back by \( f \) of the Levi–Civita connection \( \nabla \) of \( \overline{M} \). The projections of \( \nabla \) in \( TM \) and \( \nu M \) (in the sense of Exercise 3.2) are respectively the Levi–Civita connection \( \nabla \) of \( M \) and the normal connection \( \nabla^\perp \) of the immersion \( f \); the second fundamental form of \( TM \) in \( E \) with respect to \( \nu M \) is the usual second fundamental form \( \nu \) of the immersion \( f \) and the second fundamental form of \( \nu M \) in \( E \) with respect to \( TM \) is given by:

\[
T_x M \times \nu_x M \ni (v, \eta) \mapsto -A_\eta(v) \in T_x M,
\]

for all \( x \in M \). The vector bundle \( E \) has a Riemannian structure on its fibers induced from the Riemannian metric of \( \overline{M} \); such Riemannian structure is parallel with respect to the connection \( f^*\nabla \). Let \( (X_1, \ldots, X_{n+p}) \) be a local orthonormal referential of \( E \) with \( (X_1^n) \) an orthonormal referential of \( TM \), so that we also obtain an orthonormal referential \( (X_\alpha^n)_{\alpha=n+1} \) of \( \nu M \); denote by \( (\overline{\theta}_1, \ldots, \overline{\theta}_{n+p}) \) the dual referential of \( (X_1, \ldots, X_{n+p}) \) and by \( (\theta_i)_{i=1}^n \) the dual referential of \( (X_\alpha)_{\alpha=n+1} \), so that \( \overline{\theta}_i \circ \iota = \theta_i \) for \( i = 1, \ldots, n \). Associated to the given orthonormal frame and connections of the vector bundles \( TM, \nu M \) and \( E \) we have associated connection and curvature forms \( \omega, \Omega, \omega^\perp, \Omega^\perp, \overline{\omega} \) and \( \overline{\Omega} \) respectively (recall Exercise 2.22). We will use Latin letters \( i, j \) for indices ranging in \( 1, \ldots, n \) and Greek letters \( \alpha, \beta \) for indices ranging in \( n + 1, \ldots, n + p \). Show that:

(a) \( \overline{\omega}_{ij} = \omega_{ij}, \overline{\omega}_{\alpha\beta} = \omega^\perp_{\alpha\beta} \) and \( \overline{\omega}_{i\alpha} = -\overline{\omega}_{i\alpha} = A_{X_\alpha}(X_i) \) where we identify the vector \( A_{X_\alpha}(X_i) \in TM \) with the covector \( \langle A_{X_\alpha}(X_i), \cdot \rangle \).

(b) \( f^*\nabla \) has zero torsion.

(c) Show that equation (2.6.5) for \( \overline{\omega} \) and \( \overline{\theta} \) is equivalent to the symmetry of the Weingarten operator.

(d) Show that equation (2.6.4) for \( \overline{\omega} \) and \( \overline{\Omega} \) is equivalent to the following:

\[
\overline{\Omega}_{ij} = \Omega_{ij} - \sum_\alpha A_{X_\alpha}(X_i) \wedge A_{X_\alpha}(X_j), \quad \text{(Gauss)}
\]

\[
\overline{\Omega}_{i\alpha} = dA_{X_\alpha}(X_i) + \sum_j A_{X_\alpha}(X_j) \wedge \omega_{ij} + \sum_\beta \omega^\perp_{\alpha\beta} \wedge A_{X_\beta}(X_i), \quad \text{(Codazzi)}
\]

\[
\overline{\Omega}_{\alpha\beta} = \Omega^\perp_{\alpha\beta} - \sum_i A_{X_\alpha}(X_i) \wedge A_{X_\beta}(X_i). \quad \text{(Ricci)}
\]

Exercise 3.5. Let \( f : M \rightarrow \overline{M} \) be an isometric immersion. Then \( f \) (or sometimes \( M \)) is said to be totally geodesic if the second fundamental form vanishes identically. Show that \( f \) is totally geodesic if and only is, for all geodesic \( \gamma : (a, b) \rightarrow M, f \circ \gamma \) is a geodesic in \( \overline{M} \). Determine the totally geodesic submanifolds of the spaces of constant curvature.

Exercise 3.6. Let \( f : M \rightarrow IR^{n+p} \) be an isometric immersion of a \( n \)-dimensional Riemannian manifold \( M \). The mean curvature vector field \( H : M \rightarrow
\[ H(x) = \frac{1}{n} \sum_{i=1}^{n} \alpha_x(E_i)E_i = \frac{1}{n} \sum_{i=1}^{p} \text{trace}(A_\xi)\xi_i. \]

Suppose that \( f \) is totally umbilical, i.e. \( A_\xi = \lambda(\xi)\text{Id}, \forall \xi \in \nu M \).

1. Show that \( \alpha(X,Y) = <X,Y>_H \), and conclude that \( A_\xi = 0 \) if \( <\xi,H> = 0 \).
2. Show that \( \nabla_{E_i} H = 0, i = 1, \ldots, n \). Conclude that \( \|H\| \) is locally constant.
3. Let \( x \in M \) be a fixed point and \( \gamma : [0,\epsilon) \rightarrow M \) be a smooth curve with \( \gamma(0) = x \). Let \( \eta : [0,\epsilon) \rightarrow \nu M \) be a normal vector field along \( \gamma \), parallel in the normal connection, with \( <\eta(0),H(x)> = 0 \). Show that \( <\eta(t),H(\gamma(t))> = 0 \) and use this to prove that \( \nabla_{\gamma(t)}\eta(t) = 0 \).
4. Show that \( <f(\gamma(t)) - f(x),\eta(t)> = 0 \) \( \forall t \in [0,\epsilon) \) and conclude that \( f(\gamma(t)) \) belongs to the affine subspace \( \mathbb{A}(x) \) passing trough \( x \) and spanned by \( H(x) \) and \( T_xM \). Observe that this subspace is either \( n \)-dimensional or \( (n+1) \)-dimensional, depending if \( H(x) = 0 \) or not.
5. Suppose \( M \) connected. Show that if \( H = 0 \), \( f(M) \subseteq \mathbb{A}(x) = T_xM \), and is \( H \neq 0 \), the function:
\[ c(x) = f(x) + \|H\|^{-2}H \]
is constant and therefore \( f(M) \) is contained in the sphere of \( \mathbb{A} \) centered at \( c \) and of radius \( \|H\|^{-1} \).

**Exercise 3.7.** Let \( f : M \rightarrow \mathbb{R}^{n+p} \) be an isometric immersion of a \( n \)-dimensional subbundle \( L \subseteq \nu M \) such that \( L \) contains the image of the second fundamental form and \( L \) is parallel, i.e., if \( \xi \in \Gamma(L), \nabla_X^\perp \xi \in \Gamma(L), \forall X \in TM \). Observe that in this case, the orthogonal complement of \( L \) in the normal bundle is also parallel. Use the ideas of the previous exercise to show that \( f(M) \) is contained in the affine subspace trough a point \( f(x) \), spanned by \( T_xM \) and \( L_x \). Compare this fact with the results of exercise ??.

**Exercise 3.8.** Let \( f : M \rightarrow \mathbb{R}^{n+1} \) be an isometric immersion of a \( n \)-dimensional manifold \( M \), and \( \xi \) a unit normal field. Let \( \lambda \) be a principal curvature, i.e., an eigenvalue of the shape operator \( A_\xi \) and suppose \( \lambda \) has constant multiplicity \( d \) in an open set \( U \subseteq M \). It is known that the distribution:
\[ \mathcal{D}_\lambda = \text{Ker}(A_\xi - \lambda\text{Id}), \]
is smooth in \( U \).

1. Prove that \( \mathcal{D}_\lambda \) is integrable and if \( d \geq 2 \), \( \lambda \) is constant along the integral leaves of \( \mathcal{D} \). (Hint: Use the Codazzi equations).
2. Show that the leaves of \( \mathcal{D} \) are actually totally umbilical in \( \mathbb{R}^{n+1} \). If \( \lambda = 0 \) they are geodesic. In this case, show that the affine tangent space is constant along any geodesic of a leaf.
3. APPLICATIONS OF MORSE THEORY IN THE COMPACT CASE

**Exercise 3.9.** Let $M$ be an $n$-dimensional differentiable manifold and $f : M \to \mathbb{R}^{n+1}$ a smooth immersion. Assume that for every $x \in M$, $f(M)$ is contained in one closed half-space determined by the affine hyper-plane $f(x) + \text{Im}(df_x)$. Prove that $M$ is orientable.

**Exercise 3.10.** Consider the surface $M = \{(x_1, x_2, x_3) \in \mathbb{R}^3 : x_1^{2n} + x_2^{2m} + x_3^{2k} - 1 = 0\}$, where $n, m, k$ are odd positive integers. Prove that $M$ is compact and use the implicit function theorem to compute the integral of the curvature of $M$ (hint: Consider $\mathbb{T}_1 = x_1^n, \ldots$).

**Exercise 3.11.** Consider the surface $M = \{(x_1, x_2, x_3) \in \mathbb{R}^3 : x_1^n + x_2^n + x_3^{2k} - 1 = 0\}, k$ any positive integer. Prove that $M$ is compact and all the height functions have exactly two critical points. Conclude that $M$ is the boundary of a convex body.

**Exercise 3.12.** Let $F : \mathbb{R}^{n+1} \to \mathbb{R}$ be a smooth function and $0 \in \mathbb{R}$ a regular value of $F$. Consider the hypersurface $M^n = \{x \in \mathbb{R}^{n+1} : F(x) = 0\}$. If $\xi = (1, 0, \ldots, 0) \in S^n$, the critical points of the height function $h_\xi$ are solutions of the system:

\[
\frac{\partial F}{\partial x_i}(x) = 0, \quad i = 2, \ldots, n+1, \quad F(x) = 0.
\]

Use the implicit function theorem to prove that the index of $h_\xi$ at a critical point $x$ is the index of the matrix:

\[-\left(\frac{\partial F}{\partial x_1}(x)\right)^{-1}\left(\frac{\partial^2 F}{\partial x_i \partial x_j}(x)\right), \quad i, j = 2, \ldots, n+1.
\]

**Exercise 3.13.** Let $F(x_1, \ldots, x_{n+1}) = (\sum_{i=1}^{n+1} x_i^2 - 5)^2 - 16(1 - \sum_{i=1}^{n+1} x_i^2)$. Consider $M = F^{-1}(0)$. Assume $n \geq 4$.

1. Let $\xi = (1, 0, \ldots, 0) \in S^n$. Show that the height function $h_\xi$ is a Morse function with exactly four critical points. Compute de index of $h_\xi$ at the critical points and use it to compute the homology of $M$.

2. Show that $M$ may be obtained by the following geometric construction: Consider $G = SO(2) \times SO(n-1)$ and the product action $G \times (\mathbb{R}^2 \times \mathbb{R}^{n-1}) \to (\mathbb{R}^2 \times \mathbb{R}^{n-1}) = \mathbb{R}^{n+1}$. Consider the circle $\gamma$ in the $\{x_1, x_3\}$-plane centered at $(2, 0)$ and of radius 1. Then $M$ is the orbit of $\gamma$ under the action of $G$. Conclude that $M$ is a manifold of $G$-cohomogeneity one, i.e. $G$ is a group of isometries of $M$ such that the minimal codimension of the orbits is one.

3. Show that $M$ is the image of the map:

\[f : \mathbb{R} \times S^1 \times S^{n-1} \to \mathbb{R}^{n+1}, \quad f(t, u, v) = ((\sin t + 2)u, \cos tv).
\]

Conclude that $M$ is a tube of radius one around the circle $(2u, 0)$.

4. Use the above considerations to compute the second fundamental form of $M$, at least at points where $f$ is non singular. Conclude that $M$ is conformally flat.
3.7.15. REMARK. The hypersurface above has quite interesting properties. For example it is shown in [MN?] that, up to the choice of the circle \( \gamma \), i.e. its plane, center and radius, it is the only compact hypersurface of dimension \( n \geq 4 \) which is conformally flat, of cohomogeneity one (with respect to a closed subgroup of isometries) and is not an hypersurface of revolution, i.e. is nor invariant under the action of a subgroup of isometries of the ambient space which leaves a straight line pointwise fixed.

EXERCISE 3.14. Let \( V \) be a real vector space. A complex structure on \( V \) is a linear endomorphism \( J : V \to V \) with \( J^2 = -\text{Id} \). Given a complex structure \( J \) on \( V \) then there is a unique way to extend the scalar multiplication of \( V \) to \( \mathbb{C} \) so that \( V \) becomes a complex vector space and \( iv = J(v) \) for all \( v \in V \); we denote such complex vector space by \( (V, J) \).

Let \( J^c \) be the unique complex linear extension of \( J \) to \( V^c \), so that \( (J^c)^2 \) equals minus the identity of \( V^c \). Set:

\[
V^b = \{ v \in V^c : J^c(v) = iv \},
\]

\[
V^a = \{ v \in V^c : J^c(v) = -iv \};
\]

\( V^b \) and \( V^a \) are called respectively the holomorphic and the anti-holomorphic subspaces of \( V^c \) corresponding to the complex structure \( J \) of \( V \). Show that:

1. \( V^b \) and \( V^a \) are complex subspaces of \( V^c \);
2. the maps \( (V, J) \ni v \mapsto v - iJ(v) \in V^b \) and \( (V, J) \ni v \mapsto v + iJ(v) \in V^a \) are respectively a complex linear isomorphism and a conjugate linear isomorphism;
3. \( V^c = V^b \oplus V^a \);
4. \( V^a \) is conjugate to \( V^b \);
5. if \( S \) is a complex subspace of \( V^c \) such that \( V^c = S \oplus \overline{S} \) then there exists a unique complex structure \( J \) on \( V \) with \( V^b = S \).

EXERCISE 3.15. Let \( V \) be a real vector space and \( \langle \cdot, \cdot \rangle \) a positive definite inner product in \( V \). Denote by \( \langle \cdot, \cdot \rangle_c \) and \( \langle \cdot, \cdot \rangle_{\mathbb{R}} \) respectively the complex bilinear and the sesqui-linear extensions of \( \langle \cdot, \cdot \rangle \) to \( V^c \). A complex subspace \( S \) of \( V^c \) is called isotropic if \( \langle \cdot, \cdot \rangle_c \) vanishes on \( S \). Show that:

1. if \( S \subset V^c \) is isotropic if and only if \( S \) is \( \langle \cdot, \cdot \rangle_{\mathbb{R}} \)-orthogonal to \( \overline{S} \);
2. if \( S \subset V^c \) is isotropic then \( S \cap \overline{S} = \{0\} \) and there exists a unique real subspace \( W \subset V \) such that \( V^c = S \oplus \overline{S} \);
3. if \( \dim(V) = n \) then every isotropic subspace \( S \subset V^c \) has complex dimension less than or equal to \( \frac{n}{2} \);
4. if \( \dim(V) = n \) is even then the isotropic subspaces of \( V^c \) having complex dimension \( \frac{n}{2} \) are precisely the holomorphic subspaces corresponding to the complex structures \( J \) of \( V \) that are anti-symmetric with respect to \( \langle \cdot, \cdot \rangle \).

EXERCISE 3.16. If \( (Z, W) \) and \( (Z', W') \) are bases of the same complex subspace of \( T_YM^c \), show that \( K^c(Z, W) = K^c(Z', W') \) (hint: show that \( K^c(Z + \lambda W, W) = K^c(Z, W) \) and that \( K^c(\lambda Z, W) = K^c(Z, W) \) for complex \( \lambda \neq 0 \)).
EXERCISE 3.17. Let \( f : M^2 \to \mathbb{R}^3 \) be an embedding of finite geometric type. In this case it is known that the Gauss map assumes, at the ends, at most two values, and, if assume two, they are opposite (see Remark ??). Let \( k \) be the number of ends and \( m \) the degree of the Gauss map. Suppose that the Gaussian curvature of \( M \) never vanishes. Prove that:

1. \( k \leq m + 1 \).
2. \( \sum_{i=1}^{k} v(p_i) = 2m \).
3. \( 2m \leq k \leq m + 1 \).

Conclude that \( M^2 \) is homeomorphic to \( S^2 \) and \( k = 2 \).

3.7.16. REMARK. It is known that a complete minimal surface with finite total curvature and two ends is a catenoid. In the context of minimal surfaces of finite total curvature, the above result is originally due to L. Rodrigues (see [R]).

EXERCISE 3.18. Consider \( M^{2n} = S^n(2^{-\frac{1}{2}}) \times S^n(2^{-\frac{1}{2}}) = \{ (x, y) \in \mathbb{R}^{n+1} \oplus \mathbb{R}^{n+1} : \|x\| = \|y\| = 2^{-\frac{1}{2}}, <x, y> = 0 \} \subset S^{2n+1} \subset \mathbb{R}^{2n+2} \).

1. Compute the second fundamental form of \( M \) in \( S^{2n+1} \) and in \( \mathbb{R}^{2n+2} \). Conclude that \( M \) is minimal in \( S^{2n+1} \), i.e., the trace of the second fundamental form of \( M \) in \( S^{2n+1} \) is zero.
2. Let \( p = (p_1, p_2) \in M \) and \( \pi : S^{2n+1} \to p^\perp \cong \mathbb{R}^{2n+1} \) be the stereographic projection. It can be shown that the Gauss-Kronecker curvature of \( \pi(M) \) vanishes only along \( \pi(p_1 \times S^n(2^{-\frac{1}{2}}) \cup S^n(2^{-\frac{1}{2}}) \times p_2) \). Conclude that \( \pi(M) \) is an hypersurface of finite geometric type. This shows that the hypothesis of Theorem ?? are “almost optimal”.

3.7.17. REMARK. If \( f : M^n \to \mathbb{R}^{n+1} \) is an immersion of finite geometric type and the ends are embedded, composing with the inverse of the stereographic projection, we obtain an immersion of \( M \) into \( S^{n+1} \). Conversely, if \( M \) is an hypersurface of \( S^{n+1} \) and \( p \in M \), the stereographic projection of \( M \) from \( p \), gives an hypersurface of \( \mathbb{R}^{n+1} \) which is non compact and of finite geometric type if the condition on the Gauss-Kroneker curvature is verified.
CHAPTER 4

Morse Theory on non Compact Manifolds

4.1. What’s not working in the case of non compact manifolds?

If we try to extend the results of Morse theory to the case of non compact manifolds in a naive way we immediately find counter-examples to all of the statements given in Sections ??, 2.5, ?? and ??.

To start with, consider the height function with respect to the axis of an infinite circular cylinder, i.e., consider the smooth map $f: \mathbb{R} \times S^1 \to \mathbb{R}$ given by the projection onto the first coordinate. The map $f$ has no critical points at all, although $\beta_0(M; \mathbb{Q}) = \beta_1(M; \mathbb{Q}) = 1$; thus, the weak Morse inequalities (and hence also the strong ones) do not hold. Even in the case of bounded functions, trivial counter-examples to the Morse inequalities may be obtained by considering the height function on a sphere with a finite number of points removed.

Also the non critical neck principle (and its Corollaries 2.3.12 and ??) do not hold in the non compact case: let for instance $M$ be the sphere with one point on the equator removed and let $f: M \to \mathbb{R}$ be the height function with respect to the axis passing through the poles. Observe that the (non empty) sublevels of $f$ below the equator are contractible, although the sublevels below the north pole containing a neighborhood of the equator have the homotopy type of the circle $S^1$.

It is easy to single out the main obstruction caused by the lack of compactness in the proof of the non-critical neck principle: the multiple of the gradient of $f$ whose flow was used to move the levels of $f$ may not be a complete vector field. If we find a hypothesis that makes such field complete then the non-critical neck principle (and its Corollaries 2.3.12 and ??) will work! Observe also that compactness is used in the proof of Proposition 2.5.1 only to guarantee the finiteness of critical points at a critical level (and to make the use of the Corollary 2.3.12 of the non-critical neck principle valid).

In order to guarantee that the vector field $X$ used in the proof of the non critical neck principle is complete in the non compact case, one can use the following strategy: if there exists a complete Riemannian metric on $M$ for which $\|\nabla f\|$ stays away from zero on the inverse image by $f$ of a non critical interval $[a, b]$ then $X$ will be bounded with respect to such complete Riemannian metric and will therefore be a complete vector field.

In order to extend the Morse theory to the case of non compact manifolds we will make an assumption concerning the existence of a complete Riemannian metric with respect to which $f$ satisfies the so called Palais–Smale condition which
implies in particular that $\|\nabla f\|$ stays away from zero on the inverse image by $f$ of a non critical interval $[a, b]$.

One more essential feature of smooth maps on compact manifolds was used in the proof of Theorem 2.5.5. Namely, we constructed a CW-complex $Y$ inductively, by analyzing the contribution of each critical value of $f$. It was important to know, however, that this construction had a well-defined starting point: the sublevels $f^c$ of $f$ are empty for $c < \min f$. In the non compact case then it will be important to assume that $f$ is bounded from below in order to generalize Theorem 2.5.5.

In this chapter we will extend Morse theory beyond the realm of compact manifolds; more specifically, we extend Morse theory to the case of (possibly infinite-dimensional) Hilbert manifolds. Many readers could wonder at this point why don’t we deal with finite-dimensional non compact manifolds. Well, obviously the theory developed in this chapter also works on the finite-dimensional case; if the reader is more interested in such case, he (she) could just ignore the details of functional analysis and read the theory pretending that it is written for finite-dimensional Riemannian manifolds. It happens, however, that one extremely powerful application of Morse theory appears when one considers functionals defined on spaces of maps between finite-dimensional manifolds; the study of critical points for such functionals is what is usually known as Calculus of Variations. The prettiest and simplest application of Morse theory to infinite-dimensional manifolds is the one concerning the energy functional in the space of curves connecting two fixed points in a complete finite-dimensional Riemannian manifold; in that case, critical points are precisely the geodesics connecting those points so that Morse theory gives us several interesting global results on Riemannian geometry. We develop this application of Morse theory in full detail.

4.2. Review of Functional Analysis

In this section we recall a few selected topics from basic functional analysis as well as some simple aspects of calculus on Banach spaces and on Banach manifolds. In this section (and actually in the whole chapter) all vector spaces are assumed to be real, unless otherwise stated. This assumption may seen a little odd for those who may be familiar with functional analysis books that are almost entirely written only for complex vector spaces. Given for instance a normed complex vector space, one can always forget about its complex structure and work with the underlying real normed space. From a topological point of view, this change of scalars is irrelevant, although the field of scalars is important from a linear-algebraic point of view. For instance, in the study of spectral theory for linear operators it is almost impossible to work in the real case, since most of the techniques applied involves holomorphic single-variable (Banach space-valued) functions. But we are not interested in spectral theory and actually all the examples in which we will apply the theory of this section will concern only real spaces; so, although many of the results stated in this section would have a complex-analogue, we prefer to work only in the real case for definiteness.

4.2.1. Definition. Let $X$ be a (real) vector space. We call $X$
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- A **topological vector space** if $X$ is endowed with a topology that makes the vector space operations:
  
  \[ X \times X \ni (x, y) \mapsto x + y \in X, \quad \mathbb{R} \times X \ni (c, x) \mapsto cx \in X, \]
  continuous;

- A **Banach space** if $X$ is endowed with a norm $\| \cdot \| : X \to \mathbb{R}$ that induces a complete metric on $X$ ($X$ is automatically a topological vector space with the topology induced from such metric);

- A **Banachable space** if $X$ is a topological vector space for which there exists a norm on $X$ that induces the topology of $X$ and that makes $X$ into a Banach space;

- A **Hilbert space** if $X$ is endowed with an inner product $\langle \cdot, \cdot \rangle : X \times X \to \mathbb{R}$ whose corresponding norm makes $X$ into a Banach space;

- A **Hilbertable space** if $X$ is a topological vector space for which there exists an inner product on $X$ that induces the topology of $X$ and that makes $X$ into a Hilbert space.

If $X$ is a Banachable space then a norm $\| \cdot \|$ on $X$ that induces the topology of $X$ will be called a **Banach space norm** for $X$ (every such norm makes $X$ into a Banach space — see Exercise 4.4). Similarly, if $X$ is a Hilbertable space then an inner product on $X$ that induces the topology of $X$ will be called a **Hilbert space inner product** for $X$ (any such inner product makes $X$ into a Hilbert space).

Below we recall some classical examples of Banach and Hilbert spaces. All integrals are always understood to be **Lebesgue integrals**; as usual, the expression “for almost all” (or “almost everywhere”) means that some property should hold outside a set of measure zero.

### 4.2.2. EXAMPLE

Let $f : [a, b] \to \mathbb{R}^n$ be a Measurable function. For every real $p \in [1, +\infty]$ we set:

\[
\| f \|_{L^p} = \left( \int_a^b \| f(t) \|^p \, dt \right)^{\frac{1}{p}} \in [0, +\infty]
\]

where $\| \cdot \|$ denotes an arbitrary norm on $\mathbb{R}^n$ (see also Remark 4.2.5 below). We call $\| \cdot \|_{L^p}$ the **$L^p$-norm** (corresponding to the chosen norm $\| \cdot \|$ on $\mathbb{R}^n$); when a Measurable function $f : [a, b] \to \mathbb{R}^n$ has finite $L^p$-norm we usually say that the function $f$ is **in $L^p$** or that $f$ is a **$L^p$-function**. The **Minkowski inequality** states that for every Measurable functions $f, g : [a, b] \to \mathbb{R}^n$ we have:

\[
\| f + g \|_{L^p} \leq \| f \|_{L^p} + \| g \|_{L^p};
\]

moreover, it is easy to see that $\| f \|_{L^p} = 0$ if and only if $f(t) = 0$ for almost all $t \in [a, b]$. Hence the set of all measurable functions $f : [a, b] \to \mathbb{R}^n$ with $\| f \|_{L^p} < +\infty$ is a subspace of the space of all $\mathbb{R}^n$-valued maps on $[a, b]$ and $\| \cdot \|_{L^p}$ is a semi-norm on it. The corresponding normed space (see Exercise 4.1) is denoted by $L^p([a, b], \mathbb{R}^n)$. An element of $L^p([a, b], \mathbb{R}^n)$ is an equivalence class of $L^p$ functions, where the equivalence relation $\sim$ is $f \sim g \iff f = g$ almost everywhere.
Nevertheless, in order to simplify the language, one usually pretends that the elements of $L^p([a, b], \mathbb{R}^n)$ are functions; obviously, one has to be careful with such attitude in verifying that the statements being made about elements of $L^p([a, b], \mathbb{R}^n)$ do not depend on the representative of the equivalence class (for instance, you cannot evaluate an element of $L^p([a, b], \mathbb{R}^n)$ at a point of $[a, b]$). It is well known that $L^p([a, b], \mathbb{R}^n)$ is a Banach space with the norm $\|\cdot\|_{L^p}$; when $[a, b]$ and $n$ are fixed by the context, we may simply talk about the space $L^p$. Observe that the topology on the $L^p$ space does not depend on the norm chosen in $\mathbb{R}^n$. If the norm $\|\cdot\|$ on $\mathbb{R}^n$ is induced by an inner product $\langle \cdot, \cdot \rangle$ and if $p = 2$ then the $L^p$-norm is induced from the $L^2$-inner product given by:

$$\langle f, g \rangle_{L^2} = \int_a^b \langle f(t), g(t) \rangle \, dt,$$

so that $L^2([a, b], \mathbb{R}^n)$ endowed with $\langle \cdot, \cdot \rangle_{L^2}$ is a Hilbert space. All the theory of $L^p$-spaces may be developed, more in general, for $\mathbb{R}^n$-valued maps on arbitrary Measure spaces, but we won’t need that. It is also usual to define the $L^p$-space for $p = +\infty$ (see Exercise 4.10); again, we won’t use that.

4.2.3. Example. If $A$ is an arbitrary set and if $(X, \|\cdot\|)$ is a Banach space then the set of all bounded maps $f : A \rightarrow X$ is again a Banach space endowed with the norm:

$$\|f\|_{\text{sup}} = \sup_{a \in A} \|f(a)\|;$$

we denote such Banach space by $\mathcal{B}(A, X)$. If $A$ is a topological space then the subspace $C^0(A, X)$ of $\mathcal{B}(A, X)$ consisting of continuous maps is closed and therefore it is again a Banach space. Sometimes we may prefer using the notation:

$$\|f\|_{C^0} = \|f\|_{\text{sup}}.$$

Observe that a sequence $(f_n)_{n \geq 1}$ in $\mathcal{B}(A, X)$ converges to some $f$ with respect to $\|\cdot\|_{\text{sup}}$ if and only if $f_n \rightarrow f$ uniformly on $A$. Observe also that, although $\|\cdot\|_{\text{sup}}$ depends on the norm $\|\cdot\|$ of $X$, if one replaces the norm of $X$ by an equivalent one then the norm $\|\cdot\|_{\text{sup}}$ on $\mathcal{B}(A, X)$ will also be replaced by an equivalent one. We can thus think of $\mathcal{B}(A, X)$ as a Banachable space if $X$ is a Banachable space.

4.2.4. Example. If $f : [a, b] \rightarrow \mathbb{R}^n$ is a map of class $C^k (0 \leq k < \infty)$ then we set:

$$\|f\|_{C^k} = \sum_{i=0}^k \|f^{(i)}\|_{C^0},$$

where $f^{(i)}$ denotes the $i$-th derivative of $f$ (and $f^{(0)} = f$). The space:

$$C^k([a, b], \mathbb{R}^n) = \{ f : [a, b] \rightarrow \mathbb{R}^n : f \text{ is of class } C^k \},$$

endowed with the norm $\|\cdot\|_{C^k}$ is a Banachable space.

4.2.5. Remark. In Examples 4.2.2 and 4.2.4 we have considered in principle only $\mathbb{R}^n$-valued maps. Obviously there is no harm in replacing $\mathbb{R}^n$ by an arbitrary finite-dimensional vector space and we will indeed do that quite often.
Recall that a linear map $T : X \to Y$ between Banach spaces is continuous if and only if (see Exercise 4.3):

\begin{equation}
\|T\| = \sup_{\|x\| \leq 1} \|T(x)\| < +\infty;
\end{equation}

more in general, a multi-linear map $B : X_1 \times \cdots \times X_k \to Y$ is continuous if and only if (see Exercise 4.5):

\begin{equation}
\|B\| = \sup_{\|x_1\| \leq 1, \ldots , \|x_k\| \leq 1} \|B(x_1, \ldots , x_k)\| < +\infty.
\end{equation}

A linear (respectively, multi-linear) map satisfying condition (4.2.1) (respectively, condition (4.2.2)) is usually called a \textit{bounded} linear (respectively, multi-linear) map. Observe then that boundedness\(^1\) actually is equivalent to continuity for linear (or multi-linear) maps.

The notation introduced on page ?? concerning spaces of multi-linear maps is no longer efficient in the context of functional analysis. We make the following:

\textbf{4.2.6. CONVENTION.} When dealing with topological vector spaces (like Banach spaces or Hilbert spaces) the notations introduced on page ?? should be changed so that the spaces $\text{Lin}(V,W)$, $\text{Lin}(V)$, $V^*$, $\text{Bil}(V,V';W)$, etc., contain only \textit{continuous} linear and multi-linear maps. For instance, if $X$, $Y$ are Banach spaces then $\text{Lin}(X,Y)$ denotes the space of continuous linear maps from $X$ to $Y$.

Recall that multi-linear maps defined on finite-dimensional vector spaces are automatically continuous, so that the convention above is compatible with the notation introduced on page ???. We observe also that if $X_1$, $X_2$, \ldots , $X_k$, $Y$ are Banach spaces then the space of continuous multi-linear maps from $X_1 \times \cdots \times X_k$ to $Y$ is again a Banach space endowed with the norm (4.2.2).

\textbf{4.2.7. EXAMPLE.} If $B : \mathbb{R}^m \times \mathbb{R}^n \to \mathbb{R}^p$ is an arbitrary bilinear map then the map:

$\widehat{B} : C^0([a,b], \mathbb{R}^m) \times L^2([a,b], \mathbb{R}^n) \to L^2([a,b], \mathbb{R}^p)$

defined by $\widehat{B}(f,g)(t) = B(f(t),g(t)), \ t \in [a,b]$, is bilinear and continuous. Namely:

\[
\|\widehat{B}(f,g)\|_{L^2}^2 = \int_a^b B(f(t),g(t))^2 \, dt \leq \|B\|^2 \|f\|_{C^0}^2 \int_a^b \|g(t)\|^2 \, dt,
\]

and therefore $\|\widehat{B}\| \leq \|B\|$. We will have particular interest in the continuity of the bilinear map:

\text{(4.2.3)}

$\bar{B} : C^0([a,b], \text{Lin}(\mathbb{R}^m, \mathbb{R}^n)) \times L^2([a,b], \mathbb{R}^m) \to L^2([a,b], \mathbb{R}^n)$

given by:

\text{(4.2.4)}

$\bar{B}(T,f)(t) = T(t) \cdot f(t), \ t \in [a,b]$.

\(^1\)One should observe that the term boundedness in the context of multi-linear maps does not have its usual meaning; for instance, non zero linear maps never have bounded image.
for all $T \in C^0([a, b], \text{Lin}(\mathbb{R}^m, \mathbb{R}^n))$, $f \in L^2([a, b], \mathbb{R}^m)$. Observe that the continuity of the bilinear map (4.2.3) implies by Exercise 4.9 the continuity of the linear map:

(4.2.5)
$$C^0([a, b], \text{Lin}(\mathbb{R}^m, \mathbb{R}^n)) \ni T \mapsto \hat{B}(T, \cdot) \in \text{Lin}(L^2([a, b], \mathbb{R}^m), L^2([a, b], \mathbb{R}^n)).$$

In Examples 4.2.2, 4.2.3 and 4.2.4 above, the only space of maps admitting the structure of a Hilbert space was $L^2$. The problem is that, on one hand, Hilbert spaces are much easier to work with than Banach spaces (in terms of abstract functional analysis) while, on the other hand, differential operators (like the derivative operator $\gamma \mapsto \gamma'$) cannot be bounded (globally defined) linear maps on $L^2$. We thus need a Hilbert space consisting of maps with higher regularity than $L^2$. Such problem is solved by the introduction of the Sobolev spaces. There are several possible approaches for the general theory of Sobolev spaces, but for our purposes, we need only a very particular aspect of such theory; namely, we will define below the space of $\mathbb{R}^n$-valued $H^1$ maps on a compact interval. There is a very simple definition for such Sobolev space using the notion of absolutely continuous map:

4.2.8. DEFINITION. A curve $\gamma : [a, b] \to \mathbb{R}^n$ is called absolutely continuous if for every $\varepsilon > 0$ there exists $\delta > 0$ such that given disjoint open subintervals $(x_1, y_1), \ldots, (x_k, y_k)$ of $[a, b]$ with $\sum_{i=1}^k y_i - x_i < \delta$ then:

$$\sum_{i=1}^k \|\gamma(x_i) - \gamma(y_i)\| < \varepsilon.$$

Obviously every absolutely continuous curve is continuous and every Lipschitz continuous curve (and in particular every piecewise $C^1$ curve) is absolutely continuous. The theorem below gives an equivalent definition of the notion of absolutely continuous curve.

4.2.9. THEOREM. A curve $\gamma : [a, b] \to \mathbb{R}^n$ is absolutely continuous if and only if the following three conditions are satisfied:

- the derivative $\gamma'(t) = \lim_{h \to 0} \frac{\gamma(t+h) - \gamma(t)}{h}$ exists for almost every $t$ in $[a, b]$;
- the (almost everywhere defined) map $\gamma' : [a, b] \to \mathbb{R}^n$ is integrable;
- $\gamma(t) = \gamma(a) + \int_a^t \gamma'$ for all $t \in [a, b]$.

Moreover, if $\phi : [a, b] \to \mathbb{R}^n$ is an integrable map then the curve $\gamma : [a, b] \to \mathbb{R}^n$ defined by $\gamma(t) = \int_a^t \phi$ is absolutely continuous and $\gamma' = \phi$ almost everywhere.

PROOF. See for instance [138].

We can now proceed with the definition of the Sobolev space $H^1$.

4.2.10. DEFINITION. We say that a curve $\gamma : [a, b] \to \mathbb{R}^n$ is of Sobolev class $H^1$ (shortly, of class $H^1$) if $\gamma$ is absolutely continuous and the (almost everywhere defined) map $\gamma' : [a, b] \to \mathbb{R}^n$ is in $L^2([a, b], \mathbb{R}^n)$. We denote by $H^1([a, b], \mathbb{R}^n)$
the set of all maps $\gamma : [a, b] \to \mathbb{R}^n$ of class $H^1$ and we define the $H^1$-inner product of $\gamma_1, \gamma_2 \in H^1([a, b], \mathbb{R}^n)$ by:

$$\langle \gamma_1, \gamma_2 \rangle_{H^1} = \langle \gamma_1(a), \gamma_2(a) \rangle + \langle \gamma_1, \gamma_2 \rangle_{L^2}.$$ (4.2.6)

The norm corresponding to $\langle \cdot, \cdot \rangle_{H^1}$ will be denoted by $\| \cdot \|_{H^1}$ and will be called the $H^1$-norm.

It is easy to see that $H^1([a, b], \mathbb{R}^n)$ is a vector subspace of $C^0([a, b], \mathbb{R}^n)$ and that $\langle \cdot, \cdot \rangle_{H^1}$ makes $H^1([a, b], \mathbb{R}^n)$ into a Hilbert space such that the inclusion of $H^1([a, b], \mathbb{R}^n)$ in $C^0([a, b], \mathbb{R}^n)$ is continuous. For more details see Exercise 4.17.

There are several continuous inclusions between the Banach spaces discussed so far. They are listed in Exercise 4.18.

Observe that a continuous bilinear form $B : \mathcal{H} \times \mathcal{H} \to \mathbb{R}$ on a Hilbert space $\mathcal{H}$ is nondegenerate if and only if the linear map:

$$\mathcal{H} \ni x \mapsto B(x, \cdot) \in \mathcal{H}^*$$ (4.2.7)

is injective; equivalently, $B$ is nondegenerate if the linear map that represents $B$ with respect to the Hilbert space inner product of $\mathcal{H}$ is injective. We give the following definition:

4.2.11. DEFINITION. A continuous bilinear form $B : \mathcal{H} \times \mathcal{H} \to \mathbb{R}$ is called strongly nondegenerate is the linear map (4.2.7) is an isomorphism; equivalently, $B$ is strongly nondegenerate if the linear map that represents $B$ with respect to the Hilbert space inner product of $\mathcal{H}$ is an isomorphism.

The following gives a characterization of the Hilbert space inner products of a Hilbertable space. Recall that, given a Hilbert space $(\mathcal{H}, \langle \cdot, \cdot \rangle)$, a bounded linear operator $P : \mathcal{H} \to \mathcal{H}$ is called positive if $P$ is self-adjoint (i.e., $\langle Px, y \rangle = \langle x, Py \rangle$ for all $x, y \in \mathcal{H}$) and $\langle Px, x \rangle \geq 0$ for all $x \in \mathcal{H}$.

4.2.12. PROPOSITION. Let $(\mathcal{H}, \langle \cdot, \cdot \rangle)$ be a Hilbert space and let $B : \mathcal{H} \times \mathcal{H} \to \mathbb{R}$ be a bounded bilinear form. Then $B$ is a (positive definite) Hilbert space inner product for $\mathcal{H}$ if and only if $B$ is represented by a positive isomorphism $P : \mathcal{H} \to \mathcal{H}$ (see Exercise 4.19).

PROOF. It is easy to see that, given $P \in \text{Lin}(\mathcal{H})$ then $\langle \cdot, \cdot \rangle_1 = \langle P \cdot, \cdot \rangle$ is an inner product in $\mathcal{H}$ if and only if $P$ is positive and injective. We have to show that $\langle \cdot, \cdot \rangle_1$ is a Hilbert space inner product for $(\mathcal{H}, \langle \cdot, \cdot \rangle)$ (i.e., that $\langle \cdot, \cdot \rangle_1$ defines the same topology as $\langle \cdot, \cdot \rangle$) if and only if $P$ is an isomorphism. Observe that we do not know whether $(\mathcal{H}, \langle \cdot, \cdot \rangle_1)$ is a Hilbert space, but it is at least a normed (and a topological) vector space. Since $\langle \cdot, \cdot \rangle_1$ is a bounded bilinear form on $(\mathcal{H}, \langle \cdot, \cdot \rangle)$, it is easy to see that the identity operator:

$$\text{Id} : (\mathcal{H}, \langle \cdot, \cdot \rangle) \longrightarrow (\mathcal{H}, \langle \cdot, \cdot \rangle_1)$$ (4.2.8)

is bounded. Obviously, $\langle \cdot, \cdot \rangle_1$ defines the same topology as $\langle \cdot, \cdot \rangle$ if and only if (4.2.8) is a homeomorphism; it thus follows from the Open Mapping Theorem that $\langle \cdot, \cdot \rangle_1$ defines the same topology as $\langle \cdot, \cdot \rangle$ if and only if $(\mathcal{H}, \langle \cdot, \cdot \rangle_1)$ is a Hilbert
space. To complete the proof, we will show then that $P$ is bijective if and only if $(\mathcal{H}, \langle \cdot, \cdot \rangle_1)$ is a Hilbert space. To this aim, consider the commutative diagram:

\[
\begin{array}{ccc}
\mathcal{H}, \langle \cdot, \cdot \rangle_1 & \xrightarrow{\mathfrak{R}_1} & \mathcal{H}, \langle \cdot, \cdot \rangle^* \\
\downarrow{P} & & \downarrow{\mathfrak{R}} \\
\mathcal{H}, \langle \cdot, \cdot \rangle & \xrightarrow{\text{Id}^*} & \mathcal{H}, \langle \cdot, \cdot \rangle^*
\end{array}
\]

where $\mathfrak{R}_1$ is given by $x \mapsto \langle x, \cdot \rangle_1$, $\mathfrak{R}$ is given by $x \mapsto \langle x, \cdot \rangle$, and $\text{Id}^*$ denotes the transpose operator of $\text{Id}$. It follows easily from the Cauchy–Schwarz inequality that $\mathfrak{R}$ and $\mathfrak{R}_1$ are isometric immersions; moreover, since $(\mathcal{H}, \langle \cdot, \cdot \rangle)$ is a Hilbert space, it follows from Riesz’s representation theorem that $\mathfrak{R}$ is indeed an isometry. Moreover, $\text{Id}^*$ is simply an inclusion map and hence it is injective. Assuming that $P$ is bijective then both arrows in the bottom triangle of diagram (4.2.9) are bijective and therefore $\text{Id}^* \circ \mathfrak{R}_1$ is bijective. Since $\text{Id}^*$ is injective, it follows that $\mathfrak{R}_1$ is bijective and it is therefore an isometry; we conclude that $(\mathcal{H}, \langle \cdot, \cdot \rangle_1)$ is a Hilbert space, since the dual of a normed space is always complete.

Conversely, assume that $(\mathcal{H}, \langle \cdot, \cdot \rangle_1)$ is a Hilbert space. Then (4.2.8) is a homeomorphism and therefore $\text{Id}^*$ is bijective; moreover, by Riesz’s representation theorem, the map $\mathfrak{R}_1$ is an isometry. But also $\mathfrak{R}$ is an isometry and hence $P$ is bijective. This concludes the proof.

In order to developed infinite-dimensional Morse theory we will need a generalization of Sylvester’s theorem of Inertia for Hilbert spaces. This task will take a little work. We start by recalling the following tool:

4.2.13. **Proposition** (continuous functional calculus). Let $\mathcal{H}$ be a Hilbert space and let $T : \mathcal{H} \to \mathcal{H}$ be a bounded self-adjoint operator. Then there exists a unique continuous homomorphism of algebras with unity\(^2\):

\[
\phi_T : C^0(\sigma(T), \mathbb{R}) \to \text{Lin}(\mathcal{H})
\]

such that $\phi_T(i) = T$, where $i : \sigma(T) \to \mathbb{R}$ denotes the inclusion. Moreover, $\phi_T(f)$ is a self-adjoint operator for every continuous map $f : \sigma(T) \to \mathbb{R}$ and the homomorphism $\phi_T$ is an isometry, i.e., the operator norm of $\phi_T(f)$ equals the sup norm of $f \in C^0(\sigma(T), \mathbb{R})$.

**Proof.** See [134, Chapter VII, Section 1] for the case where $\mathcal{H}$ is a complex Hilbert space. The case of a real Hilbert space can be obtained by a complexification argument\(^3\).

---

\(^2\)This means that $\phi_T$ is linear, $\phi_T(fg) = \phi_T(f) \circ \phi_T(g)$, for all $f, g \in C^0(\sigma(T), \mathbb{R})$ and that $\phi_T(1) = \text{Id}$.

\(^3\)The complexification of a real Hilbert space is the complex Hilbert space $\mathcal{H}^C = \mathcal{H} \oplus \mathcal{H}$, with complex structure $i(x, y) = (-y, x)$ and Hermitean product obtained by extending the inner product.
4.2.14. REMARK. We list a few more properties of the operators $\phi_T(f)$ that follow easily from Proposition 4.2.13.

- If $p(x) = \sum_{k=0}^{n} a_k x^k$ is a polynomial then $\phi_T(p) = \sum_{k=0}^{n} a_k T^k$, where $T^0 = \text{Id}$. Follows directly from the fact that $\phi_T$ is a homomorphism and from the fact that $\phi_T$ maps the inclusion $\sigma(T) \to \mathbb{R}$ to $T$.

- For any $f, g \in C^0(\sigma(T), \mathbb{R})$ the operators $\phi_T(f)$ and $\phi_T(g)$ commute; in particular, each operator $\phi_T(f)$ commutes with $T$. This follows directly from the observation that the algebra $C^0(\sigma(T), \mathbb{R})$ is commutative.

- If $f : \sigma(T) \to \mathbb{R}$ is a non negative function then $f(T)$ is a positive operator. Choose $g \in C^0(\sigma(T), \mathbb{R})$ with $g^2 = f$ and observe that $\langle \phi_T(f)x, x \rangle = \langle \phi_T(g)x, \phi_T(g)x \rangle$ for all $x \in \mathcal{H}$.

- If $f \in C^0(\sigma(T), \mathbb{R})$ satisfies $f^2 = f$ then $\phi_T(f)$ is an orthogonal projection onto a closed subspace of $\mathcal{H}$. Observe simply that $\phi_T(f)^2 = \phi_T(f)$ and that $\phi_T(f)$ is self-adjoint (see Exercise 4.28).

- If a closed subspace $V$ of $\mathcal{H}$ is invariant by $T$ then $V$ is also invariant by $\phi_T(f)$, for all $f \in C^0(\sigma(T), \mathbb{R})$. This is immediate if $f$ is a polynomial; otherwise, it follows from the continuity of $\phi_T$, since any continuous map in a compact subset of $\mathbb{R}$ is a uniform limit of polynomials.

We can now finally prove the following:

4.2.15. LEMMA. Let $B : \mathcal{H} \times \mathcal{H} \to \mathbb{R}$ be a strongly nondegenerate bounded symmetric bilinear form on a Hilbert space $(\mathcal{H}, \langle \cdot, \cdot \rangle)$. Then there exists a direct sum decomposition $\mathcal{H} = \mathcal{H}_+ \oplus \mathcal{H}_-$, where $\mathcal{H}_+$ and $\mathcal{H}_-$ are closed subspaces of $\mathcal{H}$ that are orthogonal with respect to both $\langle \cdot, \cdot \rangle$ and $B$ and such that $B|_{\mathcal{H}_+}, -B|_{\mathcal{H}_-}$ are (positive definite) Hilbert space inner products.

PROOF. Let $T : \mathcal{H} \to \mathcal{H}$ be the bounded self-adjoint operator that represents $B$. Since $T$ is an isomorphism we have that $0 \not\in \sigma(T)$ and therefore we can write $\sigma(T) = \sigma_+ \cup \sigma_-$ where $\sigma_+ = \sigma(T) \cap [0, +\infty[:$ and $\sigma_- = \sigma(T) \cap ]-\infty, 0[$. Denote by $\chi_{\sigma_+}, \chi_{\sigma_-} \in C^0(\sigma(T), \mathbb{R})$ the characteristic maps of $\sigma_+$ and $\sigma_-$ respectively, i.e., $\chi_{\sigma_+}$ (respectively, $\chi_{\sigma_-}$) equals 1 on $\sigma_+$ (respectively, on $\sigma_-$) and equals zero otherwise. Observe that $\chi_{\sigma_+}$ and $\chi_{\sigma_-}$ are indeed continuous on $\sigma(T)$, since $\sigma_+$ and $\sigma_-$ are open in $\sigma(T)$. Using the continuous functional calculus (Proposition 4.2.13), we obtain bounded self-adjoint operators $P_+ = \phi_T(\chi_{\sigma_+})$ and $P_- = \phi_T(\chi_{\sigma_-})$ on $\mathcal{H}$. Using the equalities $(\chi_{\sigma_+})^2 = \chi_{\sigma_+}, (\chi_{\sigma_-})^2 = \chi_{\sigma_-}, \chi_{\sigma_+} + \chi_{\sigma_-} = 1$ and Remark 4.2.14 we obtain that $P_+$ and $P_-$ are orthogonal projections onto closed subspaces $\mathcal{H}_+$ and $\mathcal{H}_-$ of $\mathcal{H}$ respectively, and that $\mathcal{H} = \mathcal{H}_+ \oplus \mathcal{H}_-$ is a direct sum decomposition that is orthogonal with respect to $\langle \cdot, \cdot \rangle$. Since $P_+$ and $P_-$ commute with $T$ (see Remark 4.2.14), it follows that both $\mathcal{H}_+$ and $\mathcal{H}_-$ are invariant by $T$, so that $\mathcal{H}_+$ and $\mathcal{H}_-$ are also $B$-orthogonal. If $i : \sigma(T) \to \mathbb{R}$ denotes the inclusion then $T \circ P_+ = \phi_T(i \chi_{\sigma_+})$ and, since $i \chi_{\sigma_+}$ is of $\mathcal{H}$ to a sesqui-linear map. Every bounded self-adjoint operator $T : \mathcal{H} \to \mathcal{H}$ extends uniquely to a (complex linear) bounded self-adjoint operator $T^C : \mathcal{H}^C \to \mathcal{H}^C$. 
a non negative function, Remark 4.2.14 implies that for every \( x \in \mathcal{H}_+ \):
\[
B(x, x) = \langle Tx, x \rangle = \langle (T \circ P_+)x, x \rangle \geq 0.
\]
Similarly, by considering the non negative function \(-i\chi_{\sigma_-}\) one shows that \(B\) is negative semi-definite on \(\mathcal{H}_-\). Finally, the fact that \(T : \mathcal{H} \to \mathcal{H}\) is a self-adjoint isomorphism implies that its restriction to the invariant subspaces \(\mathcal{H}_+\) and \(\mathcal{H}_-\) is again an isomorphism (see Exercise 4.30), so that \(B|_{\mathcal{H}_+}\) and \(-B|_{\mathcal{H}_-}\) are represented by positive isomorphisms of \(\mathcal{H}_+\) and \(\mathcal{H}_-\) respectively. The conclusion follows from Proposition 4.2.12. \(\square\)

### 4.3. Calculus on Banach Spaces and Banach Manifolds

We now make a quick review on the subject of Calculus on Banach spaces. We start with the following:

**4.3.1. Definition.** Let \(X, Y\) be Banach spaces, \(U \subset X\) an open subset and \(f : U \to Y\) a map. We say that \(f\) is differentiable at a point \(x \in U\) if there exists a continuous linear map \(T : X \to Y\) such that the map \(r\) defined by the equality:
\[
f(x + h) = f(x) + T(h) + r(h),
\]
satisfies
\[
\lim_{h \to 0} \frac{r(h)}{\|h\|} = 0.
\]
If \(f\) is differentiable at \(x\) then it is easy to check that:
\[
T(v) = \lim_{t \to 0} \frac{f(x + tv) - f(x)}{t},
\]
for all \(v \in X\). This implies that \(T\) is unique when it exists; we call \(T\) the **differential** of \(f\) at \(x\) and we write \(df(x) = T\).

**4.3.2. Remark.** It is easy to see that the statement “\(f\) is differentiable at \(x\) and \(df(x) = T\)” is invariant under substitution of the norms in \(X\) and \(Y\) by equivalent ones. In particular, differentiability is a well-defined notion for Banachable spaces.

If \(f\) is differentiable at every point of \(U\), we say that \(f\) is differentiable in \(U\); in such case, we can consider the map:
\[
df : U \to \text{Lin}(X,Y),
\]
defined by \(x \mapsto df(x)\). Since \(\text{Lin}(X,Y)\) is again a Banach space, we can again ask whether \(df\) is a differentiable map. If it is, we obtain a map:
\[
d^2f = df(df : U \to \text{Lin}(X,\text{Lin}(X,Y)))
\]
called the **second order differential** of \(f\). In general, if \(f\) can be differentiated \(k\) times, we can consider its \(k\)-th order differential (defined recursively by \(d^k f = d(d^{k-1} f)\)) which is a map of the form:
\[
d^k f : U \to \text{Lin}(X,\underbrace{\text{Lin}(X,\cdots,\text{Lin}(X,Y))\cdots}_{k \text{ Lin's}}).
\]
4.3. CALCULUS ON BANACH SPACES AND BANACH MANIFOLDS

The counter-domain of \( d^k f \) may be identified with a nicer space, namely we have an isometry (see Exercise 4.9):

\[
\underbrace{\text{Lin}(X, \text{Lin}(X, \cdots, \text{Lin}(X, Y)) \cdots)}_{k \text{ Lin's}} \ni T \mapsto \hat{T} \in \text{Multlin}_k(X; Y)
\]

defined by:

\[
\hat{T}(v_1, v_2, \ldots, v_k) = T(v_1)(v_2) \cdots (v_k),
\]

for all \( v_1, \ldots, v_k \in X \), where \( \text{Multlin}_k(X; Y) \) denotes the Banach space of all continuous \( k \)-linear maps \( B : X \times \cdots \times X \to Y \).

If a map \( f : U \subset X \to Y \) is \( k \) times differentiable and if its \( k \)-th order differential \( d^k f : U \to \text{Multlin}_k(X; Y) \) is continuous then we say that \( f \) is a map of class \( C^k \). If \( f \) is of class \( C^k \) for all \( k \in \mathbb{N} \), we say that \( f \) is a map of class \( C^\infty \).

From now on, one can develop the theory of differentiable Calculus on Banach spaces just like one does in finite-dimensional spaces. One now can prove the chain rule, the mean value inequality, Schwarz’s theorem (on the symmetry of the higher order differentials), the inverse and implicit function theorems and so on. The whole theory goes on like in the finite-dimensional case, with essentially no differences (and in most cases no additional difficulty). The main relevant difference lies on the local form of immersions and submersions. We look at the problem more closely below.

Recall that a closed subspace \( S \) of a Banach space \( X \) is called complemented if there exists a closed subspace \( S' \subset X \) with \( X = S \oplus S' \).

4.3.3. DEFINITION. Let \( X, Y \) be Banach spaces, \( U \subset X \) an open subset and \( f : U \to Y \) a map. Assume that \( f \) is differentiable at some \( x \in U \). We say that \( f \) is a submersion at \( x \) if the differential \( d f(x) : X \to Y \) is surjective and if its (automatically closed) kernel \( \text{Ker}(d f(x)) \) is complemented in \( X \). We say that \( f \) is an immersion at \( x \) if the differential \( d f(x) : X \to Y \) is injective and if its image is closed and complemented in \( Y \).

Our point here is that the standard proofs of the local form of immersions and submersions only work in the Banach space case if one uses the notions of immersion and submersion described above. In finite-dimensional spaces, all subspaces are closed and complemented, so that Definition 4.3.3 reduces to the standard one. We remark also that on Hilbert spaces all closed subspaces are complemented (there is always the orthogonal complement!). Hence, if \( X \) is a Hilbert space then \( f : U \subset X \to Y \) is a submersion at \( x \in U \) iff \( d f(x) \) is surjective; similarly, if \( Y \) is a Hilbert space then \( f \) is an immersion at \( x \) iff \( d f(x) \) is injective and has closed image.

What we need now is a practical method for proving differentiability of maps between Banach spaces in concrete examples. This is the subject of Lemma 4.3.5 below; first we need a definition.

4.3.4. DEFINITION. Let \( Y \) be a Banach space. A separating family for \( Y \) is a set \( \mathcal{F} \) of bounded linear operators \( \lambda : Y \to Z_\lambda \), with \( Z_\lambda \) a Banach space, such that for each non zero \( v \in Y \) there exists \( \lambda \in \mathcal{F} \) with \( \lambda(y) \neq 0 \).
4.3.5. Lemma (weak differentiation principle). Let $X$, $Y$ be Banach spaces, $f : U \to Y$ a map defined on an open subset $U \subset X$ and $\mathcal{F}$ a separating family for $Y$. Assume that there exists a continuous map $g : U \to \text{Lin}(X,Y)$ such that for every $x \in U$, $v \in X$, $\lambda \in \mathcal{F}$, the directional derivative $\frac{\partial (\lambda \circ f)}{\partial v}(x)$ exists and equals $\lambda(g(x) \cdot v)$. Then $f$ is of class $C^1$ and $df = g$.

**Proof.** Let $x \in U$ be fixed and define $r$ by:

$$f(x + h) = f(x) + g(x) \cdot h + r(h);$$

all we have to show is that $\lim_{h \to 0} \frac{r(h)}{\|h\|} = 0$. If $h$ is small enough, the closed line segment $[x, x + h]$ is contained in $U$; moreover, under the hypothesis of the lemma, it is easy to see that for every $\lambda \in \mathcal{F}$ the curve:

$$[0, 1] \ni t \mapsto (\lambda \circ f)(x + th)$$

is differentiable and that is derivative is given by:

$$\frac{d}{dt} (\lambda \circ f)(x + th) = \lambda(g(x + th) \cdot h).$$

We can thus apply the Fundamental Theorem of Calculus\(^4\) to obtain:

$$\lambda(r(h)) = \int_0^1 \frac{d}{dt} (\lambda \circ f)(x + th) \, dt - \lambda(g(x) \cdot h)$$

$$= \lambda \left( \int_0^1 g(x + th) \cdot h \, dt - g(x) \cdot h \right).$$

Since $\mathcal{F}$ separates points in $Y$ we can “cancel” $\lambda$ on both sides of the equality above obtaining:

$$r(h) = \int_0^1 g(x + th) \cdot h \, dt - g(x) \cdot h = \left( \int_0^1 [g(x + th) - g(x)] \, dt \right) \cdot h;$$

hence:

$$\|r(h)\| \leq \|h\| \sup_{t \in [0,1]} \|g(x + th) - g(x)\|.$$

The conclusion follows from the continuity of $g$. \hfill \Box

We now make a quick study on the subject of length of curves in Banach spaces.

A curve $\gamma : I \to X$ defined on an arbitrary interval $I \subset \mathbb{R}$, taking values on a Banach space $X$ is said to be piecewise $C^1$ if there exists a finite subset $\{t_0, t_1, \ldots, t_k\} \subset I$, $t_0 < t_1 < \cdots < t_k$, such that $\gamma|_{[t_i, t_{i+1}]}$ is of class $C^1$ for $i = 1, \ldots, k - 1$ and $\gamma|_{]-\infty, t_0]}$ and $\gamma|_{[t_k, +\infty[}$ are of class $C^1$.

\(^4\)Here we need a theory of integration for Banach space valued curves. One possibility is to use the Bochner integral (see [162]), but actually one can use simpler approaches in this case. For instance, one can use the notion of weak integration (see Exercise 4.20).
4.3.6. Definition. Let \((X, \| \cdot \|)\) be a Banach space and let \(\gamma : I \to X\) be a piecewise \(C^1\) curve defined in an arbitrary interval \(I \subset \mathbb{R}\). The length of \(\gamma\) is defined by:

\[
L(\gamma) = \int_I \| \gamma'(t) \| \, dt \in [0, +\infty].
\]

In Exercise 4.12 the reader is asked to show that a line segment is a shortest path connecting two points in a Banach space.

4.3.7. Lemma. If \(\gamma : I \to X\) is a piecewise \(C^1\) curve defined on an arbitrary interval \(I \subset \mathbb{R}\) taking values in a Banach space \(X\) and if \(L(\gamma) < +\infty\), then the image of \(\gamma\) is relatively compact in \(X\).

Proof. Given \(\varepsilon > 0\), since \(\int_I \| \gamma'(t) \| \, dt\) is finite, we can find a compact interval \(J \subset I\) such that \(I \setminus J\) is a disjoint union of two intervals \(I_1, I_2\) and:

\[
\int_{I_1} \| \gamma'(t) \| \, dt + \int_{I_2} \| \gamma'(t) \| \, dt < \varepsilon.
\]

For \(t, s \in I_1, t < s\), using the result of Exercise 4.12 we get:

\[
\| \gamma(t) - \gamma(s) \| \leq L(\gamma|_{[t, s]}) < \varepsilon,
\]

so that the diameter of \(\gamma(I_1)\) is less than or equal to \(\varepsilon\); similarly, the diameter of \(\gamma(I_2)\) is less than or equal to \(\varepsilon\). Finally, since \(\gamma(J) \subset X\) is compact, it can be covered by a finite number of subsets of \(X\) of diameter less than \(\varepsilon\). Thus \(\gamma(I)\) is totally bounded and hence relatively compact in the complete metric space \(X\). \(\square\)

We now deal with Banach manifolds. For the basic stuff, there is no big difference between the theory of Banach manifolds and the theory of finite-dimensional manifolds. We just give a few basic definitions for completeness.

Let \(\mathcal{M}\) be a set. A chart on \(\mathcal{M}\) is a bijection \(\varphi : U \to \tilde{U}\), where \(\tilde{U}\) is an open subset of some Banach space \(X\). Given charts \(\varphi : U \to \tilde{U}, \psi : V \to \tilde{V}\) on \(\mathcal{M}\), with \(\tilde{U}\) open in the Banach space \(X\) and \(\tilde{V}\) open in the Banach space \(Y\), then we say that \(\varphi\) and \(\psi\) are compatible if either \(U \cap V = \emptyset\) or the map:

\[
\psi \circ \varphi^{-1} : \varphi(U \cap V) \to \psi(U \cap V)
\]

is a smooth diffeomorphism between open sets. An atlas \(\mathcal{A}\) for \(\mathcal{M}\) is a set of pairwise compatible charts on \(\mathcal{M}\) whose domains cover \(\mathcal{M}\). A Banach manifold is a set \(\mathcal{M}\) endowed with a maximal atlas \(\mathcal{A}\). An atlas \(\mathcal{A}\) on \(\mathcal{M}\) induces a unique topology on \(\mathcal{M}\) for which the domains of the charts in \(\mathcal{A}\) are open and the charts in \(\mathcal{A}\) are homeomorphisms. Such topology is defined by:

\[
Z \subset \mathcal{M}\text{ is open } \iff \varphi(Z \cap U) \text{ is open in } X,
\]

for every chart \(\varphi : U \to \tilde{U} \subset X\) in the atlas \(\mathcal{A}\).

If a Banach manifold \(\mathcal{M}\) admits an atlas consisting only of charts taking values on Hilbert spaces then we call \(\mathcal{M}\) a Hilbert manifold.
4.3.8. Convention. For the rest of this section and until the end of Section ??
we will not make any assumptions on the topology of the Banach manifolds \( M \) (not even Hausdorff!). In Section ??, we will usually deal with a finite-dimensional manifold \( M \), for which the conventions of Section ?? apply, i.e., \( M \) should be Hausdorff and second countable; at the same time, we will have infinite-dimensional manifolds \( M \) whose points are curves on \( M \) and we do not want to waist time in proving topological properties of such \( M \). Actually, we will see in Corollary 4.3.22 that a Hilbert manifold admitting a Riemannian metric is automatically T4.

As in the case of Calculus on finite-dimensional manifolds, one can now define the notion of map of class \( C^k \) between Banach manifolds (using local charts) and one can extend all the local theorems of the Calculus on Banach spaces to the context of Banach manifolds. We now make a few remarks concerning the tangent space of a Banach manifold.

Let \( M \) be a Banach manifold and let \( x \in M \) be fixed. As in the finite-dimensional case, the tangent space \( T_xM \) can be defined using equivalence classes of curves in \( M \) passing through \( x \). More explicitly, consider the set \( A \) of all smooth curves \( \gamma : [-\epsilon, \epsilon] \to M \) with \( \gamma(0) = x \); we define an equivalence relation on \( A \) by requiring that \( \gamma, \mu \in A \) are equivalent if for some (and hence every) chart \( \varphi \) around \( x \) in \( M \) we have \((\varphi \circ \gamma)'(0) = (\varphi \circ \mu)'(0)\). The tangent space \( T_xM \) is defined to be the quotient of \( A \) by such equivalence relation. Observe that every chart \( \varphi : U \to \tilde{U} \subset X \) with \( x \in U \) induces a bijection \( \hat{\varphi} : T_xM \to X \) that sends the class of \( \gamma \) to \((\varphi \circ \gamma)'(0)\). If \( \varphi \) and \( \psi \) are both charts around \( x \) then the bijections \( \hat{\varphi} \) and \( \hat{\psi} \) differ by the differential of the transition map \( \psi \circ \varphi^{-1} \) at \( \varphi(x) \); such differential is a continuous isomorphism between Banach spaces and therefore all charts induce on \( T_xM \) the same vector space structure and the same topology.

Our point here is that the tangent space \( T_xM \) is a Banachable space, not a Banach space, i.e., there is no canonically fixed norm on \( T_xM \). Only the topology of \( T_xM \) is canonical. Observe that if \( M \) is a Hilbert manifold then its tangent spaces are Hilbertable spaces.

One can now, as in the finite-dimensional case, define the differential of a differentiable map between Banach manifolds as being a continuous linear map between the appropriate tangent spaces. Definition 4.3.3 can now be generalized in the obvious way to the context of manifolds.

We now define the notion of a submanifold of a Banach manifold.

4.3.9. Definition. Let \( M \) be a Banach manifold and let \( \mathcal{N} \subset M \) be a subset. A chart \( \varphi : U \to \tilde{U} \subset X \) for \( M \) is called a submanifold chart for \( \mathcal{N} \) if there exists a closed and complemented subspace \( Y \subset X \) such that \( \varphi(U \cap \mathcal{N}) = \tilde{U} \cap Y \). If \( \mathcal{N} \) can be covered by the domains of a family of submanifold charts for \( \mathcal{N} \) then we say that \( \mathcal{N} \) is a Banach submanifold of \( M \).

If \( \mathcal{N} \) is a Banach submanifold of \( M \) then the submanifold charts can be restricted to form an atlas of \( \mathcal{N} \), so that \( \mathcal{N} \) also becomes a Banach manifold. The inclusion \( i : \mathcal{N} \to M \) is a smooth embedding, i.e., it is an immersion and a
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The differential of the inclusion \( i \) can be used to identify, for every \( x \in \mathcal{N} \), the tangent space \( T_x \mathcal{N} \) with a closed and complemented subspace of the tangent space \( T_x \mathcal{M} \).

The following result should come to no surprise:

4.3.10. **Proposition.** Let \( \mathcal{M}, \mathcal{N} \) be Banach manifolds and let \( f : \mathcal{M} \to \mathcal{N} \) be a smooth map. If \( c \in \mathcal{N} \) is a regular value of \( f \), i.e., if \( f \) is a submersion at all points of \( f^{-1}(c) \) then \( f^{-1}(c) \) is a Banach submanifold of \( \mathcal{M} \). Moreover, its tangent space is given by:

\[
T_x f^{-1}(c) = \text{Ker}(df(x)),
\]

for all \( x \in f^{-1}(c) \).

**Proof.** It is a simple consequence of the local form of submersions, as in the finite-dimensional case. \( \square \)

Infinite dimensional Banach manifolds cannot be locally compact. This sometimes brings problems. Some of these problems are solved by Lemma 4.3.12 below. First, we need a definition.

4.3.11. **Definition.** If \( \mathcal{M} \) is a Banach manifold then a chart \( \varphi : U \to \tilde{U} \subset X \) for \( \mathcal{M} \) is called regular if whenever \( F \subset X \) is closed in \( X \) and contained in \( \tilde{U} \) then \( \varphi^{-1}(F) \) is closed in \( \mathcal{M} \).

4.3.12. **Lemma.** If \( \mathcal{M} \) is a Banach manifold and \( \varphi : U \to \tilde{U} \subset X \) is a chart for \( \mathcal{M} \) then for every open set \( V \) in \( \mathcal{M} \) with \( V \subset U \), the chart \( \varphi|_V : V \to \varphi(V) \) is regular. In particular, if \( \mathcal{M} \) is \( T_3 \) then for every chart \( \varphi : U \to \tilde{U} \subset X \) and every \( x \in U \) there exists a restriction of \( \varphi \) to an open neighborhood of \( x \) that is a regular chart.

**Proof.** We leave it as an exercise to the reader (see Exercise 4.26). \( \square \)

We now study infinite-dimensional Riemannian manifolds.

4.3.13. **Definition.** Let \( \mathcal{M} \) be a Hilbert manifold. A Riemannian metric for \( \mathcal{M} \) is a map \( g \) that associates to every \( x \in \mathcal{M} \) a Hilbert space inner product \( g_x \) on the Hilbertable space \( T_x \mathcal{M} \) in such a way that for every chart \( \varphi : U \to \tilde{U} \subset \mathcal{H} \), the map:

\[
\tilde{g} : \tilde{U} \to \text{Bil}(\mathcal{H}),
\]

defined by:

\[
\tilde{g}(x) = g_x\left( d\varphi(x)^{-1} \cdot , d\varphi(x)^{-1} \cdot \right),
\]
is smooth. A Hilbert manifold \( \mathcal{M} \) endowed with a Riemannian metric \( g \) will be called a Riemannian manifold.

The smoothness of the transition maps between local charts implies easily that in order to check that \( g \) is a Riemannian metric one has only to show the smoothness of \( \tilde{g} \) for charts \( \varphi \) running through a fixed atlas of \( \mathcal{M} \).

We won’t need to study much Riemannian geometry in Hilbert manifolds. We just present below a few selected topics that will be used in the later sections.

We start with the definition of arc-length and distance.
4.3.14. Definition. Let \( (\mathcal{M}, g) \) be a Riemannian manifold. If \( \gamma : I \to \mathcal{M} \) is a piecewise \( C^1 \) curve defined on an arbitrary interval \( I \subset \mathbb{R} \) then the \textit{length} of \( \gamma \) is the (possibly infinite) non negative real number:

\[
L(\gamma) = \int_I \| \gamma'(t) \| \, dt \in [0, +\infty].
\]

For \( x, y \in \mathcal{M} \) we define the \textit{distance} from \( x \) to \( y \) as the infimum of the lengths of curves in \( \mathcal{M} \) connecting \( x \) and \( y \), i.e., we set:

\[
(4.3.1) \quad \text{dist}(x, y) = \inf \{ L(\gamma) : \gamma : [a, b] \to \mathcal{M} \text{ piecewise } C^1, \; \gamma(a) = x, \; \gamma(b) = y \}.
\]

If the set on the righthand side of the equality above is empty (i.e., if \( x \) and \( y \) are not in the same connected component of \( \mathcal{M} \)) then we set \( \text{dist}(x, y) = +\infty \).

The following properties of the distance function defined above are obvious:

- \( \text{dist}(x, x) = 0 \) for all \( x \in \mathcal{M} \);
- \( \text{dist}(x, y) = \text{dist}(y, x) \) for all \( x, y \in \mathcal{M} \);
- \( \text{dist}(x, z) \leq \text{dist}(x, y) + \text{dist}(y, z) \), for all \( x, y, z \in \mathcal{M} \).

The triangle inequality above follows from the obvious fact that length of curves is additive by concatenation and from the fact that the concatenation of piecewise \( C^1 \) curves is again piecewise \( C^1 \).

4.3.15. Definition. Let \( (\mathcal{M}, g) \) be a Riemannian manifold. We say that a chart \( \varphi : U \to \tilde{U} \) taking values on an open set \( \tilde{U} \) of a Hilbert space \( (\mathcal{H}, \langle \cdot, \cdot \rangle) \) is \textit{metric-relating} if there exists positive constants \( k_{\min}, k_{\max} \in \mathbb{R} \) such that:

\[
(4.3.2) \quad k_{\min} \langle \text{d}\varphi_x(v), \text{d}\varphi_x(v) \rangle^{\frac{1}{2}} \leq g_x(v, v)^{\frac{1}{2}} \leq k_{\max} \langle \text{d}\varphi_x(v), \text{d}\varphi_x(v) \rangle^{\frac{1}{2}},
\]

for all \( x \in U, \; v \in T_x \mathcal{M} \).

Since we assume that \( g_x \) is a Hilbert space inner product for \( T_x \mathcal{M} \), the constants \( k_{\min}, k_{\max} \) satisfying (4.3.2) can be chosen for each \( x \in U \); saying that \( \varphi \) is metric-relating means that \( k_{\min} \) and \( k_{\max} \) can be chosen independently of \( x \in U \). The continuity of the Riemannian metric of \( \mathcal{M} \) implies that “small” charts are indeed metric-relating (see Exercise 4.13).

4.3.16. Lemma. Let \( (\mathcal{M}, g) \) be a Riemannian manifold and assume that \( \varphi : U \to \tilde{U} \) is a metric-relating chart taking values in a Hilbert space \( (\mathcal{H}, \langle \cdot, \cdot \rangle) \). Choose constants \( k_{\min}, k_{\max} > 0 \) such that (4.3.2) holds. If \( \tilde{U} \) is convex then for any \( x, y \in U \) we have:

\[
\text{dist}(x, y) \leq k_{\max} \| \varphi(x) - \varphi(y) \|.
\]

\textbf{Proof.} Set \( \gamma(t) = \varphi^{-1}((1-t)\varphi(x) + t\varphi(y)) \) for \( t \in [0, 1] \) and observe that:

\[
\text{dist}(x, y) \leq \int_0^1 \| \gamma'(t) \| \, dt \leq k_{\max} \| \varphi(x) - \varphi(y) \|. \quad \Box
\]

4.3.17. Lemma. Let \( (\mathcal{M}, g) \) be a Riemannian manifold and assume that \( \varphi : U \to \tilde{U} \) is a metric-relating chart taking values in a Hilbert space \( (\mathcal{H}, \langle \cdot, \cdot \rangle) \).
Choose constants $k_{\text{min}}, k_{\text{max}} > 0$ such that (4.3.2) holds. Let $F \subset \mathcal{H}$ be a closed subset of $\mathcal{H}$ contained in $\bar{U}$ and let $\gamma : [a, b] \to \mathcal{M}$ be a piecewise $C^1$ curve with $\gamma(a) \in \varphi^{-1}(F)$. If $L(\gamma) < k_{\text{min}} \cdot \text{dist}((\varphi \circ \gamma)(a), \partial F)$ then the image of $\gamma$ is contained in $\varphi^{-1}(F)$ (and hence in $U$).

PROOF. Consider the set:

$$A = \{ t \in [a, b] : \gamma([a, t]) \subset \varphi^{-1}(F) \} ;$$

$A$ is not empty because $a \in A$ and therefore we can consider the supremum $c = \sup \ A \in [a, b]$. Assume by contradiction that $c < b$. Obviously we have $\gamma([a, c]) \subset \varphi^{-1}(F)$, so that $\varphi \circ \gamma|_{[a, c]}$ is a well-defined piecewise $C^1$ curve in $\mathcal{H}$. Since $\gamma|_{[a, c]}$ has finite length in the Riemannian manifold $M$ (because $\gamma|_{[a, c]}$ has a piecewise $C^1$ extension to $[a, c]$) and since $\varphi$ is metric-relating, it follows that $\varphi \circ \gamma|_{[a, c]}$ is a curve of finite length in the Riemannian manifold $\mathcal{H}$ endowed with the constant Riemannian metric $\langle \cdot, \cdot \rangle$. It follows from Lemma 4.3.7 that $\varphi \circ \gamma|_{[a, c]}$ has relatively compact image in $\mathcal{H}$ and therefore we can find a sequence $(t_n)_{n \geq 1}$ in $[a, c]$ with $t_n \to c$ and $(\varphi \circ \gamma)(t_n) \to \tilde{x}$, for some $\tilde{x} \in \mathcal{H}$. Using that $F$ is closed, we obtain that $\tilde{x} \in F \subset \bar{U}$ and therefore $\tilde{x} = \varphi(x)$ for some $x \in \varphi^{-1}(F) \subset U$. Since $\varphi : U \to \bar{U}$ is a homeomorphism, we conclude that $\gamma(t_n) \to x$ and therefore $x = \gamma(c) \in \varphi^{-1}(F)$. But $(\varphi \circ \gamma)(c)$ cannot belong to the interior of $F$ because (since $c < b$) this would imply that $c + \varepsilon \in A$ for some small $\varepsilon > 0$. We have proven that $(\varphi \circ \gamma)(c) \in \partial F$; now we compute as follows:

$$L(\gamma) \geq \int_a^c \overline{g(\gamma'(t), \gamma'(t))}^\frac{1}{2} \, dt \geq k_{\text{min}} \int_a^c \langle (\varphi \circ \gamma)'(t), (\varphi \circ \gamma)'(t) \rangle^\frac{1}{2} \, dt$$

$$\geq k_{\text{min}} \| (\varphi \circ \gamma)(c) - (\varphi \circ \gamma)(a) \| \geq k_{\text{min}} \cdot \text{dist}((\varphi \circ \gamma)(a), \partial F),$$

which is a contradiction. \qed

4.3.18. COROLLARY. Let $(\mathcal{M}, g)$ be a Riemannian manifold and assume that $\varphi : U \to \bar{U}$ is a metric-relating chart taking values in a Hilbert space $(\mathcal{H}, \langle \cdot, \cdot \rangle)$. Choose constants $k_{\text{min}}, k_{\text{max}} > 0$ such that (4.3.2) holds. Assume that $F$ is a closed subset of $\mathcal{H}$ contained in $\bar{U}$. If $x \in \varphi^{-1}(F)$, $y \in \mathcal{M}$ satisfy:

$$\text{dist}(x, y) < k_{\text{min}} \cdot \text{dist}((\varphi(x), \partial F),$$

then $y \in \varphi^{-1}(F) \subset U$ and:

$$\| \varphi(x) - \varphi(y) \| \leq \frac{1}{k_{\text{min}}} \text{dist}(x, y).$$

PROOF. For any $\varepsilon > 0$ we can choose a piecewise $C^1$ curve $\gamma : [a, b] \to \mathcal{M}$ with $\gamma(a) = x$, $\gamma(b) = y$ and $L(\gamma)$ smaller than both $\text{dist}(x, y) + \varepsilon$ and

\[\text{If the boundary } \partial F \text{ of } F \text{ in } \mathcal{H} \text{ is empty (i.e., if } F = \mathcal{H} \text{) then the distance } \text{dist}((\varphi \circ \gamma)(a), \partial F) \text{ should be interpreted as } +\infty. \text{ In this case the theorem states that any piecewise } C^1 \text{ curve } \gamma \text{ starting at } \varphi^{-1}(F) \text{ has image contained in } \varphi^{-1}(F). \text{ In particular, } U \text{ is actually an arc-connected component of } \mathcal{M}.\]
that:

\[ \| \varphi(x) - \varphi(y) \| \leq \int_a^b \| (\varphi \circ \gamma)'(t) \| \, dt \leq \frac{1}{k_{\min}} \int_a^b \| \gamma'(t) \| \, dt < \frac{1}{k_{\min}} (\text{dist}(x, y) + \varepsilon), \]

where in the first inequality we have used the result of Exercise 4.12. The conclusion now follows by observing that \( \varepsilon > 0 \) can be taken arbitrarily small. \( \square \)

4.3.19. COROLLARY. Let \((M, g)\) be a Riemannian manifold and assume that \( \varphi : U \to \bar{U} \) is a metric-relating chart taking values in a Hilbert space \( (\mathcal{H}, \langle \cdot, \cdot \rangle) \).

Let \((x_n)_{n \geq 1}\) be a Cauchy sequence in \( M \) (i.e., \( \text{dist}(x_n, x_m) \xrightarrow{n,m \to +\infty} 0 \)). Assume that we can find a closed subset \( F \) of \( \mathcal{H} \) contained in \( \bar{U} \) such that \( x_n \in F \subset U \) for all \( n \) and:

\[ \inf_{n \geq 1} \text{dist}(\varphi(x_n), \partial F) > 0. \]

Then, the sequence \( (\varphi(x_n))_{n \geq 1} \) is Cauchy (and hence convergent) in the Hilbert space \( \mathcal{H} \).

PROOF. Denote by \( c > 0 \) the infimum on the left hand side of formula (4.3.3) and choose constants \( k_{\min}, k_{\max} > 0 \) for which (4.3.2) holds. Since \( (x_n)_{n \geq 1} \) is Cauchy, we can find \( n_0 \in \mathbb{N} \) such that \( n, m \geq n_0 \) imply \( \text{dist}(x_n, x_m) < k_{\min}c \).

By Corollary 4.3.18, we have:

\[ \| \varphi(x_n) - \varphi(x_m) \| \leq \frac{1}{k_{\min}} \text{dist}(x_n, x_m), \]

for all \( n, m \geq n_0 \). The conclusion follows. \( \square \)

4.3.20. COROLLARY. Let \((M, g)\) be a Riemannian manifold and assume that \( \varphi : U \to \bar{U} \) is a metric-relating chart taking values in a Hilbert space \( (\mathcal{H}, \langle \cdot, \cdot \rangle) \).

Choose constants \( k_{\min}, k_{\max} > 0 \) such that (4.3.2) holds. Assume that the closed ball \( B(0; r) \subset \mathcal{H} \) is contained in \( \bar{U} \) for some \( r > 0 \) and choose \( r_0 > 0 \) small enough so that:

\[ r_0 \leq \min \left\{ \frac{r}{2}, \frac{k_{\min}r}{k_{\max}} \right\}; \]

then, setting \( V = \varphi^{-1}(B(0; r_0)) \subset U \), we have:

\[ \| \varphi(x) - \varphi(y) \| \leq \frac{1}{k_{\min}} \text{dist}(x, y), \]

for all \( x, y \in V \).

PROOF. Let \( x, y \in V \) be fixed. Since \( \varphi(V) \) is convex, Lemma 4.3.16 implies that:

\[ \text{dist}(x, y) \leq k_{\max} \| \varphi(x) - \varphi(y) \| < 2k_{\max}r_0 \leq \frac{k_{\min}r}{2}. \]

Taking \( F = B(0; r) \), since \( \varphi(x) \in B(0; \frac{r}{2}) \), we have:

\[ \text{dist}(\varphi(x), \partial F) = \text{dist}(\varphi(x), S(0; r)) > \frac{r}{2}. \]
The conclusion now follows from Corollary 4.3.18. □

4.3.21. Proposition. If \((\mathcal{M}, g)\) is a connected Riemannian manifold then the distance function introduced in Definition 4.3.1 is indeed a (metric space) metric; moreover, the topology induced by such metric coincides with the topology of the manifold \(\mathcal{M}\).

Proof. In order to prove that \(\text{dist}\) is a (metric space) metric it suffices to show that \(\text{dist}(x, y) > 0\) when \(x, y \in \mathcal{M}\) are distinct. Let then \(x, y \in \mathcal{M}\) be distinct and assume by contradiction that \(\text{dist}(x, y) = 0\). Choose a metric-relating chart \(\varphi : U \to \tilde{U}\) with \(x \in U\) and \(\varphi(x) = 0\), where \(\tilde{U}\) is an open subset of a Hilbert space \((\mathcal{H}, \langle \cdot, \cdot \rangle)\); choose also \(k_{\min}, k_{\max} > 0\) satisfying (4.3.2). Since \(\text{dist}(x, y) = 0\), for any \(r > 0\) with \(B[0; r] \subset \tilde{U}\) we can find a piecewise \(C^1\) curve connecting \(x\) and \(y\) with length less than \(r k_{\min}\); applying Lemma 4.3.17 with \(F = B[0; r]\) we conclude that \(y \in U\) and that \(\varphi(y)\) is in \(B[0; r]\). Since \(r > 0\) can be taken arbitrarily small we obtain that \(\varphi(x) = \varphi(y)\), contradicting the injectivity of the chart \(\varphi\).

We now prove that if \(Z \subset \mathcal{M}\) is open with respect to the manifold topology of \(\mathcal{M}\) then \(Z\) is open with respect to the topology induced by \(\text{dist}\). Choose \(x \in Z\) and let \(\varphi : U \to \tilde{U}, \mathcal{H}, k_{\min}, k_{\max}\) and \(r\) be as above; we can assume also that \(U \subset Z\). Applying Lemma 4.3.17 with \(F = B[0; r]\) we conclude that if a piecewise \(C^1\) curve \(\gamma : [a, b] \to \mathcal{M}\) satisfies \(\gamma(a) = x\) and \(L(\gamma) < k_{\min} r\) then \(\gamma(b) \in U\). It follows that the open ball of radius \(k_{\min} r\) and center \(x\) with respect to the metric dist is contained in \(U\) (and in \(Z\)). Thus, \(Z\) is open with respect to the topology induced by \(\text{dist}\).

Assume now that \(Z\) is open with respect to the topology induced by \(\text{dist}\). Choose \(x \in Z\) and let \(\varphi : U \to \tilde{U} \subset \mathcal{H}\) be a metric-relating chart with \(x \in U\) and \(\tilde{U}\) convex. Since \(Z\) is open in \((\mathcal{M}, \text{dist})\), \(Z \cap U\) is open in \((U, \text{dist}|_{U \times U})\); Lemma 4.3.16 tells us that \(\varphi^{-1} : \tilde{U} \to (U, \text{dist}|_{U \times U})\) is Lipschitz continuous and therefore \(\varphi(Z \cap U)\) is open in \(\tilde{U}\) (and in \(\mathcal{H}\)). Since \(\varphi\) is a chart of \(\mathcal{M}\), it follows that \(Z \cap U\) is an open neighborhood of \(x\) with respect to the manifold topology of \(\mathcal{M}\). Thus \(Z\) is open in the manifold topology of \(\mathcal{M}\). □

4.3.22. Corollary. If a Hilbert manifold \(\mathcal{M}\) admits a Riemannian metric then every connected component of \(\mathcal{M}\) is metrizable (we don’t make any a priori assumptions on the topology of \(\mathcal{M}\)). In particular, \(\mathcal{M}\) is \(T_4\). □

The following definition will be essential in the development of infinite-dimensional Morse theory.

4.3.23. Definition. If \(\mathcal{M}\) is a Hilbert manifold and \(g\) is a Riemannian metric for \(\mathcal{M}\) then we say that a subset \(F \subset \mathcal{M}\) is complete if its intersection with every connected component of \(\mathcal{M}\) is a complete metric space (endowed with the metric dist).

Now we can generalize Lemma 4.3.7 to the context of manifolds.
4.3.24. **Lemma.** Let $\mathcal{M}$ be a Riemannian manifold. If $\gamma : I \to \mathcal{M}$ is a piecewise $C^1$ curve of finite length defined on an arbitrary interval $I \subset \mathbb{R}$ then the image $\gamma(I)$ of $\gamma$ is totally bounded. In particular, if $\gamma(I)$ is contained in some complete subset of $\mathcal{M}$ then $\gamma(I)$ is relatively compact.

**Proof.** It is identical to the proof of Lemma 4.3.7. □

4.4. **Dynamics of the Gradient Flow in the non Compact Case**

4.5. **The Morse Relations in the non Compact Case**

4.6. **The CW-Complex Associated to a Morse Function on a non Compact Manifold**

4.7. **The Morse–Witten Complex in the non Compact Case**

**Exercises for Chapter 4**

**Calculus on Banach spaces and Banach manifolds.**

**Exercise 4.1.** Let $X$ be a vector space. A map $X \ni x \mapsto \|x\| \in \mathbb{R}$ is called a *semi-norm* if the following conditions hold:

- $\|x\| \geq 0$ for all $x \in X$;
- $\|cx\| = |c| \|x\|$ for all $c \in \mathbb{R}$, $x \in X$;
- $\|x + y\| \leq \|x\| + \|y\|$ for all $x, y \in X$.

A semi-norm $\| \cdot \|$ is called a *norm* if in addition $\|x\| = 0$ implies $x = 0$. If $\| \cdot \|$ is a semi-norm on $X$ show that:

- the set $N = \{x \in X : \|x\| = 0 \}$ is a subspace of $X$;
- the map:
  $$X/N \ni x + N \mapsto \|x\| \in \mathbb{R}$$
  is well-defined and it defines a norm on the quotient space $X/N$.

**Exercise 4.2.** A *normed vector space* is a vector space $X$ endowed with a norm $\| \cdot \|$. Show that the topology induced from such norm makes $X$ into a topological vector space.

**Exercise 4.3.** Let $X, Y$ be normed vector spaces and let $T : X \to Y$ be a linear map. Show that the following are equivalent:

- $T$ is continuous;
- $T$ is continuous at the origin;
- $T$ is bounded on the unit ball of $X$;
- $\|T(x)\| \leq c \|x\|$ for all $x \in X$ and some $c \in \mathbb{R}$;
- $T$ is Lipschitz-continuous.

**Exercise 4.4.** Let $X$ be a vector space and let $\| \cdot \|_1, \| \cdot \|_2$ be norms on $X$. Show that the following conditions are equivalent:

- $\| \cdot \|_1$ and $\| \cdot \|_2$ induce the same topology on $X$;
there exists positive constants $k_{\text{min}}, k_{\text{max}}$ with:

$$k_{\text{min}} \|x\|_1 \leq \|x\|_2 \leq k_{\text{max}} \|x\|_1,$$

for all $x \in X$.

(hint: use the result of Exercise 4.3 with $T = \text{Id} : (X, \| \cdot \|_1) \to (X, \| \cdot \|_2)$).

**Exercise 4.5.** Generalize Exercise 4.3 to multi-linear maps; more explicitly, given normed spaces $X_1, \ldots, X_k, Y$ and a multi-linear map $B : X_1 \times \cdots \times X_k \to Y$, show that the following conditions are equivalent:

- $B$ is continuous;
- $B$ is continuous at the origin;
- $B$ is bounded on $\prod_{i=1}^k B[X_i]$.

Observe that continuous multi-linear maps are not Lipschitz continuous in general.

**Exercise 4.6.** Let $X$ be a real vector space, $(Y, \| \cdot \|)$ a real Banach space and $T : X \to Y$ a linear isomorphism. Show that:

$$\|x\|_T = \|T(x)\|, \quad x \in X,$$

defines a norm on $X$ that makes it into a Banach space. We call $\| \cdot \|_T$ the norm induced by $T$ on $X$. Observe that $\| \cdot \|_T$ is the unique norm on $X$ that makes $T$ into an isometry. Show also that if $X$ is previously endowed with a norm that makes $T$ continuous then such norm is equivalent to $\| \cdot \|_T$ (hint: use the open mapping theorem).

**Exercise 4.7.** Let $(X, \| \cdot \|), (Y, \| \cdot \|)$ be Banach spaces and let $T$ be a set of continuous linear isomorphisms $T : X \to Y$. Assuming that:

$$\sup_{T \in T} \|T\| < +\infty, \quad \sup_{T \in T} \|T^{-1}\| < +\infty,$$

show that there exists constants $k_1, k_2 > 0$ (which do not depend on $T \in T$) such that:

$$k_1 \|x\| \leq \|x\|_T \leq k_2 \|x\|,$$

for all $x \in X$ and all $T \in T$.

**Exercise 4.8.** Given Banach spaces $X, Y$ and a bounded injective linear map $T : X \to Y$, show that $\text{Im}(T)$ is closed in $Y$ if and only if $T : X \to T(X)$ is a homeomorphism when $T(X)$ is regarded with the topology induced from $Y$. Conclude that the following principle of reduction of counter-domain holds. Assume that we are given a commutative diagram:

$$
\begin{array}{ccc}
Y & \xrightarrow{T} & Z \\
| \downarrow f & & | \downarrow f_0 \\
X & \xrightarrow{\text{Id}} & X
\end{array}
$$

where $X, Y$ are Banach spaces, $Z$ is a topological space and $T : X \to Y$ is a bounded injective linear map with closed image. Then $f$ is continuous if and only if $f_0$ is continuous.
EXERCISE 4.9. If $X, Y, Z$ are normed vector spaces and $\hat{T} : X \times Y \to Z$ and $T : X \to \text{Lin}(Y, Z)$ are respectively a bilinear and a linear map related by the equality:

$$\hat{T}(x, y) = T(x)(y), \quad x \in X, \ y \in Y,$$

show that $\|\hat{T}\| = \|T\| \in [0, +\infty]$. Conclude that $\hat{T}$ is continuous if and only if $T$ is continuous. Generalize this result to multi-linear maps by proving that if $X_1, X_2, \ldots, X_k, Y$ are normed vector spaces then the correspondence $T \leftrightarrow \hat{T}$ defined by the equality:

$$\hat{T}(x_1, x_2, \ldots, x_k) = T(x_1)(x_2)\ldots(x_k), \quad x_1 \in X_1, \ x_2 \in X_2, \ldots, x_k \in X_k,$$

defines an isometry between the normed space of bounded multi-linear maps from $X_1 \times \cdots \times X_k$ to $Y$ and the normed space:

$$\text{Lin}(X_1, \text{Lin}(X_2, \ldots, \text{Lin}(X_k, Y)) \cdots).$$

EXERCISE 4.10. Let $(\Omega, \mathcal{A}, \mu)$ be a Measure space, i.e., $\Omega$ is a set, $\mathcal{A}$ is a $\sigma$-algebra on $\Omega$ and $\mu : \mathcal{A} \to [0, +\infty]$ is a ($\sigma$-additive) measure on $\mathcal{A}$. If you’re not very familiar with general measure theory, simply assume that $\Omega = [a, b] \subset \mathbb{R}$, $\mathcal{A} = \text{Lebesgue measurable subsets of } [a, b]$ and that $\mu = \text{Lebesgue measure}$. If $f : \Omega \to \mathbb{R}^n$ is a measurable function and if $\| \cdot \|$ is a fixed norm on $\mathbb{R}^n$ we set:

$$\|f\|_{L^\infty} = \sup \{ c \in \mathbb{R} : f^{-1}([c, +\infty[) \text{ has null measure} \} \in [0, +\infty].$$

If $\|f\|_{L^\infty} < +\infty$ then we say that $f$ is essentially bounded. Show that the set of essentially bounded measurable $\mathbb{R}^n$-valued maps on $\Omega$ is a subspace of the vector space of all $\mathbb{R}^n$-valued maps on $\Omega$; show that $\| \cdot \|_{L^\infty}$ defines a semi-norm on that space and that $\|f\|_{L^\infty} = 0$ iff $f = 0$ almost everywhere. The normed space corresponding to such semi-norm (see Exercise 4.1) is denoted by $L^\infty(\Omega, \mathbb{R}^n)$. Show that $L^\infty(\Omega, \mathbb{R}^n)$ is a Banach space.

EXERCISE 4.11 (Gronwall’s inequality). Let $\delta, \phi : [a, b] \to \mathbb{R}$ be non negative maps with $\delta$ continuous and $\phi$ integrable. Assume that:

\begin{equation}
\delta(t) \leq c + \int_a^t \phi(s)\delta(s) \, ds,
\end{equation}

for all $t \in [a, b]$ and some fixed $c \in \mathbb{R}$. The goal of this exercise is to prove the inequality:

\begin{equation}
\delta(t) \leq c \exp \left( \int_a^t \phi(s) \, ds \right),
\end{equation}

for all $t \in [a, b]$. Below we give the main steps of the proof.

- Define a sequence of continuous maps $K_n : [a, b] \to \mathbb{R}$ recursively by setting $K_0 \equiv 1$ and:

$$K_{n+1}(t) = \int_a^t \phi(s)K_n(s) \, ds, \quad n \geq 0.$$
Show by induction on $n$ that:

$\begin{equation}
0 \leq K_n(t) \leq \frac{1}{n!} \left( \int_a^t \phi(s) \, ds \right)^n,
\end{equation}

for all $t \in [a, b], n \geq 0$ (hint: observe that, under the induction hypothesis, we have:

$\phi(s)K_n(s) \leq \frac{d}{ds} \frac{1}{(n+1)!} \left( \int_a^s \phi(u) \, du \right)^{n+1},$

for all $s \in [a, b]$).

- Show by induction on $n$ that:

$\begin{equation}
\delta(t) \leq c \sum_{i=0}^n K_i(t) + K_n(t) \int_a^t \phi(s)\delta(s) \, ds,
\end{equation}

for all $t \in [a, b], n \geq 0$ (hint: use the induction hypothesis to estimate the integrand on (4.7.1) from above).

- Use (4.7.4) and (4.7.3) to prove (4.7.2) (hint: (4.7.3) implies that $K_n$ tends to zero).

**Exercise 4.12.** If $X$ is a Banach space and if $\gamma : [a, b] \to X$ is a piecewise $C^1$ curve, show that:

$\begin{equation}
\|\gamma(b) - \gamma(a)\| \leq L(\gamma).
\end{equation}$

(hint: choose a linear functional $\lambda \in X^*$ with $\|\lambda\| = 1$ and $\lambda(\gamma(b) - \gamma(a)) = \|\gamma(b) - \gamma(a)\|$). Apply the Fundamental Theorem of Calculus to the map $\lambda \circ \gamma : [a, b] \to \mathbb{R}$.

Observe that if $X$ is a Hilbert space then the equality in (4.7.5) holds if and only if $\gamma'(t)$ is a positive multiple of $\gamma(b) - \gamma(a)$ for (almost) all $t \in [a, b]$. On the other hand if $X$ is not a Hilbert space then there may exist curves connecting two points $p, q \in X$ with length is $\|p - q\|$ but whose image is not contained in the line segment $[p, q]$ (can you find an example in $\mathbb{R}^2$ endowed with the norm $\|(x_1, x_2)\| = \max \{|x_1|, |x_2|\}$).

**Exercise 4.13.** Let $M$ be a Riemannian manifold and let $\varphi : U \to \tilde{U}$ be a chart, where $\tilde{U}$ is open in a Hilbert space $(\mathcal{H}, \langle \cdot, \cdot \rangle)$. Show that every $x \in U$ has an open neighborhood $V$ in $U$ such that $\varphi|_V : V \to \varphi(V)$ is a metric-relating chart.

**Exercise 4.14.** Let $U \subset \mathbb{R} \times \mathbb{R}^n$ be an open subset. Show that the set:

$\mathcal{S}_{C^0}[U] = \{ \gamma \in C^0([a, b], \mathbb{R}^n) : (t, \gamma(t)) \in U, \text{ for all } t \in [a, b] \}$

is open in $C^0([a, b], \mathbb{R}^n)$. Moreover, given a continuous map $\alpha : U \to \mathbb{R}^n$, show that the map:

$\mathcal{S}_{C^0}[\alpha] : \mathcal{S}_{C^0}[U] \to C^0([a, b], \mathbb{R}^n)$

defined by:

$\mathcal{S}_{C^0}[\alpha](\gamma)(t) = \alpha(t, \gamma(t)), \quad t \in [a, b],$

for all $\gamma \in \mathcal{S}_{C^0}[U]$, is continuous.
EXERCISE 4.15. Prove the following elementary properties of absolutely continuous functions:

- \( \gamma : [a, b] \to \mathbb{R}^n \) is absolutely continuous if and only if each of its coordinates \( \gamma_i : [a, b] \to \mathbb{R} \), \( i = 1, \ldots, n \), is absolutely continuous;
- Show that if \( \gamma : [a, b] \to \mathbb{R}^m \) is absolutely continuous then \( \gamma|_{[c, d]} \) is absolutely continuous for every subinterval \([c, d] \subset [a, b] \).
- If \( \gamma : [a, b] \to \mathbb{R}^n \) is a curve and there exists \( c \in ]a, b[ \) such that \( \gamma|_{[a, c]} \) and \( \gamma|_{[c, b]} \) are absolutely continuous then \( \gamma \) is absolutely continuous;
- If \( f : X \to \mathbb{R}^m \) is a locally Lipschitz continuous map defined on a subset \( X \) of \( \mathbb{R}^m \) and if \( \gamma : [a, b] \to \mathbb{R}^m \) is an absolutely continuous curve with \( \text{Im}(\gamma) \subset X \) then \( f \circ \gamma : [a, b] \to \mathbb{R}^m \) is also absolutely continuous;
- Absolutely continuous curves \( \gamma : [a, b] \to \mathbb{R}^n \) form a vector subspace of \( C^0([a, b], \mathbb{R}^n) \); if \( n = 1 \), they also form a subalgebra of \( C^1([a, b], \mathbb{R}) \).

EXERCISE 4.16. A partition of an interval \([a, b] \) is a finite subset \( P \subset [a, b] \) such that \( a, b \in P \); we write \( P = \{t_0, \ldots, t_k\} \) with \( a = t_0 < t_1 < \cdots < t_k = b \).

The variation of a curve \( \gamma : [a, b] \to \mathbb{R}^n \) with respect to a partition \( P \) is defined by:

\[
\text{Var}(\gamma; P) = \sum_{i=0}^{k-1} \|\gamma(t_{i+1}) - \gamma(t_i)\|;
\]

the total variation (or length) of \( \gamma \), denoted by \( \text{Var}(\gamma) \), is defined to be the supremum of the variations of \( \gamma \) with respect to all possible partitions \( P \) of \([a, b] \). If \( \text{Var}(\gamma) < +\infty \) then \( \gamma \) is called a map of bounded variation (or a rectifiable curve).

Denote by \( \text{BV}([a, b], \mathbb{R}^n) \) the set of all maps \( \gamma : [a, b] \to \mathbb{R}^n \) of bounded variation.

- Show that “the line is the shortest path between two points”, i.e., for every \( \gamma : [a, b] \to \mathbb{R}^n \) we have:
  \[
  \|\gamma(b) - \gamma(a)\| \leq \text{Var}(\gamma).
  \]
- Show that if \( \gamma : [a, b] \to \mathbb{R}^m \) is of bounded variation then for every subinterval \([c, d] \subset [a, b] \) the restriction \( \gamma|_{[c, d]} \) is of bounded variation and \( \text{Var}(\gamma|_{[c, d]}) \leq \text{Var}(\gamma) \).
- Show that \( \gamma : [a, b] \to \mathbb{R}^m \) is of bounded variation if and only if each of its coordinates \( \gamma_i : [a, b] \to \mathbb{R} \) is.
- Given \( \gamma : [a, b] \to \mathbb{R}^n \) and \( c \in ]a, b[ \) show that if \( \gamma|_{[a, c]} \) and \( \gamma|_{[c, b]} \) are of bounded variation then so is \( \gamma \) and:
  \[
  \text{Var}(\gamma) = \text{Var}(\gamma|_{[a, c]}) + \text{Var}(\gamma|_{[c, b]}).
  \]
- Show that \( \text{BV}([a, b], \mathbb{R}^n) \) is a vector subspace of the space \( \mathcal{B}([a, b], \mathbb{R}^n) \) of all bounded \( \mathbb{R}^n \)-valued functions on \([a, b] \).
- Show that if \( f : X \to \mathbb{R}^m \) is a locally Lipschitz continuous map defined on a subset \( X \subset \mathbb{R}^m \) and if \( \gamma : [a, b] \to \mathbb{R}^m \) is a curve of bounded variation with \( \text{Im}(\gamma) \subset X \) then \( f \circ \gamma \) is of bounded variation.

---

6Observe that this is the case if \( X \) is open and \( f \) is of class \( C^1 \).
• Show that if \( \sigma : [c, d] \to [a, b] \) is a monotone surjective map then \( \gamma : [a, b] \to \mathbb{R}^n \) is of bounded variation if and only if \( \gamma \circ \sigma \) is, and that \( \text{Var}(\gamma) = \text{Var}(\gamma \circ \sigma) \).

• Show that, for fixed \( t_0 \in [a, b] \):
\[
\|\gamma\| = \|\gamma(t_0)\| + \text{Var}(\gamma)
\]
defined a norm on \( \text{BV}([a, b], \mathbb{R}^n) \) that makes it into a Banach space.

• Show that the inclusion of \( \text{BV}([a, b], \mathbb{R}^n) \) in \( \mathcal{B}([a, b], \mathbb{R}^n) \) is continuous.

• Show that every absolutely continuous curve is of bounded variation.

**Exercise 4.17.** Show that \( H^1([a, b], \mathbb{R}^n) \) is subspace of the vector space \( C^0([a, b], \mathbb{R}^n) \) and that the map:

\[
(4.7.6) \quad H^1([a, b], \mathbb{R}^n) \ni \gamma \mapsto (\gamma, \gamma') \in C^0([a, b], \mathbb{R}^n) \oplus L^2([a, b], \mathbb{R}^n)
\]
is linear injective with closed image. Conclude that \( H^1([a, b], \mathbb{R}^n) \) becomes a Banachable space with the topology induced from (4.7.6); a possible norm for this topology is:
\[
\|f\| = \|f\|_\infty + \|f'\|_{L^2}.
\]

Consider now the linear maps:

\[
(4.7.7) \quad H^1([a, b], \mathbb{R}^n) \ni \gamma \mapsto (\gamma, \gamma') \in L^2([a, b], \mathbb{R}^n) \oplus L^2([a, b], \mathbb{R}^n),
\]
\[
(4.7.8) \quad H^1([a, b], \mathbb{R}^n) \ni \gamma \mapsto (\gamma(t_0), \gamma') \in \mathbb{R}^n \oplus L^2([a, b], \mathbb{R}^n),
\]
where \( t_0 \in \mathbb{R} \) is fixed. Assuming that \( H^1([a, b], \mathbb{R}^n) \) is endowed with the topology induced from (4.7.6), show that (4.7.7) is a continuous linear injective map with closed image and that (4.7.8) is a continuous linear isomorphism. Conclude that both the inner products:

\[
(4.7.9) \quad \langle \gamma_1, \gamma_1 \rangle = \langle \gamma_1, \gamma_2 \rangle_{L^2} + \langle \gamma_1', \gamma_2' \rangle_{L^2},
\]
\[
(4.7.10) \quad \langle \gamma_1, \gamma_1 \rangle = \langle \gamma_1(t_0), \gamma_2(t_0) \rangle + \langle \gamma_1', \gamma_2' \rangle_{L^2},
\]
induce the same topology on \( H^1([a, b], \mathbb{R}^n) \) that (4.7.6) does (so that the topological vector space \( H^1([a, b], \mathbb{R}^n) \) becomes indeed a Hilbert space with any of the equivalent inner products (4.7.9) and (4.7.10)).

**Exercise 4.18.** Show that the following inclusion maps are (well-defined and) continuous:

(a) \( L^q([a, b], \mathbb{R}^n) \hookrightarrow L^p([a, b], \mathbb{R}^n) \) for \( 1 \leq p \leq q \leq +\infty \);
(b) \( C^0([a, b], \mathbb{R}^n) \hookrightarrow L^p([a, b], \mathbb{R}^n), \, 1 \leq p \leq +\infty \);
(c) \( C^l([a, b], \mathbb{R}^n) \hookrightarrow C^k([a, b], \mathbb{R}^n), \, 0 \leq k \leq l \);
(d) \( H^l([a, b], \mathbb{R}^n) \hookrightarrow H^0([a, b], \mathbb{R}^n) \);
(e) \( C^1([a, b], \mathbb{R}^n) \hookrightarrow H^1([a, b], \mathbb{R}^n) \).

**hint:** for item (a) use the Hölder inequality:
\[
\int_a^b fg \leq \|f\|_{L^p} + \|g\|_{L^q},
\]
where \( \frac{1}{p} + \frac{1}{p'} = 1 \).

**Exercise 4.19.** Let \( (\mathcal{H}, \langle \cdot, \cdot \rangle) \) be a Hilbert space. We say that a continuous linear map \( T : \mathcal{H} \to \mathcal{H} \) **represents** a continuous bilinear map \( B : \mathcal{H} \times \mathcal{H} \to \mathbb{R} \) if:
\[
B(x, y) = \langle T(x), y \rangle,
\]
for all \( x, y \in \mathcal{H} \). Show that if \( B : \mathcal{H} \times \mathcal{H} \to \mathbb{R} \) is a continuous bilinear map then there exists a **unique** continuous linear map \( T : \mathcal{H} \to \mathcal{H} \) that represents \( B \).

**Exercise 4.20.** Let \( X \) be a Banach space. A map \( f : [a, b] \to X \) is called **weakly integrable** if there exists a vector \( I \in X \) such that for every continuous linear functional \( \lambda \in X^* \), the map \( \lambda \circ f : [a, b] \to \mathbb{R} \) is (Lebesgue) integrable and
\[
\int_a^b \lambda \circ f = \lambda(I).
\]
Show that:
- the vector \( I \) above is unique when it exists (**hint**: use Hahn–Banach’s theorem); it is called the **weak integral** of \( f \) and it is denoted by \( \int_a^b f \).
- weakly integrable maps form a subspace of the space of all \( X \)-valued maps on \([a, b] \);
- the weak integral is an \( X \)-valued linear map on the space of weakly integrable maps \( f : [a, b] \to X \);
- if \( f : [a, b] \to X \) is bounded and weakly integrable then:
\[
\left\| \int_a^b f \right\| \leq (b - a) \sup_{t \in [a,b]} \| f(t) \|.
\]
**hint:** by Hahn–Banach’s theorem, there exists \( \lambda \in X^* \) with \( \| \lambda \| = 1 \) and \( \lambda \cdot \int_a^b f = \left\| \int_a^b f \right\| \).
- the uniform limit of weakly integrable maps is weakly integrable,
- if \( f \) is **simple**, i.e., if \( \text{Im}(f) = \{x_1, \ldots, x_n\} \subseteq X \) is finite and if the sets \( f^{-1}(x_i) \subseteq [a, b] \) are measurable then \( f \) is weakly integrable and:
\[
\int_a^b f = \sum_{i=1}^n x_i \cdot \text{measure}(f^{-1}(x_i)).
\]
- every continuous map \( f : [a, b] \to X \) is weakly integrable (**hint**: every continuous map is a uniformly limit of maps as the one in the item above).
- if \( f : [a, b] \to X \) is continuous then \( F(t) = \int_a^t f \) is of class \( C^1 \) and \( F' = f \).

**Exercise 4.21.** Show that the continuous isomorphism (4.7.8) maps the subspace \( C^\infty([a, b], \mathbb{R}^n) \) of \( H^1([a, b], \mathbb{R}^n) \) onto \( \mathbb{R}^n \oplus C^\infty([a, b], \mathbb{R}^n) \). Conclude (using the standard fact that \( C^\infty([a, b], \mathbb{R}^n) \) is dense in \( L^2([a, b], \mathbb{R}^n) \)) that the space \( C^\infty([a, b], \mathbb{R}^n) \) is dense in \( H^1([a, b], \mathbb{R}^n) \).

**Exercise 4.22.** Let \( f, \phi : [a, b] \to \mathbb{R} \) be non negative functions, with \( f \) absolutely continuous and \( \phi \) integrable. Show that if:
\[
|f'(t)| \leq \phi(t) \sqrt{f(t)},
\]
for almost all $t \in [a, b]$ then:
\[
\sqrt{f(b)} - \sqrt{f(a)} \leq \frac{1}{2} \int_a^b \phi(t) \, dt.
\]
(hint: if $f$ is positive, use the Fundamental Theorem of Calculus for the absolutely continuous function $\sqrt{f}$; in the general case, replace $f$ by $f + \varepsilon$ and then make $\varepsilon \to 0^+$).

**Exercise 4.23.** Let $\mathcal{M}$ be a Riemannian manifold and $f : \mathcal{M} \to \mathbb{R}$ be a nonnegative map of class $C^1$; assume that for some constant $k \geq 0$ we have:
\[
\|df(x)\| \leq k\sqrt{f(x)},
\]
for all $x \in \mathcal{M}$. Show that for every $x, y \in \mathcal{M}$ we have:
\[
\left| \sqrt{f(y)} - \sqrt{f(x)} \right| \leq \frac{k}{2} \text{dist}(x, y).
\]
(hint: for every piecewise $C^1$ curve $\gamma : [a, b] \to \mathcal{M}$ connecting $x$ and $y$ we have $|(f \circ \gamma)'(t)| \leq \phi(t)\sqrt{(f \circ \gamma)(t)}$, where $\phi(t) = k\|\gamma'(t)\|$; apply the result of Exercise 4.22 to $f \circ \gamma$ and $\phi$).

**Exercise 4.24.** Let $\mathcal{M}, \mathcal{N}$ be Riemannian manifolds and $f : \mathcal{M} \to \mathcal{N}$ a map of class $C^1$. Assume that for some constant $k > 0$ we have:
\[
\|df(x)\| \leq k,
\]
for all $x \in \mathcal{M}$. Show that $f$ is Lipschitz continuous with constant $k$, i.e.:
\[
\text{dist}(f(x), f(y)) \leq k \text{dist}(x, y),
\]
for all $x, y \in \mathcal{M}$ (hint: for every piecewise $C^1$ curve $\gamma$ connecting $x$ and $y$, show that $L(f \circ \gamma) \leq kL(\gamma)$).

**Exercise 4.25.** For every non negative real numbers $a, b$, show that $(a + b)^2 \leq 2(a^2 + b^2)$.

**Exercise 4.26.** Prove Lemma 4.3.12.

**Exercise 4.27.** Let $X$ be a topological space and assume that $X$ can be written as a disjoint union $X = \bigcup_{i \in I} X_i$ of open subsets $X_i \subset X$ such that each $X_i$ is metrizable. Prove that a subspace $K \subset X$ is compact if and only if $K$ is sequentially compact (hint: show that if $K$ is sequentially compact then $K$ intercepts at most a finite number of $X_i$'s). In particular, a subset $K$ of a Riemannian manifold is compact if and only if it is sequentially compact.

**Exercise 4.28.** Let $V$ be a vector space. Given a linear operator $P : V \to V$ show that the following conditions are equivalent:

- $P$ is a projection operator;
- $P(x) = x$ for all $x \in \text{Im}(P)$;
- there exists a subspace $W \subset V$ such that $V = W \oplus \text{Im}(P)$ and such that $P(w + x) = x$ for all $w \in W, x \in \text{Im}(P)$, i.e., $P$ is the projection onto the second coordinate corresponding to the direct sum $W \oplus \text{Im}(P)$;
• $V = \ker(P) \oplus \im(P)$ and $P$ is the projection onto the second coordinate with respect to the direct sum $\ker(P) \oplus \im(P)$.

Now assume that $V$ is real and that $V$ is endowed with an inner product. Given a projection operator $P : V \to V$, show that $P$ is the orthogonal projection operator onto $\im(P)$ if and only if $P$ is self-adjoint.

EXERCISE 4.29. Let $\mathcal{H}$ be a Hilbert space and let $(x_n)_{n \geq 1}$ be a sequence in $\mathcal{H}$ that converges weakly to $x \in \mathcal{H}$. If $\lim_{n \to +\infty} \|x_n\| = \|x\|$ show that $(x_n)_{n \geq 1}$ converges to $x$ in the norm topology.

EXERCISE 4.30. Let $\mathcal{H}$ be a Hilbert space. Show that a self-adjoint operator $T : \mathcal{H} \to \mathcal{H}$ is injective if and only if its image is dense in $\mathcal{H}$ (hint: $\ker(T)$ is the orthogonal complement of $\im(T)$). Conclude that if $T$ is a self-adjoint isomorphism and if $V \subset \mathcal{H}$ is a closed invariant subspace then $T|_V : V \to V$ is also an isomorphism.

EXERCISE 4.31. Let $\mathcal{H}$ be a Hilbert space and $T : \mathcal{H} \to \mathcal{H}$ a self-adjoint operator. Given a closed invariant subspace $V \subset \mathcal{H}$, show that:

$$\sigma(T|_V) \subset \sigma(T).$$

(hint: use Exercise 4.30).

Infinite dimensional Morse theory.

EXERCISE 4.32. Let $\mathcal{H}$ be a Hilbert space and let $\alpha : \mathcal{H} \to \mathbb{R}$ be a non zero continuous linear functional. Show that the restriction of $\alpha$ to the unit sphere $S(\mathcal{H})$ satisfies the Palais–Smale condition with respect to the Riemannian metric induced from $\mathcal{H}$ (hint: use the result of Exercise 4.29).

The Hilbert Manifold Structure of $\mathbb{H}^1([a, b], M)$.

EXERCISE 4.33. Let $n \in \mathbb{N}$ be fixed and let $\mathcal{M}$ be a set $\mathbb{R}^n$-valued continuous curves defined on compact intervals (different elements of $\mathcal{M}$ may be defined on different intervals. Assume that the following properties hold:

(a) if $\gamma : [a, b] \to \mathbb{R}^n$ is in $\mathcal{M}$ and $[c, d] \subset [a, b]$ is a subinterval then $\gamma|_{[c, d]}$ is in $\mathcal{M}$;

(b) if $\gamma : [a, b] \to \mathbb{R}^n$ is a curve and there exists $c \in ]a, b[$ such that both $\gamma|_{[a, c]}$ and $\gamma|_{[c, b]}$ are in $\mathcal{M}$ then $\gamma$ is in $\mathcal{M}$;

(c) if $\gamma : [a, b] \to \mathbb{R}^n$ is in $\mathcal{M}$, $\alpha : U \to V$ is a smooth diffeomorphism between open subsets $U, V \subset \mathbb{R}^n$ and if $\gamma([a, b]) \subset U$ then $\alpha \circ \gamma$ is in $\mathcal{M}$.

Given an $n$-dimensional differentiable manifold $M$ we say that a curve $\gamma : [a, b] \to M$ is of class $\mathcal{M}$ if it is continuous and for every local chart $\varphi : U \to \tilde{U}$ and every $[c, d] \subset [a, b]$ with $\gamma([c, d]) \subset U$ we have that $\varphi \circ \gamma|_{[c, d]}$ is in $\mathcal{M}$. Show that the following conditions are equivalent for a curve $\gamma : [a, b] \to M$:

• $\gamma$ is of class $\mathcal{M}$;

• for every $t_0 \in [a, b]$ there exists $\varepsilon > 0$ and a chart $\varphi : U \to \tilde{U}$ of $M$ such that $\gamma([t_0 - \varepsilon, t_0 + \varepsilon] \cap [a, b]) \subset U$ and $\varphi \circ \gamma|_{[t_0 - \varepsilon, t_0 + \varepsilon] \cap [a, b]}$ is in $\mathcal{M}$;
there exists a partition \( a = t_0 < t_1 < \cdots < t_k = b \) of \([a, b]\) and a family of charts \( \varphi_i : U_i \to \widetilde{U}_i, i = 0, \ldots, k - 1 \), of \( M \) such that 
\[
\gamma([t_i, t_{i+1}]) \subset U_i \quad \text{and} \quad \varphi_i \circ \gamma|_{[t_i, t_{i+1}]} \text{ is in } \mathcal{M} \text{ for all } i = 0, \ldots, k - 1.
\]

**EXERCISE 4.34.** Let \( M \) be a differentiable manifold and \( \gamma : [a, b] \to M \) a curve of class \( H^1 \). Given a vector field \( v : [a, b] \to TM \) along \( \gamma \) show that the following conditions are equivalent:

- \( v \) is of class \( H^1 \);
- for every \( t_0 \in [a, b] \) there exists \( \varepsilon > 0 \) and a chart \( \varphi : U \to \widetilde{U} \) in \( M \) with 
  \[
  \gamma([t_0 - \varepsilon, t_0 + \varepsilon] \cap [a, b]) \subset U
  \]
  is of class \( H^1 \).
- for every subinterval \([c, d]\) \( \subset [a, b] \) and every chart \( \varphi : U \to \widetilde{U} \) in \( M \) with 
  \[
  \gamma([c, d]) \subset U
  \]
  the map:
  \[
  \big[ c, d \big] \ni t \mapsto d\varphi(\gamma(t)) \cdot v(t) \in \mathbb{R}^n
  \]
  is of class \( H^1 \).

**EXERCISE 4.35.** The goal of this exercise is to fill in the details of the final part of the proof of Proposition 5.2.1.

- Show that the map:
  \[
  \zeta : \begin{cases}
    C^0([a, b], \text{Bil}(\mathbb{R}^n)) \\
    \times \\
    \text{Lin}(H^1([a, b], \mathbb{R}^n), L^2([a, b], \mathbb{R}^n)) \\
    \times \\
    \text{Lin}(H^1([a, b], \mathbb{R}^n), L^2([a, b], \mathbb{R}^n)) \\
    \times
  \end{cases} [a, b], \mathbb{R}^n) \\
  \to \mathbb{R}
  \]

  defined by:
  \[
  \zeta(G, D_1, D_2, u_1, u_2) = \int_a^b G(t)\left[ (D_1(u_1))(t), (D_2(u_2))(t) \right] \, dt,
  \]

  is multi-linear and continuous.

- Conclude from the item above that:
  \[
  \begin{cases}
    C^0([a, b], \text{Bil}(\mathbb{R}^n)) \\
    \times \\
    \text{Lin}(H^1([a, b], \mathbb{R}^n), L^2([a, b], \mathbb{R}^n)) \\
    \times \\
    \text{Lin}(H^1([a, b], \mathbb{R}^n), L^2([a, b], \mathbb{R}^n))
  \end{cases} \ni (G, D_1, D_2) \overset{\zeta}{\mapsto} \zeta(G, D_1, D_2, \cdot, \cdot)
  \]

  defines a continuous \( \text{Bil}(H^1([a, b], \mathbb{R}^n)) \)-valued trilinear map.
• Show that the map:

\[ \xi : \text{Bil}(\mathbb{R}^n) \rightarrow \text{Bil}(H^1([a, b], \mathbb{R}^n)) \]

defined by \( \xi(B)(u_1, u_2) = B(u_1(a), u_2(a)) \) is linear and continuous.

• Conclude the proof of Proposition 5.2.1 by showing that the map (5.2.12) can be assembled as:

\[ \xi \circ \tilde{g} \circ (a, \text{Eval}_a) + \hat{\zeta} \circ (\tilde{g}[\tilde{g}], \tilde{D}, \tilde{D}), \]

where \( \text{Eval}_a : H^1([a, b], \mathbb{R}^n) \rightarrow \mathbb{R}^n \) denotes the map \( \tilde{\gamma} \mapsto \tilde{\gamma}(a) \) of evaluation at \( a \).

**Exercise 4.36.** Show that the map:

\[ F : H^1([a, b], M) \rightarrow M \times M \]

given by \( F(\gamma) = (\gamma(a), \gamma(b)) \) is a smooth submersion. Conclude that the subset \( H^1_{pq}([a, b], M) \) of \( H^1([a, b], M) \) consisting of curves connecting \( p \) and \( q \) is a smooth submanifold of \( H^1([a, b], M) \) and that its tangent space at a point \( \gamma \) consists of the vector fields along \( \gamma \) that vanish at the endpoints (hint: use Proposition 4.3.10).
CHAPTER 5

Applications of Morse Theory in the non Compact Case

5.1. Banach Manifolds of Maps

We now show how Lemma 4.3.5 can be applied in practice to prove differentiability of maps between Banach spaces.

If \( U \subset \mathbb{R} \times \mathbb{R}^m \) is an open subset, we denote by \( \mathcal{S}[U] \) the set of all curves \( \gamma : [a, b] \to \mathbb{R}^m \) of class \( H^1 \) whose graph is contained in \( U \), i.e.:

\[
\mathcal{S}[U] = \{ \gamma \in H^1([a, b], \mathbb{R}^m) : (t, \gamma(t)) \in U, \text{ for all } t \in [a, b] \}.
\]

If \( \alpha : U \to \mathbb{R}^n \) is a map of class \( C^1 \), we define a map:

\[
\mathcal{S}[\alpha] : \mathcal{S}[U] \longrightarrow H^1([a, b], \mathbb{R}^n)
\]

by setting:

\[
(5.1.1) \quad \mathcal{S}[\alpha](\gamma)(t) = \alpha(t, \gamma(t)), \quad t \in [a, b],
\]

for all \( \gamma \in \mathcal{S}[U] \). We have the following:

5.1.1. THEOREM. If \( \alpha : U \to \mathbb{R}^n \) is a map of class \( C^k \) (\( 1 \leq k \leq \infty \)) defined on an open subset \( U \subset \mathbb{R}^m \) then \( \mathcal{S}[U] \) is open in \( H^1([a, b], \mathbb{R}^m) \) and \( \mathcal{S}[\alpha] \) is of class \( C^{k-1} \). Moreover, if \( k \geq 2 \) then the differential of \( \mathcal{S}[\alpha] \) is given by:

\[
(5.1.2) \quad d\mathcal{S}[\alpha]_{\gamma}(v)(t) = \frac{\partial \alpha}{\partial x}(t, \gamma(t)) \cdot v(t), \quad t \in [a, b],
\]

for all \( \gamma \in \mathcal{S}[U], v \in H^1([a, b], \mathbb{R}^m) \).

The proof of Theorem 5.1.1 will be split into several lemmas. We start by proving the continuity of \( \mathcal{S}[\alpha] \).

5.1.2. LEMMA. If \( \alpha : U \to \mathbb{R}^n \) is a map of class \( C^1 \) defined on an open subset \( U \subset \mathbb{R}^m \) then \( \mathcal{S}[U] \) is open in \( H^1([a, b], \mathbb{R}^m) \) and \( \mathcal{S}[\alpha] \) is continuous.

PROOF. The fact that \( \mathcal{S}[U] \) is open in \( H^1([a, b], \mathbb{R}^m) \) follows from the fact that \( \mathcal{S}[U] \) is open with respect to the \( C^0 \)-norm (see Exercise 4.14) and from the fact that the inclusion of \( H^1 \) in \( C^0 \) is continuous. Using the result of Exercises 4.8 and 4.17 we see that in order to prove the continuity of \( \mathcal{S}[\alpha] \) it suffices to prove the continuity of the composite maps:

\[
(5.1.3) \quad \mathcal{S}[U] \xrightarrow{\mathcal{S}[\alpha]} H^1([a, b], \mathbb{R}^m) \xrightarrow{\text{inclusion}} C^0([a, b], \mathbb{R}^m)
\]

\[
(5.1.4) \quad \mathcal{S}[U] \xrightarrow{\mathcal{S}[\alpha]} H^1([a, b], \mathbb{R}^m) \xrightarrow{\text{derivation}} L^2([a, b], \mathbb{R}^m)
\]
The continuity of (5.1.3) follows from Exercise 4.14 and from the continuity of the inclusion of $H^1$ in $C^0$. In order to prove the continuity of (5.1.4) we evaluate it explicitly on $\gamma \in \mathcal{S}[U]$ obtaining:

$$\frac{d}{dt} \mathcal{S}[\alpha](\gamma)(t) = \frac{\partial \alpha}{\partial t}(t, \gamma(t)) + \frac{\partial \alpha}{\partial x}(t, \gamma(t)) \cdot \gamma'(t).$$

It follows that (5.1.4) is the sum of the restriction of $\mathcal{S}_{C^0}[\frac{\partial \alpha}{\partial x}]$ to $\mathcal{S}[U]$ (see Exercise 4.14) and of the map $\mathcal{S}[U] \rightarrow L^2([a, b], \mathbb{R}^m)$ described by the following picture:

$$\mathcal{S}[U] \xrightarrow{\mathcal{S}_{C^0}[\frac{\partial \alpha}{\partial x}]} C^0([a, b], \text{Lin}(\mathbb{R}^m, \mathbb{R}^n)) \oplus \text{the map (4.2.3)} \rightarrow L^2([a, b], \mathbb{R}^m)$$

$$\mathcal{S}[U] \xrightarrow{\text{derivation}} L^2([a, b], \mathbb{R}^m)$$

This conclude the proof. \qed

5.1.3. LEMMA. If $\alpha : U \rightarrow \mathbb{R}^n$ is a map of class $C^2$ defined on an open subset $U \subset \mathbb{R}^n$ then $\mathcal{S}[\alpha]$ is of class $C^1$ and formula (5.1.2) holds.

PROOF. This is a simple application of Lemma 4.3.5. The separating family $\mathcal{F}$ for $H^1([a, b], \mathbb{R}^m)$ is the family of evaluation maps, i.e., for every $t \in [a, b]$ we set:

$$\lambda_t : H^1([a, b], \mathbb{R}^m) \ni \gamma \mapsto \gamma(t) \in \mathbb{R}^n,$$

and then we take $\mathcal{F} = \{ \lambda_t : t \in [a, b] \}$. Now take $g$ to be what it is supposed to be, i.e., define:

$$g : \mathcal{S}[U] \rightarrow \text{Lin}(H^1([a, b], \mathbb{R}^m), H^1([a, b], \mathbb{R}^n))$$

by setting:

$$g(\gamma)(v)(t) = \frac{\partial \alpha}{\partial x}(t, \gamma(t)) \cdot v(t), \quad t \in [a, b],$$

for all $\gamma \in \mathcal{S}[U], v \in H^1([a, b], \mathbb{R}^m)$. Obviously:

$$\frac{\partial}{\partial v}(\lambda_t \circ \mathcal{S}[\alpha])(\gamma) = \left. \frac{d}{ds} \alpha(t, \gamma(t) + sv(t)) \right|_{s=0} = g(\gamma)(v)(t).$$

The only non trivial part of the proof is the continuity of $g$ which follows from the continuity of $\mathcal{S}[\frac{\partial \alpha}{\partial x}] : \mathcal{S}[U] \rightarrow H^1([a, b], \text{Lin}(\mathbb{R}^m, \mathbb{R}^n))$ (see Lemma 5.1.2) and from Lemma 5.1.4 below. \qed

5.1.4. LEMMA. The map:

$$\mathcal{O} : H^1([a, b], \text{Lin}(\mathbb{R}^m, \mathbb{R}^n)) \rightarrow \text{Lin}(H^1([a, b], \mathbb{R}^m), H^1([a, b], \mathbb{R}^n))$$

defined by:

$$\mathcal{O}(T)(v)(t) = T(t) \cdot v(t),$$

for all $t \in [a, b], T \in H^1([a, b], \text{Lin}(\mathbb{R}^m, \mathbb{R}^n)), v \in H^1([a, b], \mathbb{R}^m)$ is linear and continuous.
PROOF. By Exercise 4.9, it suffices to show that the bilinear map:
\[ \tilde{B} : H^1([a, b], \text{Lin}(\mathbb{R}^m, \mathbb{R}^n)) \times H^1([a, b], \mathbb{R}^m) \rightarrow H^1([a, b], \mathbb{R}^n) \]
defined by (4.2.4) is continuous. But using the identification:
\[ H^1([a, b], \text{Lin}(\mathbb{R}^m, \mathbb{R}^n)) \times H^1([a, b], \mathbb{R}^m) \cong H^1([a, b], \text{Lin}(\mathbb{R}^m, \mathbb{R}^n) \oplus \mathbb{R}^m) \]
the map \( \tilde{B} \) is precisely \( \partial \mathcal{J}[B] \), where \( B : \text{Lin}(\mathbb{R}^m, \mathbb{R}^n) \times \mathbb{R}^m \rightarrow \mathbb{R}^n \) is defined by \( B(T, v) = T(v) \). The conclusion follows from Lemma 5.1.2.

PROOF OF THEOREM 5.1.1. It follows from Lemmas 5.1.2, 5.1.3 and 5.1.4, using induction on \( k \) and the fact that \( \text{d} \mathcal{J}[\alpha] \) equals the composite of \( \tilde{\mathcal{J}}[\frac{\partial \alpha}{\partial t}] \) with the continuous linear map \( O \) defined in the statement of Lemma 5.1.4.

If \( \alpha \) is a smooth map then it is not true in general that “left composition with \( \alpha \)” defines a smooth map on \( L^p \) spaces; in fact, such map may not even be well-defined, i.e., it may happen that \( f \) is in \( L^p \), \( \alpha \) is smooth but \( \alpha \circ f \) is not in \( L^p \). However, “left composition with \( \alpha \)” is smooth on \( L^p \) when \( \alpha \) is linear; the following proposition is a mixture of this observation with Theorem 5.1.1.

5.1.5. PROPOSITION. Let \( \alpha : U \times \mathbb{R}^m \rightarrow \mathbb{R}^n \) be a map of class \( C^k(1 \leq k \leq \infty) \) where \( U \) is open in \( \mathbb{R} \times \mathbb{R}^p \); assume that \( \alpha(t, x, \cdot) \) is linear on \( \mathbb{R}^m \) for every \((t, x) \in U \). Then the map:
\[ \mathcal{J}_{H^1-L^2}[\alpha] : H^1([a, b], \mathbb{R}^p) \times L^2([a, b], \mathbb{R}^m) \cup \mathcal{J}[U] \times L^2([a, b], \mathbb{R}^m) \rightarrow L^2([a, b], \mathbb{R}^n) \]
defined by:
\[ \mathcal{J}_{H^1-L^2}[\alpha](\gamma, v)(t) = \alpha(t, \gamma(t), v(t)), \quad t \in [a, b], \]
for all \( \gamma \in \mathcal{J}[U], v \in L^2([a, b], \mathbb{R}^m) \), is of class \( C^{k-1} \).

PROOF. Consider the map \( \bar{\alpha} \) of class \( C^k \) defined by:
\[ \bar{\alpha} : U \ni (t, x) \mapsto \alpha(t, x, \cdot) \in \text{Lin}(\mathbb{R}^m, \mathbb{R}^n); \]
it follows from Theorem 5.1.1 that \( \mathcal{J}[\bar{\alpha}] \) is of class \( C^{k-1} \). The conclusion follows by observing that \( \mathcal{J}_{H^1-L^2}[\alpha] \) is the composite of the map:
\[ \mathcal{J}[\bar{\alpha}] \times \text{Id} : \mathcal{J}[U] \times L^2([a, b], \mathbb{R}^m) \rightarrow H^1([a, b], \text{Lin}(\mathbb{R}^m, \mathbb{R}^n)) \times L^2([a, b], \mathbb{R}^m) \]
with (the restriction to \( H^1 \times L^2 \) of) the continuous bilinear map (4.2.3).

5.1.6. DEFINITION. A curve \( \gamma : [a, b] \rightarrow M \) on a differentiable manifold \( M \) is called of Sobolev class \( H^1 \) (shortly, of class \( H^1 \)) if it is continuous and for every local chart \( \varphi : U \rightarrow \bar{U} \) of \( M \) and for every interval \([c, d] \subset [a, b]\) with \( \gamma([c, d]) \subset U \) we have that \( \varphi \circ \gamma|_{[c, d]} : [c, d] \rightarrow \mathbb{R}^n \) is of class \( H^1 \). We denote by \( H^1([a, b], M) \) the set of all curves \( \gamma : [a, b] \rightarrow M \) of class \( H^1 \).
The definition above is not very practical if one wishes to show that a particular curve \( \gamma : [a, b] \to M \) is of class \( H^1 \). For nicer statements of the definition above see Exercise 4.33 (where we consider a more general context than \( H^1 \) that would be suitable also for other purposes).

5.1.7. Definition. A one parameter family of charts on an \( n \)-dimensional differentiable manifold \( M \) is a smooth map \( \varphi : U \to \mathbb{R}^n \) defined on an open subset \( U \) of \( \mathbb{R} \times M \) such that the map:

\[
\varphi^o : U \ni (t, x) \longmapsto (t, \varphi(t, x)) \in \mathbb{R} \times \mathbb{R}^n
\]

is a diffeomorphism onto an open subset \( \bar{U} \) of \( \mathbb{R} \times \mathbb{R}^n \). For \( t \in \mathbb{R} \) we denote by \( U_t \) the (possibly empty) open subset of \( M \) defined by:

\[
U_t = \{ x \in M : (t, x) \in U \};
\]

by \( \varphi_t : U_t \to \mathbb{R}^n \) we denote the map \( \varphi_t(x) = \varphi(t, x) \) and we set:

\[
\bar{U}_t = \text{Im}(\varphi_t) = \{ v \in \mathbb{R}^n : (t, v) \in \bar{U} \}.
\]

We will write \( \varphi = (\varphi_t, U_t, \bar{U}_t) \) to indicate that \( \varphi \) is a one parameter family of charts and that \( \varphi_t, U_t \) and \( \bar{U}_t \) are defined as above.

Obviously, if \( \varphi = (\varphi_t, U_t, \bar{U}_t) \) is a one parameter family of charts then \( \varphi_t : U_t \to \bar{U}_t \) is a local chart on \( M \) for every \( t \in \mathbb{R} \). Conversely, it follows from the inverse function theorem that if \( \varphi \) is smooth and each \( \varphi_t \) is a local chart then \( \varphi \) is a one parameter family of charts.

If \( U \) is an open subset of \( \mathbb{R} \times M \) we denote by \( \mathcal{S}[U] \) the set of curves \( \gamma : [a, b] \to M \) of class \( H^1 \) whose graph is contained in \( U \), i.e.:

\[
\mathcal{S}[U] = \{ \gamma \in H^1([a, b], M) : (t, \gamma(t)) \in U, \text{ for all } t \in [a, b] \}.
\]

If \( N \) is a differentiable manifold and \( \alpha : U \to N \) is smooth, we define a map:

\[
\mathcal{S}[\alpha] : \mathcal{S}[U] \to H^1([a, b], N)
\]

by formula (5.1.1). Observe that if \( \varphi = (\varphi_t, U_t, \bar{U}_t) \) is a one parameter family of charts in \( M \) then \( \mathcal{S}[\varphi] \) gives a bijection from \( \mathcal{S}[U] \) to \( \mathcal{S}[\bar{U}] \).

Let \( \varphi = (\varphi_t, U_t, \bar{U}_t), \psi = (\psi_t, V_t, \bar{V}_t) \) be one parameter families of charts. If \( U \cap V \neq \emptyset \) then the transition function from \( \varphi \) to \( \psi \) is the map

\[
\alpha : \bigcup_{t \in \mathbb{R}} \{ t \} \times \varphi_t(U_t \cap V_t) \to \bigcup_{t \in \mathbb{R}} \{ t \} \times \psi_t(U_t \cap V_t)
\]

defined by:

\[
\alpha(t, v) = (t, (\psi_t \circ \varphi_t^{-1})(v)),
\]

for all \((t, v) \in \mathbb{R} \times \mathbb{R}^n\) with \( v \in \varphi_t(U_t \cap V_t) \). Obviously \( \alpha = \psi^o \circ (\varphi^o)^{-1} \) is a smooth diffeomorphism between open subsets of \( \mathbb{R} \times \mathbb{R}^n \). It follows from Theorem 5.1.1 that:

\[
\mathcal{S}[\psi] \circ (\mathcal{S}[\varphi])^{-1} = \mathcal{S}[\alpha] : \mathcal{S}[\varphi^o(U \cap V)] \to \mathcal{S}[\psi^o(U \cap V)]
\]
is a smooth diffeomorphism between open subsets of $H^1([a, b], \mathbb{R}^m)$.

We have so far proven that for every one parameter family of charts $\varphi = (\varphi_t, U_t, \tilde{U}_t)_{t \in \mathbb{R}}$, the map $\tilde{\mathcal{F}}[\varphi]$ is a chart on the set $H^1([a, b], M)$ and that the charts of the form $\tilde{\mathcal{F}}[\varphi]$ are pairwise compatible. In order to obtain a differentiable atlas for $H^1([a, b], M)$ we now need to show that the domains of the charts $\tilde{\mathcal{F}}[\varphi]$ cover $H^1([a, b], M)$. This will be a consequence of the following:

5.1.8. Proposition. Given a continuous curve $\gamma : [a, b] \to M$ on a differentiable manifold $M$ then there exists a one parameter family of charts $\varphi = (\varphi_t, U_t, \tilde{U}_t)$ on $M$ such that $U$ contains the graph of $\varphi$.

Proof. Choose an arbitrary Riemannian metric on $M$. Recall that a positive number $r > 0$ is called a normal radius for a point $x \in M$ if the geodesical exponential map $\exp$ maps the ball $B(0; r)$ of $T_x M$ diffeomorphically onto an open subset of $M$. We call $r > 0$ a totally normal radius for $x \in M$ if $r$ is a normal radius for $x$ and for all the points in the open set $\exp \left( B(0; r) \right)$. It is a standard argument in Riemannian geometry (see, for instance, [24]) that for every compact subset $K \subset M$ we can find a number $r > 0$ that is a totally normal radius for all points of $K$.

Consider an arbitrary continuous extension of $\gamma$ to a curve defined in the whole line $\mathbb{R}$. Let $r > 0$ be a totally normal radius for all points of the compact set $K = \gamma([a - 1, b + 1])$. By standard approximation arguments (see [73]) we can find a smooth curve $\mu : [a - 1, b + 1] \to M$ such that $\text{dist}(\gamma(t), \mu(t)) < r$ for all $t \in [a - 1, b + 1]$, where $\text{dist}$ denotes the distance function corresponding to the Riemannian metric of $M$. Choose an arbitrary parallel referential along $\mu$, so that we obtain an isomorphism $\sigma_t : T_{\mu(t)}M \to \mathbb{R}^n$ for all $t \in [a - 1, b + 1]$. The conclusion is now obtained by taking $U_t$ to be the exponential of the ball $B(0; r)$ on $T_{\mu(t)}M$ and by taking $\varphi_t$ to be the composition of the inverse of the diffeomorphism:

\[ \exp : T_{\mu(t)}M \supset B(0; r) \leftrightarrow U_t \]

with the isomorphism $\sigma_t$, for all $t \in [a - 1, b + 1]$.

5.1.9. Corollary. If $M$ is a differentiable manifold then the set $\{ \tilde{\mathcal{F}}[\varphi] \}_{\varphi}$, where $\varphi$ runs over all possible one parameter families of charts on $M$, is a differentiable atlas for $H^1([a, b], M)$. 

We have endowed $H^1([a, b], M)$ with the structure of an infinite dimensional Hilbert manifold. As in the case of any Hilbert manifold, the tangent space of $H^1([a, b], M)$ at a point (i.e., a curve) $\gamma \in H^1([a, b], M)$ is a Hilbertable space that can be constructed using for instance equivalence classes of curves or any other general construction for tangent spaces of Hilbert manifolds. Nevertheless, such general construction is not useful for practical purposes; we need a more concrete description of $T_x H^1([a, b], M)$.

For $t_0 \in [a, b]$ we denote by:

\[ \text{Eval}_{t_0} : H^1([a, b], M) \to M \]
the evaluation map at \( t_0 \), i.e., \( \text{Eval}_{t_0}(\gamma) = \gamma(t_0) \) for all \( \gamma \in H^1([a, b], M) \). If \( \varphi = (\varphi_t, U_t, \tilde{U}_t) \) is a one parameter family of charts in \( M \) then we have a commutative diagram:

\[
\begin{align*}
H^1([a, b], M) \ni \delta \big| U & \xrightarrow{\text{Eval}_{t_0}} U_t \subset M \\
\delta \big| U & \downarrow \quad \varphi_{t_0} \\
H^1([a, b], \mathbb{R}^n) \ni \delta \big| \tilde{U} & \xrightarrow{\text{Eval}_{t_0}} \tilde{U}_t \subset \mathbb{R}^n
\end{align*}
\]

that says that \( \delta \big| U \) is represented by the identity with respect to suitable local coordinates. The conclusion follows.

\[5.1.10. \text{Proposition.} \] Let \( M \) be a differentiable manifold. For every \( \gamma \in H^1([a, b], M) \), \( v \in T_{\gamma}H^1([a, b], M) \), set:

\[ v(t) = d\text{(Eval)}(\gamma) \cdot v, \]

for all \( t \in [a, b] \), so that \( v : [a, b] \to TM \) is a vector field along \( \gamma \). The curve \( v : [a, b] \to TM \) is of class \( H^1 \) and the map:

\[ TH^1([a, b], M) \ni v \mapsto v \in H^1([a, b], TM) \]

is a smooth diffeomorphism of Hilbert manifolds.

\[\text{Proof.} \] Let \( \varphi = (\varphi_t, U_t, \tilde{U}_t) \in \mathcal{R} \) be a one parameter family of charts in \( M \). For every \( t \in \mathbb{R} \), we have that \( d\varphi_t : TU_t \to \tilde{U}_t \times \mathbb{R}^n \) is a local chart in \( TM \) defined on the open subset \( TU_t \subset TM \); moreover, it is easy to see that \( \varphi = (d\varphi_t, TU_t, \tilde{U}_t \times \mathbb{R}^n) \in \mathcal{R} \) is a one parameter family of charts in \( TM \). Now the differential of \( \delta \big| U \) gives a local chart:

\[ d\delta \big| U : T\delta \big| U \to H^1([a, b], \mathbb{R}^n) \subset H^1([a, b], \mathbb{R}^n) \times H^1([a, b], \mathbb{R}^n) \]

on the tangent bundle \( T\delta \big| U \). Moreover,

\[ \delta \big| U : T\delta \big| U \to \delta \big| \tilde{U} \times \mathbb{R}^n \cong \delta \big| \tilde{U} \times H^1([a, b], \mathbb{R}^n), \]

is a local chart on \( H^1([a, b], TM) \). Differentiating (5.1.5) one obtains easily the following commutative diagram:

\[
\begin{array}{ccc}
T\delta \big| U & \xrightarrow{\text{the map (5.1.6)}} & \delta \big| TU \\
\downarrow & & \downarrow \delta \big| [\varphi] \\
\delta \big| \tilde{U} \times H^1([a, b], \mathbb{R}^n) & & \delta \big| \tilde{U} \times H^1([a, b], \mathbb{R}^n)
\end{array}
\]

that says that (5.1.6) is represented by the identity with respect to suitable local coordinates. The conclusion follows.

\[5.1.11. \text{Definition.} \] If \( \gamma : [a, b] \to M \) is a curve of class \( H^1 \) then a vector field \( v \) along \( \gamma \) is of class \( H^1 \) if \( v : [a, b] \to TM \) is a curve of class \( H^1 \) in the differentiable manifold \( TM \).
5.1. BANACH MANIFOLDS OF MAPS

See Exercise 4.34 for equivalent definitions of vector field of class $H^1$ along curves.

From now on we will always identify the tangent bundle of $H^1([a, b], M)$ with $H^1([a, b], TM)$ via the diffeomorphism (5.1.6). In particular, for every curve $\gamma : [a, b] \to M$ of class $H^1$, the tangent space $T_{\gamma}H^1([a, b], M)$ is identified with the vector space of vector fields of class $H^1$ along $\gamma$.

5.1.12. PROPOSITION. Given differentiable manifolds $M, N$ and a smooth map $\alpha : U \to N$ defined on an open subset $U \subset \mathbb{R} \times M$ then $\mathcal{S}[U]$ is open in $H^1((a, b], M)$ and $\mathcal{S}[\alpha] : \mathcal{S}[U] \to H^1([a, b], N)$ is smooth. Moreover, for every $\gamma \in \mathcal{S}[U]$ and every $v \in T_{\gamma}H^1([a, b], M)$ we have:

$$d\mathcal{S}[\alpha]_{\gamma}(v)(t) = \frac{\partial \alpha}{\partial x}(t, \gamma(t)) \cdot v(t),$$

for all $t \in [a, b]$.

PROOF. Follows easily from Theorem 5.1.1 using local charts of the form $\mathcal{S}[\varphi]$. \qed

5.1.13. COROLLARY. Let $M, N$ be finite-dimensional differentiable manifolds and let $H : N \times [a, b] \to M$ be a smooth map (in the sense that $H$ admits a smooth extension to an open neighborhood of $N \times [a, b]$ in $N \times \mathbb{R}$). Then the map:

$$\tilde{H} : N \ni x \mapsto H(x, \cdot) \in H^1([a, b], M)$$

is smooth and its differential is given by:

$$[d\tilde{H}(x) \cdot v](t) = \frac{\partial H}{\partial x}(x, t) \cdot v,$$

for all $x \in N$, $v \in T_x N$, $t \in [a, b]$.

PROOF. Consider a smooth extension of $H$ to an open neighborhood of $N \times [a, b]$ in $N \times \mathbb{R}$. Denote by $c$ the map:

$$c : N \to H^1([a, b], N)$$

that associates to every $x \in N$ the constant curve in $N$ with constant value $x$; it is easy to see that $c$ is smooth. The conclusion now follows from Proposition 5.1.12 by observing that $\tilde{H} = \mathcal{S}[H] \circ c$. \qed

We set$^1$:

$$C^\infty([a, b], M) = \{ \gamma : [a, b] \to M : \gamma \text{ is smooth} \}.$$ 

5.1.14. PROPOSITION. The set $C^\infty([a, b], M)$ is dense in the Hilbert manifold $H^1([a, b], M)$.

$^1$A curve $\gamma : [a, b] \to M$ will be called smooth if it admits a smooth extension to some open interval containing $[a, b]$. 

Proof. Let $\varphi = (\varphi_t, U_t, \tilde{U}_t)$ be a one parameter family of charts in $M$. Since $\mathcal{S}(\tilde{U})$ is open in $H^1([a, b], R^n)$, it follows from Exercise 4.21 that the intersection $C^\infty([a, b], R^n) \cap \mathcal{S}(\tilde{U})$ is dense in $\tilde{U}$. Since $\mathcal{S}[\varphi^{-1}] : \mathcal{S}(\tilde{U}) \to \mathcal{S}[U]$ is a continuous map that takes smooth curves to smooth curves, it follows that the closure of $C^\infty([a, b], M)$ in $H^1([a, b], M)$ contains $\mathcal{S}[U]$. The conclusion now follows from Corollary 5.1.9.

5.2. The Riemannian Metric of $H^1([a, b], M)$

We will now define a Riemannian metric on the Hilbert manifold $H^1([a, b], M)$.

5.2.1. Proposition. Let $(M, g)$ be a finite dimensional Riemannian manifold and let $\nabla$ be an arbitrary connection on $M$. For every $\gamma \in H^1([a, b], M)$ the formula:

\[
\langle v, w \rangle_\gamma = g(v(a), w(a)) + \int_a^b g\left(\frac{Dv}{dt}, \frac{dw}{dt}\right) \, dt, \quad v, w \in T_\gamma H^1([a, b], M),
\]

(5.2.1)

gives a well-defined Hilbert space inner product on the space $T_\gamma H^1([a, b], M)$. Moreover, the family:

\[H^1([a, b], M) \ni \gamma \mapsto \langle \cdot, \cdot \rangle_\gamma,\]

defines a Riemannian metric on $H^1([a, b], M)$.

Proof. Let $\varphi = (\varphi_t, U_t, \tilde{U}_t)$ be a one parameter family of charts in $M$. We define smooth maps:

\[b : \tilde{U} \to R^n, \quad A : \tilde{U} \to \text{Lin}(R^n),\]
\[\Gamma : \tilde{U} \to \text{Bil}(R^n; R^n), \quad \tilde{g} : \tilde{U} \to \text{Bil}(R^n),\]

by setting:

\[b(t, \tilde{x}) = \frac{\partial \varphi}{\partial t}(t, x), \quad A(t, \tilde{x})(e_i) = d\varphi_t(x) \cdot \frac{\partial X_i}{\partial t}(t, x),\]
\[\Gamma(t, \tilde{x})(e_i, e_j) = d\varphi_t(x) \cdot \left[\nabla_{X_i}X_j(t, x)\right], \quad \tilde{g}(t, \tilde{x}) = g_x(d\varphi_t(x)^{-1} \cdot d\varphi_t(x)^{-1} \cdot),\]

for all $(t, \tilde{x}) \in \tilde{U}$, $i, j = 1, \ldots, n$, where $x = \varphi_t^{-1}(\tilde{x})$, $(e_i)_{i=1}^n$ is the canonical basis of $R^n$ and $X_j(t, x) = d\varphi_t(x)^{-1} \cdot e_i$, $i = 1, \ldots, n$. In the formulas above we have denoted by $\nabla_{X_i}X_j(t, x)$ the covariant derivative of the vector field $x \mapsto X_j(t, x)$ in the direction $X_i(t, x)$ and by $\frac{\partial X_i}{\partial t}(t, x)$ the standard derivative of the curve $t \mapsto X_i(t, x)$ in $T_x M$. The objects $b, A$, $\Gamma$ and $\tilde{g}$ encode all the relevant information we need to describe (5.2.1) in the chart $\mathcal{S}[\varphi]$ of $H^1([a, b], M)$. Let $\gamma \in \mathcal{S}[U]$ be given and set $\tilde{\gamma} = \mathcal{S}[\varphi](\gamma)$, so that:

\[
(5.2.2) \quad \tilde{\gamma}(t) = \varphi(t, \gamma(t)), \quad t \in [a, b].
\]
We denote by \( \tilde{d}(\tilde{\gamma}) : [a, b] \to \mathbb{R}^n \) the “coordinate representation” of \( \gamma' \), i.e., we set:

\[
(5.2.3) \quad \tilde{d}(\tilde{\gamma})(t) = d\varphi_t(\gamma(t)) \cdot \gamma'(t), \quad t \in [a, b];
\]

differentiating (5.2.2) we obtain:

\[
(5.2.4) \quad \tilde{d}(\tilde{\gamma})(t) = \tilde{\gamma}'(t) - b(t, \tilde{\gamma}(t)), \quad t \in [a, b].
\]

Now pick \( v \in T_t H^1([a, b], M) \) and set \( \tilde{v} = d\tilde{S}[\varphi]_{\gamma}(v) \), so that:

\[
(5.2.5) \quad \tilde{v}(t) = d\varphi_t(\gamma(t)) \cdot v(t), \quad t \in [a, b];
\]

using the time-dependent referential \((X_i)^n_{i=1}\) we can rewrite (5.2.5) as:

\[
(5.2.6) \quad v(t) = \sum_{i=1}^{n} \tilde{v}_i(t)X_i(t, \gamma(t)), \quad t \in [a, b].
\]

We denote by \( \tilde{D}_{\tilde{\gamma}}(\tilde{v}) : [a, b] \to \mathbb{R}^n \) the “coordinate representation” of \( \frac{Dv}{dt} \), i.e., we set:

\[
\tilde{D}_{\tilde{\gamma}}(\tilde{v})(t) = d\varphi_t(\gamma(t)) \cdot \frac{Dv}{dt}(t), \quad t \in [a, b];
\]

taking the covariant derivative of (5.2.6) with respect to \( t \) we get:

\[
(5.2.7) \quad \tilde{D}_{\tilde{\gamma}}(\tilde{v})(t) = \tilde{v}'(t) + A(t, \tilde{\gamma}(t))(\tilde{v}(t)) + \Gamma(t, \tilde{\gamma}(t))(\tilde{d}(\tilde{\gamma})(t), \tilde{v}(t)), \quad t \in [a, b].
\]

Finally, we can write the representation of (5.2.1) with respect to the local chart \( \tilde{S}[\varphi] \) as:

\[
(5.2.8) \quad \langle \tilde{v}, \tilde{w} \rangle_{\tilde{\gamma}} = \tilde{g}(a, \tilde{\gamma}(a))(\tilde{v}(a), \tilde{w}(a)) + \int_{a}^{b} \tilde{g}(t, \tilde{\gamma}(t))\left(\tilde{D}_{\tilde{\gamma}}(\tilde{v})(t), \tilde{D}_{\tilde{\gamma}}(\tilde{w})(t)\right) dt,
\]

for all \( \tilde{v}, \tilde{w} \in H^1([a, b], \mathbb{R}^n) \), \( \tilde{\gamma} \in \tilde{S}[\tilde{U}] \). It is easy to see that \( \tilde{d}(\tilde{\gamma}) \) and \( \tilde{D}_{\tilde{\gamma}}(\tilde{v}) \) are in \( L^2([a, b], \mathbb{R}^n) \), so that (5.2.8) is a well-defined positive semi-definite symmetric bilinear form on \( H^1([a, b], \mathbb{R}^n) \) for every fixed \( \tilde{\gamma} \in \tilde{S}[\tilde{U}] \); we claim that (5.2.8) is indeed positive definite and that it is a Hilbert space inner product in \( H^1([a, b], \mathbb{R}^n) \), i.e., it defines the standard topology of \( H^1([a, b], \mathbb{R}^n) \). Keeping in mind the inequalities:

\[
0 < \inf_{\|z\|=1} \tilde{g}(t, \tilde{\gamma}(t))(z, z) \leq \sup_{\|z\|=1} \tilde{g}(t, \tilde{\gamma}(t))(z, z) < +\infty,
\]

we see that the claim will be proved once we establish that:

\[
(5.2.9) \quad H^1([a, b], \mathbb{R}^n) \ni \tilde{v} \mapsto \left[\|\tilde{v}(a)\|^2 + \|\tilde{D}_{\tilde{\gamma}}(\tilde{v})\|^2_{L^2}\right]^{\frac{1}{2}} \in \mathbb{R}.
\]

\footnote{It is indeed possible to give a Hilbert manifold structure to the set of all \( L^2 \)-vector fields along \( H^1 \)-curves in \( M \), so that \( \gamma' \) would be a point of this Hilbert manifold and \( \tilde{\gamma} \mapsto \tilde{d}(\tilde{\gamma}) \) would actually be the coordinate representation of the operator \( \gamma \mapsto \gamma' \). In order to simplify the exposition we avoid such construction so that formula (5.2.3) should be simply understood as the definition of the term “coordinate representation of \( \gamma' \).”}
defines a norm in $H^1([a, b], \mathbb{R}^n)$ and that such norm induces the standard topology of $H^1([a, b], \mathbb{R}^n)$. We define a linear map:

$$T_{\tilde{g}} : H^1([a, b], \mathbb{R}^n) \rightarrow \mathbb{R}^n \oplus L^2([a, b], \mathbb{R}^n)$$

by setting:

$$(5.2.10) \quad T_{\tilde{g}}(\tilde{v}) = (\tilde{v}(a), D_{\tilde{g}}(\tilde{v})).$$

It is easy to see that $T_{\tilde{g}}$ is a continuous linear map; moreover, it follows from the standard theorem on existence and uniqueness of solutions of linear ODE’s with initial data that $T_{\tilde{g}}$ is bijective. If we endow the counter-domain of $T_{\tilde{g}}$ with the norm:

$$(5.2.11) \quad \mathbb{R}^n \oplus L^2([a, b], \mathbb{R}^n) \ni (v_0, u) \rightarrow \left[\|v_0\|^2 + \|u\|_{L^2}^2\right]^{\frac{1}{2}} \in \mathcal{R},$$

then (5.2.9) is simply the norm on $H^1([a, b], \mathbb{R}^n)$ induced by $T_{\tilde{g}}$ from (5.2.11) (see Exercise 4.6). This proves the claim.

We now have to check that (5.2.8) defines a smooth map:

$$(5.2.12) \quad H^1([a, b], \mathbb{R}^n) \ni \tilde{g}[\tilde{U}] \ni \gamma \rightarrow \langle \cdot, \cdot \rangle_{\gamma} \in \text{Bil}(H^1([a, b], \mathbb{R}^n)).$$

To this aim, we check the smoothness of all the objects we have introduced. First, we observe that $\tilde{d}$ defines a smooth map:

$$\tilde{d} : H^1([a, b], \mathbb{R}^n) \ni \tilde{g}[\tilde{U}] \rightarrow L^2([a, b], \mathbb{R}^n);$$

namely, this follows from formula (5.2.4), Theorem 5.1.1, the continuity of the inclusion of $H^1$ in $L^2$ and from the continuity of the derivation operator from $H^1$ to $L^2$. Now we must show that (5.2.7) defines a smooth map:

$$\tilde{D} : H^1([a, b], \mathbb{R}^n) \ni \tilde{g}[\tilde{U}] \ni \tilde{\gamma} \rightarrow \tilde{D}_{\tilde{\gamma}} \in \text{Lin}(H^1([a, b], \mathbb{R}^n), L^2([a, b], \mathbb{R}^n)).$$

This can be obtained by using the smoothness of $\tilde{d}$, the continuity of the linear map (4.2.5) and by applying Proposition 5.1.5 to the map:

$$\tilde{U} \times \mathbb{R}^n \ni (t, \tilde{x}, z) \rightarrow A_{t, \tilde{x}}(z, \cdot) \in \text{Lin}(\mathbb{R}^n)$$

observing that such map is linear with respect to $z$. The final conclusion (see Exercise 4.35) can now be obtained using the smoothness of $\tilde{D}$, $\tilde{d}$ and of the map:

$$\tilde{S}[\tilde{g}] : \tilde{S}[\tilde{U}] \rightarrow H^1([a, b], \text{Bil}(\mathbb{R}^n)).$$

5.2.2. LEMMA. Let $(M, g)$ be a finite dimensional Riemannian manifold and let $\nabla$ be an arbitrary connection on $M$; assume that $H^1([a, b], M)$ is endowed with the Riemannian metric defined in (5.2.1). Let $\varphi = (\varphi_t, U_t, \tilde{U}_t)$ be a one parameter family of charts on $M$ and let $\tilde{V} \subset \tilde{U}$ be an open subset of $\mathbb{R} \times \mathbb{R}^n$ such that the closure of $\tilde{V} \cap ([a, b] \times \mathbb{R}^n)$ is contained in $\tilde{U}$ and it is compact. For a given positive real number $r > 0$, we set:

$$\tilde{U} = \tilde{U}(r, \tilde{V}) = \{\tilde{\gamma} \in \tilde{S}[\tilde{V}] : \|\tilde{\gamma}\|_{L^2} < r\} \subset \tilde{S}[\tilde{U}],$$

and $U = S[\varphi]^{-1}(\tilde{U}) \subset S[U]$. Then $U$ is open in $S[U]$, $\tilde{U}$ is open in $S[\tilde{U}]$ and the chart $S[\varphi]|_U : U \rightarrow \tilde{U}$ is metric relating.
PROOF. We define the objects \( b, A, \Gamma, \tilde{g}, \tilde{d} \) and \( \tilde{D} \) as in the proof of Proposition 5.2.1, so that (5.2.8) is the representation in the chart \( \delta[\varphi] \) of the Riemannian metric (5.2.1). Since \( \bar{V} \cap ([a, b] \times IR^n) \subset \bar{U} \) is compact, we have:

\[
0 < \inf_{\|\tilde{z}\| = 1} \frac{\tilde{g}(t, \tilde{z})}{\|\tilde{z}\|} \leq \sup_{\|\tilde{z}\| = 1} \frac{\tilde{g}(t, \tilde{z})}{\|\tilde{z}\|} < +\infty.
\]

Keeping in mind the inequalities above, we see that in order to prove that \( \delta[\varphi]_{\|\cdot\|} \) is metric-relating, it suffices to find constants that do not depend on \( \tilde{\gamma} \in \bar{U} \) and that relate the norm defined by (5.2.9) and the norm defined by the inner product (4.2.6) (or any of the usual \( H^1 \)-norms discussed in Exercise 4.17); more explicitly, we have to find \( k_1, k_2 > 0 \) with:

\[
k_1 \|\tilde{v}\|_{H^1} \leq \left[ \|\tilde{v}(a)\|^2 + \|\tilde{D}_{\tilde{\gamma}}(\tilde{v})\|_{L^2} \right]^{\frac{1}{2}} \leq k_2 \|\tilde{v}\|_{H^1},
\]

for all \( \tilde{v} \in H^1([a, b], IR^n) \) and all \( \tilde{\gamma} \in \bar{U} \). Recalling that (5.2.9) is the norm induced from (5.2.11) by the linear isomorphism (5.2.10) we see (using Exercise 4.7) that the proof will be completed once we show that:

\[
\sup_{\tilde{\gamma} \in \bar{U}} \|T_{\tilde{\gamma}}\| < +\infty,
\]

(5.2.14)

\[
\sup_{\tilde{\gamma} \in \bar{U}} \|T_{\tilde{\gamma}}^{-1}\| < +\infty.
\]

(5.2.15)

The compactness of \( \bar{V} \cap ([a, b] \times IR^n) \subset \bar{U} \) yields:

\[
\sup_{(t, \tilde{x}) \in \bar{V}} \|A_{(t, \tilde{x})}\| < +\infty, \quad \sup_{(t, \tilde{x}) \in \bar{V}} \|b_{(t, \tilde{x})}\| < +\infty, \quad \sup_{(t, \tilde{x}) \in \bar{V}} \|\Gamma_{(t, \tilde{x})}\| < +\infty;
\]

(5.2.16)

using (5.2.16), (5.2.4) and keeping in mind that \( \|\tilde{\gamma}'\|_{L^2} \) is bounded for \( \tilde{\gamma} \in \bar{U} \) we obtain:

\[
\sup_{\tilde{\gamma} \in \bar{U}} \|\tilde{d}(\tilde{\gamma})\|_{L^2} < +\infty.
\]

(5.2.17)

For \( \tilde{\gamma} \in \delta[\bar{U}] \) we define:

\[
K_{\tilde{\gamma}} : [a, b] \rightarrow Lin(IR^n)
\]

by setting:

\[
K_{\tilde{\gamma}}(t) = A_{(t, \tilde{\gamma}(t))} + \Gamma_{(t, \tilde{\gamma}(t))}(\tilde{d}(\tilde{\gamma})(t), \cdot),
\]

for all \( t \in [a, b] \); observe that (recall (5.2.7)):

\[
\tilde{D}_{\tilde{\gamma}}(\tilde{v})(t) = \tilde{v}'(t) + K_{\tilde{\gamma}}(t) \cdot \tilde{v}(t),
\]

for all \( \tilde{v} \in H^1([a, b], IR^n) \) and \( t \in [a, b] \). Using (5.2.16) and (5.2.17) we obtain:

\[
\sup_{\tilde{\gamma} \in \bar{U}} \|K_{\tilde{\gamma}}\|_{L^2} < +\infty.
\]

(5.2.18)
Inequality (5.2.14) is now a direct consequence of (5.2.18). The proof of inequality (5.2.15) is a bit more involved and it requires some basic results from the theory of linear differential ODE’s.

Pick \(v_0 \in \mathbb{R}^n, u \in L^2([a, b], \mathbb{R}^n)\) with \(\|v_0\| \leq 1, \|u\|_{L^2} \leq 1\) and set \(\tilde{v} = T_{\tilde{\gamma}}(v_0, u)\); this means that \(\tilde{v}\) is a solution of the linear differential equation:

\[
\frac{d}{dt}\tilde{v}(t) = -K_{\tilde{\gamma}}(t) \cdot \tilde{v}(t) + u(t), \quad t \in [a, b],
\]

satisfying the initial condition \(\tilde{v}(a) = v_0\). We have to find an upper bound for \(\|\tilde{v}\|_{H^1}\) which does not depend on \(\tilde{\gamma} \in \bar{U}\). The nonhomogeneous equation (5.2.19) can be solved using the method of variation of constants which yields:

\[
\tilde{v}(t) = \Phi_{\tilde{\gamma}}(t) \left[ v_0 + \int_a^t \Phi_{\tilde{\gamma}}(s)^{-1} \cdot u(s) \, ds \right], \quad t \in [a, b],
\]

where \(\Phi_{\tilde{\gamma}} : [a, b] \to \text{Lin}(\mathbb{R}^n)\) is defined by the matrix differential equation:

\[
\Phi'_{\tilde{\gamma}}(t) = -K_{\tilde{\gamma}}(t) \Phi_{\tilde{\gamma}}(t), \quad t \in [a, b],
\]

and by the initial condition \(\Phi_{\tilde{\gamma}}(a) = \text{Id}\). Since \(\|\tilde{v}(a)\| \leq 1\), in order to find an upper bound for \(\|\tilde{v}\|_{H^1}\) it is sufficient to find an upper bound for \(\|\tilde{v}'\|_{L^2}\); using (5.2.19), (5.2.18) and the fact that \(\|u\|_{L^2} \leq 1\), we see that an upper bound for \(\|\tilde{v}'\|_{L^2}\) is easily obtained from an upper bound for \(\|\tilde{v}\|_{C^0}\). Now (5.2.20) implies:

\[
\|\tilde{v}(t)\| \leq \|\Phi_{\tilde{\gamma}}\|_{C^0} \left[ 1 + \|\Phi_{\tilde{\gamma}}^{-1}\|_{C^0} \sqrt{b-a} \right];
\]

the proof will then be completed once we show that:

\[
\begin{align*}
\sup_{\tilde{\gamma} \in \bar{U}} \|\Phi_{\tilde{\gamma}}\|_{C^0} &< +\infty, \\
\sup_{\tilde{\gamma} \in \bar{U}} \|\Phi_{\tilde{\gamma}}^{-1}\|_{C^0} &< +\infty.
\end{align*}
\]

The proof of (5.2.22) will be obtained now using Gronwall’s inequality (see Exercise 4.11); the proof of (5.2.23) can be obtained with a similar argument observing that \(\Phi_{\tilde{\gamma}}^{-1}\) satisfies the linear ODE:

\[
(\Phi_{\tilde{\gamma}}^{-1})'(t) = K_{\tilde{\gamma}}(t) \Phi_{\tilde{\gamma}}(t)^{-1}, \quad t \in [a, b].
\]

We start by rewriting (5.2.21) in integral form obtaining:

\[
\Phi_{\tilde{\gamma}}(t) = \text{Id} - \int_a^t K_{\tilde{\gamma}}(s) \Phi_{\tilde{\gamma}}(s) \, ds, \quad t \in [a, b];
\]

hence:

\[
\|\Phi_{\tilde{\gamma}}(t)\| \leq 1 + \int_a^t \|K_{\tilde{\gamma}}(s)\| \|\Phi_{\tilde{\gamma}}(s)\| \, ds, \quad t \in [a, b].
\]

Using (4.7.2) with \(\delta(t) = \|\Phi_{\tilde{\gamma}}(t)\|, \phi(t) = \|K_{\tilde{\gamma}}(t)\|\) and \(c = 1\) we obtain:

\[
\|\Phi_{\tilde{\gamma}}\|_{C^0} \leq \exp (\|K_{\tilde{\gamma}}\|_{L^1});
\]

since \(\|K_{\tilde{\gamma}}\|_{L^1} \leq \sqrt{b-a} \|K_{\tilde{\gamma}}\|_{L^2}\), the conclusion follows from (5.2.18). \(\square\)
5.2.3. Definition. For a finite dimensional Riemannian manifold \( (M, g) \), the energy functional \( E : H^1([a, b], M) \to \mathbb{R} \) is defined by:
\[
E(\gamma) = \frac{1}{2} \int_a^b ||\gamma'(t)||^2 \, dt.
\]

5.2.4. Lemma. The energy functional \( E \) is smooth and its differential is given by:
\[
(5.2.24) \quad dE_\gamma(v) = \int_a^b \langle \gamma'(t), \frac{Dv}{dt}(t) \rangle \, dt.
\]

Proof. In the notation of the proof of Proposition 5.2.1 we see that the representation of \( E \) with respect to the chart \( \mathfrak{F}[\phi] \) is given by:
\[
(5.2.25) \quad \widetilde{E}(\tilde{\gamma}) = \frac{1}{2} \int_a^b \tilde{g}(t, \tilde{\gamma}(t)) \left( \tilde{d}(\tilde{\gamma})(t), \tilde{d}(\tilde{\gamma})(t) \right) \, dt,
\]
for every \( \tilde{\gamma} \in \mathfrak{F}[\tilde{U}] \), where \( \widetilde{E} = E \circ \mathfrak{F}[\phi]^{-1} \). The smoothness of \( \widetilde{E} \) (and hence of \( E \)) now follows from the smoothness of \( d \) (established in the proof of Proposition 5.2.1) and from the smoothness of \( \mathfrak{F}[\tilde{g}] \) (see Theorem 5.1.1), using arguments similar to (actually simpler than) the ones used in Exercise 4.35.

Since \( dE : TH^1([a, b], M) \to \mathbb{R} \) is continuous (actually, it is smooth) and (by arguments similar to those used to establish the smoothness of \( E \) above) the right-hand side of (5.2.24) defines a continuous (actually smooth) map on the tangent bundle \( TH^1([a, b], M) \), it follows from Proposition 5.1.14 that it suffices to check equality (5.2.24) when \( v \) (and hence \( \gamma \)) is smooth. Let then \( \gamma : [a, b] \to M \) be a smooth curve and \( v : [a, b] \to TM \) a smooth vector field along \( \gamma \). There exists a smooth map \(-\varepsilon, \varepsilon \times [a, b] \ni (s, t) \mapsto H(s, t) \in M \) such that \( H(0, t) = \gamma(t) \) and \( \frac{\partial H}{\partial t}(0, t) = v(t) \) for all \( t \in [a, b] \). Writing \( \gamma_s = H(s, \cdot) \) then \(-\varepsilon, \varepsilon \ni s \mapsto \gamma_s \in H^1([a, b], M) \) is a smooth curve with \( \frac{d}{ds} \gamma_s|_{s=0} = v \) (see Corollary 5.1.13). We have:
\[
dE_\gamma(v) = \left. \frac{d}{ds} E(\gamma_s) \right|_{s=0};
\]
now a simple computation shows that the right-hand side of the formula above equals the right-hand side of (5.2.24). \( \square \)

5.2.5. Corollary. For every \( \gamma, \mu \in H^1([a, b], M) \), we have:
\[
|\sqrt{E(\gamma)} - \sqrt{E(\mu)}| \leq \frac{1}{\sqrt{2}} \text{dist}(\gamma, \mu),
\]
where \( \text{dist} \) denotes the distance function on \( H^1([a, b], M) \) corresponding to the Riemannian metric (5.2.1).

Proof. From (5.2.24) it follows that:
\[
\|dE_\gamma(v)\| \leq \int_a^b ||\gamma'(t)|| \|\frac{Dv}{dt}(t)\| \, dt \leq \left( \int_a^b ||\gamma'(t)||^2 \, dt \right)^{\frac{1}{2}} \left( \int_a^b \|\frac{Dv}{dt}(t)\|^2 \, dt \right)^{\frac{1}{2}} \leq \sqrt{2E(\gamma)} \langle v, v \rangle_\gamma^{\frac{1}{2}};
\]
Moreover:

\[
\text{and consider the Hilbert manifold } (M, g)
\]

This concludes the proof.

5. APPLICATIONS OF MORSE THEORY IN THE NON COMPACT CASE

5.2.7. THEOREM. Let \((M, g)\) be a finite dimensional Riemannian manifold and consider the Hilbert manifold \(H^1([a, b], M)\) endowed with the Riemannian metric (5.2.1), where \(\frac{D}{dt}\) denotes covariant derivative with respect to the Levi–Civita connection. If \(M\) is complete then \(H^1([a, b], M)\) is also complete.

The conclusion is obtained from the result of Exercise 4.23.

Given continuous curves \(\gamma, \mu : [a, b] \to M\) on the Riemannian manifold \((M, g)\) we set:

\[
\text{dist}_{C^0}(\gamma, \mu) = \sup_{t \in [a, b]} \text{dist}(\gamma(t), \mu(t)).
\]

5.2.6. LEMMA. For every \(\gamma, \mu \in H^1([a, b], M)\) we have:

\[
\text{dist}_{C^0}(\gamma, \mu) \leq \sqrt{2} \max \left\{ 1, \sqrt{b - a} \right\} \text{dist}(\gamma, \mu),
\]

where \(\text{dist}\) denotes the distance function on \(H^1([a, b], M)\) corresponding to the Riemannian metric (5.2.1).

PROOF. We have to show that for every fixed \(t \in [a, b]\) we have:

\[
\text{dist}(\gamma(t), \mu(t)) \leq \sqrt{2} \max \left\{ 1, \sqrt{b - a} \right\} \text{dist}(\gamma, \mu).
\]

This will follow from the result of Exercise 4.24 once we show that:

\[
\|d\text{Eval}_t(\gamma)\| \leq \sqrt{2} \max \left\{ 1, \sqrt{b - a} \right\},
\]

for all \(\gamma \in H^1([a, b], M)\), where \(\text{Eval}_t : H^1([a, b], M) \to M\) denotes the map \(\gamma \mapsto \gamma(t)\) of evaluation at the instant \(t\). Let \(\gamma \in H^1([a, b], M)\) and \(v \in T_\gamma H^1([a, b], M)\) be fixed; we want to show that:

\[
\|v(t)\|^2 \leq 2 \max\{1, b - a\} \langle v, v \rangle_{\gamma}.
\]

To this aim, let \(X : [a, b] \to TM\) be a parallel vector field along \(\gamma\) with \(X(t) = v(t)\); since the metric of \(M\) is parallel, we have \(\|X(s)\| = \|v(t)\|\) for all \(s \in [a, b]\). Moreover:

\[
\|v(t)\|^2 = \langle v(t), X(t) \rangle = \langle v(a), X(a) \rangle + \int_a^t \langle \frac{Dv}{ds}(s), X(s) \rangle \, ds;
\]

now we compute:

\[
\|v(t)\|^2 \leq \|v(a)\| \|v(t)\| + \|v(t)\| \int_a^b \| \frac{Dv}{ds}(s) \| \, ds.
\]

Therefore:

\[
\|v(t)\| \leq \|v(a)\| + \int_a^b \| \frac{Dv}{ds}(s) \| \, ds,
\]

which implies (see Exercise 4.25):

\[
\|v(t)\|^2 \leq 2\|v(a)\|^2 + 2(b - a) \int_a^b \| \frac{Dv}{ds}(s) \|^2 \, ds \leq 2 \max\{1, b - a\} \langle v, v \rangle_{\gamma}.
\]

This concludes the proof.
5.2. THE RIEMANNIAN METRIC OF $H^1([a,b], M)$

PROOF. Let $(\gamma_k)_{k \geq 1}$ be a Cauchy sequence in $H^1([a,b], M)$. Lemma 5.2.6 implies that $(\gamma_k)_{k \geq 1}$ is also a Cauchy sequence for the metric $\text{dist}_{C^0}$ on the space of continuous curves in $M$; since $\text{dist}_{C^0}$ is complete, we conclude that $(\gamma_k)_{k \geq 1}$ converges with respect to $\text{dist}_{C^0}$ (i.e., converges uniformly) to some continuous curve $\gamma : [a,b] \to M$. Observe that Corollary 5.2.5 also implies that:

$$\sup_{k \geq 1} |E(\gamma_k)| < +\infty.$$  \hspace{1cm} (5.2.26)

By Proposition 5.1.8 we can find a one parameter family of charts $\varphi = (\varphi_t, U_t, \tilde{U}_t)$ such that $U$ contains the graph of $\gamma$; define $\tilde{\gamma} : [a,b] \to \mathbb{R}^n$ by:

$$\tilde{\gamma}(t) = \varphi(t, \gamma(t)), \quad t \in [a,b].$$

Since $(\gamma_k)_{k \geq 1}$ converges to $\gamma$ with respect to the metric $\text{dist}_{C^0}$, it follows that the graph of $\gamma_k$ is contained in $U$ for $k$ sufficiently large; for such $k$ we can set $\tilde{\gamma}_k = \tilde{\gamma}(\varphi^{-1}(\gamma_k))$ so that $(\tilde{\gamma}_k)_{k \geq 1}$ converges uniformly to $\tilde{\gamma}$. Choose $R > 0$ such that $B[\tilde{\gamma}(t); R] \subset \tilde{U}$ for all $t \in [a,b]$ and set:

$$\tilde{V} = \{ (t, \tilde{x}) \in \mathbb{R} \times \mathbb{R}^n : \|\tilde{\gamma}(t) - \tilde{x}\| < R \} \cap \tilde{U};$$

in the formula above we have considered an arbitrary continuous extension of $\gamma$ to the whole line $\mathbb{R}$. It is easy to see that $\tilde{V}$ is an open subset of $\tilde{U}$ and that the closure of $\tilde{V} \cap ([a,b] \times \mathbb{R}^n)$ is compact and contained in $\tilde{U}$. Since $\tilde{\gamma}_k \to \tilde{\gamma}$ uniformly, it follows that $\|\tilde{\gamma}_k - \tilde{\gamma}\|_{C^0} < R$ for $k$ sufficiently large, so that the graph of $\tilde{\gamma}_k$ is contained in $\tilde{V}$ for such $k$. For the rest of the proof we assume that some initial portion of the original sequence $(\gamma_k)_{k \geq 1}$ was deleted, so that $\tilde{\gamma}_k$ is (well-defined and) has its graph contained in $\tilde{V}$ for all $k$. Keeping in mind formulas (5.2.25), (5.2.4), (5.2.13) and (5.2.16), it follows from (5.2.26) that:

$$\sup_{k \geq 1} \|\tilde{\gamma}_k\|_{L^2} = r < +\infty.$$  \hspace{1cm} (5.2.27)

By Lemma 5.2.2, if we set:

$$\tilde{U} = \tilde{U}(3r, \tilde{V}), \quad U = \tilde{\gamma}(\varphi_t)^{-1}(\tilde{U})$$

then the chart $\tilde{\gamma}(\varphi_t)|_{\tilde{U}} : \tilde{U} \to \tilde{U}$ is metric relating. Consider the closed subset $F \subset H^1([a,b], \mathbb{R}^n)$ defined by:

$$F = \{ \tilde{\mu} \in H^1([a,b], \mathbb{R}^n) : \|\tilde{\mu} - \tilde{\gamma}\|_{C^0} \leq \frac{R}{2}, \quad \|\tilde{\mu}'\|_{L^2} \leq 2r \};$$

obviously, $F \subset \tilde{U}$ and $\tilde{\gamma}_k \in F$ for all $k$ sufficiently large. By Corollary 4.3.19, the proof will be concluded if we manage to find $k_0 \in \mathbb{N}$ such that:

$$\inf_{k \geq k_0} \text{dist}(\tilde{\gamma}_k, \partial F) > 0.$$  \hspace{1cm} (5.2.28)

Observe that (5.2.28) is equivalent to:

$$\inf_{k \geq k_0} \|\tilde{\gamma}_k - \tilde{\mu}\|_{C^0} + \|\tilde{\gamma}'_k - \tilde{\mu}'\|_{L^2} > 0.$$  \hspace{1cm} (5.2.29)

Finally, (5.2.29) follows from $\|\tilde{\gamma}_k - \tilde{\gamma}\|_{C^0} \to 0$ and (5.2.27) by observing that $\tilde{\mu} \in \partial F$ implies either $\|\tilde{\gamma} - \tilde{\mu}\|_{C^0} = \frac{R}{2}$ or $\|\tilde{\mu}'\|_{L^2} = 2r$. \hspace{1cm} $\square$
5.3. Morse Theory for Riemannian Geodesics

5.3.1. Lemma. For every $\gamma \in H^1([a, b], M)$ we have:

$$L(\gamma) \leq \sqrt{2(b-a)E(\gamma)}.$$ 

Proof. It is an immediate consequence of the Cauchy-Schwarz inequality. $\square$

Let now $p, q \in M$ be fixed and consider the set:

$$H^1_{pq}([a, b], M) = \{ \gamma \in H^1([a, b], M) : \gamma(a) = p, \gamma(b) = q \};$$

it follows from the result of Exercise 4.36 that $H^1([a, b], M)$ is a smooth Hilbert submanifold of $H^1([a, b], M)$ and that its tangent space is given by:

$$T_\gamma H^1_{pq}([a, b], M) = \{ v \in T_\gamma H^1([a, b], M) : v(a) = v(b) = 0 \},$$

for all $\gamma \in H^1_{pq}([a, b], M)$. Obviously the Riemannian metric (5.2.1) restricts to a Riemannian metric in $H^1_{pq}([a, b], M)$ given by:

$$(v, w)_\gamma = \int_a^b g\left(\frac{Dv}{dt}, \frac{Dw}{dt}\right) dt, \quad v, w \in T_\gamma H^1([a, b], M),$$

for all $\gamma \in H^1_{pq}([a, b], M)$.

5.3.2. Corollary. Let $(\gamma_k)_{k \geq 1}$ be a sequence in $H^1([a, b], M)$ on which $E$ is bounded. If for some $t_0 \in [a, b]$ the set $\{ \gamma_k(t_0) : k \geq 1 \}$ is bounded in $M$ then the set $\{ \gamma_k(t) : k \geq 1 \}$ is bounded in $M$ for all $t \in [a, b]$.

Proof. Since $\sup_{k \geq 1} E(\gamma_k) < +\infty$, Lemma 5.3.1 implies that:

$$\sup_{k \geq 1} L(\gamma_k) < +\infty;$$

the conclusion follows by observing that:

$$\text{dist}(\gamma_k(t), \gamma_k(t_0)) \leq L(\gamma_k),$$

for all $k$. $\square$

5.3.3. Corollary. If $(\gamma_k)_{k \geq 1}$ is a sequence in $H^1([a, b], M)$ on which $E$ is bounded then the set $\{ \gamma_k : k \geq 1 \}$ is equicontinuous.

Proof. This follows by observing that, for all $t, s \in [a, b]$ and all $k \geq 1$:

$$\text{dist}(\gamma_k(t), \gamma_k(s)) \leq L(\gamma_k|_{[t, s]}) \leq \sqrt{2|t-s|E(\gamma_k)}.$$

$\square$

5.3.4. Proposition. Let $(M, g)$ be a finite dimensional Riemannian manifold and consider the Hilbert manifold $H^1_{pq}([a, b], M)$ endowed with the Riemannian metric (5.3.1), where $\frac{D}{dt}$ denotes covariant derivative with respect to the Levi-Civita connection. If $M$ is complete then the energy functional $E : H^1([a, b], M) \rightarrow \mathbb{R}$ satisfies the Palais–Smale condition.
PROOF. Let \((\gamma_k)_{k \geq 1}\) be a Palais–Smale sequence for \(E\). Since \(\gamma_k(a) = p\) for all \(k\), it follows from Corollary 5.3.2 that the set \(\{\gamma_k(t) : k \geq 1\}\) is bounded in \(M\) for all \(t \in [a, b]\); since \(M\) is complete, \(\{\gamma_k(t) : k \geq 1\}\) is relatively compact. Moreover, by Corollary 5.3.3, the set \(\{\gamma_k : k \geq 1\}\) is equicontinuous, so that we can apply Arzelá-Ascoli’s theorem to conclude that (up to a subsequence) \((\gamma_k)_{k \geq 1}\) converges uniformly to some continuous curve \(\gamma : [a, b] \to M\). Let \(\varphi = (\varphi_t, U_t, \tilde{U}_t)\) be a one parameter family of charts such that the graph of \(\gamma\) is contained in \(U\) (see Proposition 5.1.8). For \(k\) sufficiently large, the graph of \(\gamma_k\) will be contained in \(U\), so that it makes sense to define \(\tilde{\gamma}_k = \hat{S}_1[\varphi](\gamma_k)\); we define also \(\tilde{\gamma} : [a, b] \to \mathbb{R}^n\) by:

\[\tilde{\gamma}(t) = \varphi(t, \gamma(t)), \quad t \in [a, b],\]

so that \((\tilde{\gamma}_k)_{k \geq 1}\) converges uniformly to \(\tilde{\gamma}\) (we delete some initial part of the sequence \((\gamma_k)_{k \geq 1}\), if necessary). Let \(V\) be an open neighborhood of the graph of \(\gamma\) whose closure is compact and contained in \(U\); set \(\varphi^\ast(V) = \tilde{V}\). We now consider the objects \(A, \Gamma, b, \tilde{g}, \tilde{d}\) and \(\tilde{D}\) defined in the proof of Proposition 5.2.1; since \(V\) is relatively compact in \(U\), we have the estimates (5.2.13) and (5.2.16). As in the proof of Theorem 5.2.7, the fact that \(E\) is bounded on \((\gamma_k)_{k \geq 1}\) implies that \((\tilde{\gamma}_k')_{k \geq 1}\) is bounded in \(L^2\) (see (5.2.27)); thus, since \((\tilde{\gamma}_k)_{k \geq 1}\) is bounded in \(C^0\), the sequence \((\tilde{\gamma}_k)_{k \geq 1}\) is bounded in \(H^1\). By passing to a subsequence, we may assume that \((\tilde{\gamma}_k)_{k \geq 1}\) converges weakly in \(H^1\) (necessarily to \(\tilde{\gamma}\)); in particular, \(\tilde{\gamma} \in H^1([a, b], \mathbb{R}^n)\). For each \(k\), we set \(\tilde{v}_k = \tilde{\gamma}_k - \tilde{\gamma}\) and \(v_k = d\tilde{S}_1[\varphi]^{-1}\tilde{v}_k\); we have \(\tilde{v}_k(a) = \tilde{v}_k(b) = 0\), which implies \(v_k \in T_{\tilde{\gamma}_k}H^1_{pq}([a, b], M)\). Since \((\tilde{v}_k)_{k \geq 1}\) converges uniformly to zero, it follows from (5.2.13) that:

\[
\langle v_k, v_k \rangle_{\gamma_k} = \int_a^b \tilde{g}(t, \tilde{\gamma}_k(t))(\tilde{v}_k(t), \tilde{v}_k(t)) \, dt \xrightarrow{k \to +\infty} 0.
\]

Since also \(\|dE(\gamma_k)\| \to 0\), we have:

\[
(5.3.2) \quad dE_{\gamma_k} \cdot v_k = \int_a^b \tilde{g}(t, \tilde{\gamma}_k(t))(\tilde{d}(\tilde{\gamma}_k)(t), \tilde{D}_{\gamma_k}(\tilde{\gamma}_k - \tilde{\gamma})(t)) \, dt \xrightarrow{k \to +\infty} 0.
\]

Using (5.2.16), the fact that \((\tilde{\gamma}_k')_{k \geq 1}\) is bounded in \(L^2\) and the fact that \((\tilde{\gamma}_k)_{k \geq 1}\) converges uniformly to \(\tilde{\gamma}\) we get that:

\[
\sup_{k \geq 1} \|\tilde{d}(\tilde{\gamma}_k)\|_{L^2} < +\infty,
\]

and that \(\tilde{D}_{\gamma_k}(\tilde{\gamma}_k - \tilde{\gamma})\) can be written as:

\[
(5.3.3) \quad \tilde{D}_{\gamma_k}(\tilde{\gamma}_k - \tilde{\gamma}) = \tilde{\gamma}_k' - \tilde{\gamma}' + u_k,
\]

where:

\[
(5.3.4) \quad u_k \xrightarrow{k \to +\infty} 0 \quad \text{in} \quad L^2([a, b], \mathbb{R}^n).
\]

From (5.3.2), (5.3.3), (5.3.4) and (5.2.13), we get:

\[
(5.3.5) \quad \int_a^b \tilde{g}(t, \tilde{\gamma}_k(t))(\tilde{d}(\tilde{\gamma}_k)(t), \tilde{\gamma}_k'(t) - \tilde{\gamma}'(t)) \, dt \xrightarrow{k \to +\infty} 0.
\]
For each $k$ we define a linear functional $\alpha_k \in L^2([a, b], \mathbb{R}^n)^*$ by setting:
\[
\alpha_k(z)(t) = \int_a^b \tilde{g}(t, \tilde{\gamma}_k(t)) \left[ b(t, \tilde{\gamma}_k(t)), z(t) \right] \, dt, \quad z \in L^2([a, b], \mathbb{R}^n);
\]
since $(\tilde{\gamma}_k)_{k \geq 1}$ converges uniformly to $\tilde{\gamma}$, the sequence of linear functionals $(\alpha_k)_{k \geq 1}$ converges in $L^2([a, b], \mathbb{R}^n)^*$ to the linear functional:
\[
\alpha(z)(t) = \int_a^b \tilde{g}(t, \tilde{\gamma}(t)) \left[ b(t, \tilde{\gamma}(t)), z(t) \right] \, dt, \quad z \in L^2([a, b], \mathbb{R}^n).
\]
Thus $\alpha_k \to \alpha$ in $L^2([a, b], \mathbb{R}^n)^*$ and $\tilde{\gamma}_k' - \tilde{\gamma}' \to 0$ weakly in $L^2([a, b], \mathbb{R}^n)$; this implies:
\[
\int_a^b \tilde{g}(t, \tilde{\gamma}_k(t)) \left[ b(t, \tilde{\gamma}_k(t)), \tilde{\gamma}_k'(t) - \tilde{\gamma}'(t) \right] \, dt \xrightarrow{k \to +\infty} 0. \tag{5.3.6}
\]
From (5.3.5) and (5.3.6) we get:
\[
\int_a^b \tilde{g}(t, \tilde{\gamma}_k(t)) (\tilde{\gamma}_k'(t), \tilde{\gamma}_k'(t) - \tilde{\gamma}'(t)) \, dt \xrightarrow{k \to +\infty} 0. \tag{5.3.7}
\]
Since $t \mapsto \tilde{g}(t, \tilde{\gamma}_k(t))$ converges uniformly to $t \mapsto \tilde{g}(t, \tilde{\gamma}(t))$ and $(\tilde{\gamma}_k')_{k \geq 1}$ is bounded in $L^2$, it follows from (5.3.7) that:
\[
\int_a^b \tilde{g}(t, \tilde{\gamma}(t)) (\tilde{\gamma}'(t), \tilde{\gamma}_k'(t) - \tilde{\gamma}'(t)) \, dt \xrightarrow{k \to +\infty} 0. \tag{5.3.8}
\]
Since $\tilde{\gamma}_k' - \tilde{\gamma}' \to 0$ weakly in $L^2([a, b], \mathbb{R}^n)$ and
\[
L^2([a, b], \mathbb{R}^n) \ni z \longmapsto \int_a^b \tilde{g}(t, \tilde{\gamma}(t)) (\tilde{\gamma}'(t), z(t)) \, dt \in \mathbb{R}
\]
is a continuous linear functional, it follows that:
\[
\int_a^b \tilde{g}(t, \tilde{\gamma}(t)) (\tilde{\gamma}'(t), \tilde{\gamma}_k'(t) - \tilde{\gamma}'(t)) \, dt \xrightarrow{k \to +\infty} 0. \tag{5.3.9}
\]
Finally, from (5.3.8), (5.3.9) and (5.2.13) we get:
\[
\|\tilde{\gamma}_k' - \tilde{\gamma}'\|_{L^2} \xrightarrow{k \to +\infty} 0;
\]
thus $\tilde{\gamma}_k \to \tilde{\gamma}$ in $H^1([a, b], \mathbb{R}^n)$ and the proof is completed. \hfill \square

We now recall the statement of the Morse Index Theorem. We will first need a few definitions.

5.3.5. Definition. Let $(M, g)$ be a Riemannian manifold. If $I \subset \mathbb{R}$ is an interval then a geodesic $\gamma : I \to M$ is a smooth curve satisfying the equation:
\[
\frac{D}{dt} \gamma'(t) = 0, \quad t \in I.
\]
A smooth vector field $J$ along $\gamma$ is called a Jacobi field if it satisfies the equation:
\[
\frac{D^2}{dt^2} J(t) = R(\gamma'(t), J(t)) \gamma'(t), \quad t \in I.
\]
Given a geodesic \( \gamma : [a, b] \to M \) then an instant \( t \in ]a, b[ \) is called \textit{conjugate} for \( \gamma \) if there exists a non zero Jacobi field \( J \) along \( \gamma \) with \( J(a) = J(t) = 0 \); the \textit{multiplicity} of \( t \) as a conjugate instant along \( \gamma \), denoted \( \text{mul}(t) \), equals the dimension of the space of all Jacobi fields \( J \) along \( \gamma \) with \( J(a) = J(t) = 0 \). The \textit{geometric index} of a geodesic \( \gamma \) is defined as the sum of the multiplicities of the conjugate instants \( t \in ]a, b[ \) along \( \gamma \):

\[
\text{geometric index of } \gamma = \sum_{t \in ]a, b[} \text{mul}(t).
\]

Two points \( p, q \in M \) are called \textit{conjugate} if there exists a geodesic \( \gamma : [a, b] \to M \) with \( \gamma(a) = p, \gamma(b) = q \) and such that \( t = b \) is a conjugate instant along \( \gamma \).

We can now state the following:

\[\text{5.3.6. Theorem (Morse index theorem).} \]

If \( (M, g) \) is a finite-dimensional Riemannian manifold and \( p, q \in M \) are fixed points then the critical points of the energy functional \( E : H^1([a, b], M) \to \mathbb{R} \) are precisely the geodesics \( \gamma : [a, b] \to M \) with \( \gamma(a) = p, \gamma(b) = q \). The Hessian of \( E \) at \( \gamma \) is given by the so called index form:

\[
\text{Hess}_{\gamma}(v, w) = \int_a^b g\left( \frac{Dv}{dt}, \frac{Dw}{dt} \right) + g\left( R(\gamma'(t), v(t)) \gamma'(t), w(t) \right) dt,
\]

for all \( v, w \in T_\gamma H^1_{pq}([a, b], M) \). The kernel of the index form equals the space of Jacobi fields \( J \) along \( \gamma \) with \( J(a) = J(b) = 0 \); in particular, \( \gamma \) is a nondegenerate critical point of \( E \) iff \( t = b \) is not a conjugate instant along \( \gamma \). Moreover, all nondegenerate critical points of \( E \) are strongly nondegenerate and the Morse index of a critical point \( \gamma \) equals the geometric index of the geodesic \( \gamma \).

\text{Proof.} See [98].

In order to present some applications of Morse theory for counting Riemannian geodesics connecting to fixed points, we state without proof the following results.

\[\text{5.3.7. Theorem.} \]

If \( M \) is a connected finite-dimensional differentiable manifold and if \( p, q \in M \) are arbitrary fixed points then \( H^1_{pq}([0, 1], M) \) has the same homotopy type as \( \Omega(M; x_0) \), for any \( x_0 \in M \).

\text{Proof.} See [98, §17].

The following is a very deep result relating the singular homology of a space with the singular homology of its loop space.
5.3.8. Theorem. Let $X$ be a simply-connected and arc-connected topological space and let $\mathbb{K}$ be a field. Assume that a point $x_0 \in X$ is fixed. If for some $n \geq 2$ we have $H_n(X; \mathbb{K}) \neq 0$ and $H_i(X; \mathbb{K}) = 0$ for all $i > n$ then the singular homology of $\Omega(X; x_0)$ satisfies the following property: for every integer $i \geq 0$ there exists an integer $j$, $0 < j < n$, such that $H_{i+j}(\Omega(X; x_0); \mathbb{K}) \neq 0$.

Proof. See [141, Proposition 11, pg. 483].

5.3.9. Corollary. Under the assumptions of Theorem 5.3.8, the loop space $\Omega(X; x_0)$ has infinitely many non zero Betti numbers with respect to the field $\mathbb{K}$.

Now using Theorem 5.3.7 and the theory developed in Sections ?? and ?? we obtain readily the following:

5.3.10. Theorem (Morse relations for Riemannian geodesics). Let $(M, g)$ be a complete connected finite-dimensional Riemannian manifold. Assume that the points $p, q \in M$ are non conjugate. For every integer $k \geq 0$, denote by $\kappa_k$ the number of geodesics $\gamma : [0, 1] \to M$ from $p$ to $q$ having geometric index equal to $k$. If $\mathbb{K}$ is an arbitrary field and if $\mathcal{P}_\lambda(\Omega(M; x_0); \mathbb{K})$ denotes the Poincaré polynomial of the loop space $\Omega(M; x_0)$ (with an arbitrary base point $x_0 \in M$) with respect to the field $\mathbb{K}$ then there exists a formal power series $Q(\lambda)$ with coefficients in $\mathbb{N} \cup \{+\infty\}$ such that:

$$\sum_{k=0}^{+\infty} \kappa_k \lambda^k = \mathcal{P}_\lambda(\Omega(M; x_0); \mathbb{K}) + (1 + \lambda)Q(\lambda).$$

5.3.11. Corollary. If $(M, g)$ is a complete contractible finite-dimensional Riemannian manifold then the number of geodesics connecting two non conjugate points of $M$ is either odd or infinite.

Proof. It can be shown that if $M$ is contractible then also $\Omega(M; x_0)$ is contractible; hence:

$$P_\lambda(\Omega(M; x_0); \mathbb{K}) = 1.$$

The conclusion follows by using equality (5.3.10) with $\lambda = 1$; namely, if $\lambda = 1$ then the lefthand side of (5.3.10) becomes the total number of geodesics from $p$ to $q$ and the righthand side of (5.3.10) becomes $2Q(1) + 1$ (which is either infinite or odd). This concludes the proof.

5.3.12. Corollary. If $(M, g)$ is a compact Riemannian manifold then the number of geodesics connecting two non conjugate points of $M$ is always infinite.

Proof. Let $p, q \in M$ be two fixed non conjugate points. It follows from (5.3.10) that the number of geodesics of index $k$ in $M$ from $p$ to $q$ is greater than or equal to the $k$-th Betti number of the loop space of $M$ with coefficients in the (arbitrarily fixed) field $\mathbb{K}$. Assume that $M$ is simply-connected. If $n$ denotes the
dimension of $M$ then it is well-known\footnote{If $M$ is an $n$-dimensional topological manifold then $H_i(M; G) = 0$ for every abelian group $G$ and every $i > n$. Moreover, if $M$ is orientable (which in our case follows from the simply-connectedness of $M$) and connected then $H_n(M; G) \cong G$. See, for instance, [39, Chapter VIII, §3, §4] for a proof of such results.} that $H_i(M; \mathbb{K}) \neq 0$ and that $H_i(M; \mathbb{K}) = 0$ for $i > n$. It follows from Corollary 5.3.9 that the loop space of $M$ has infinitely many non zero Betti numbers with respect to the field $\mathbb{K}$ and therefore there are infinitely many geodesics connecting $p$ and $q$.

We now prove the general case (with $M$ not necessarily simply-connected). Let $\pi : \tilde{M} \rightarrow M$ denote the universal covering of $M$ and consider $\tilde{M}$ endowed with the pull-back of the Riemannian metric of $M$ by $\pi$. Choose $\tilde{p}, \tilde{q} \in \tilde{M}$ with $\pi(\tilde{p}) = p$ and $\pi(\tilde{q}) = q$. The Riemannian manifold $\tilde{M}$ is again complete. Moreover, since $\pi$ is a local isometry, it is easy to see that $\tilde{p}$ and $\tilde{q}$ are non conjugate in $\tilde{M}$. If the fundamental group of $M$ is infinite then the set $\pi^{-1}(q) \subset \tilde{M}$ is also infinite and therefore we obtain infinitely many geodesics in $\tilde{M}$ connecting $\tilde{p}$ and points of $\pi^{-1}(q)$. On the other hand, if the fundamental group of $M$ is finite then $\tilde{M}$ is again compact and by the first part of the proof we can find infinitely many geodesics in $\tilde{M}$ connecting $\tilde{p}$ and $\tilde{q}$; their projections in $M$ will provide us with an infinite set of geodesics in $M$ connecting $p$ and $q$. \hfill \Box
APPENDIX A

Thom Class and Thom Isomorphism
In this appendix we present an elementary introduction to the theory of dynamical systems. We introduce the notion of hyperbolic singularity of a vector field on a manifold and we study the stable and unstable manifolds of such singularities. We also prove the theorem of Hartman–Grobman that gives a topological characterization of the flow of a vector field near a hyperbolic singularity.

Let us fix some conventions that will be used throughout the appendix. Let $V$ be a real finite-dimensional vector space. If $A : V \rightarrow V$ is a linear endomorphism, we denote by $\sigma(A)$ the set of complex roots of the characteristic polynomial of $A$; this means that $\sigma(A)$ equals the set of eigenvalues of the complexification of $A$, which is the unique complex linear extension $A^C$ of $A$ to the complexification $V^C$ of $V$. For $\lambda \in \sigma(A) \cap \mathbb{R}$ we write:

$$ V_{\lambda}(A) = \bigcup_{k \geq 1} \ker(A - \lambda)^k, $$

and for $\lambda \in \sigma(A) \setminus \mathbb{R}$ we write:

$$ V_{\lambda}(A) = \left( \bigcup_{k \geq 1} \ker(A^C - \lambda)^k \oplus \bigcup_{k \geq 1} \ker(A^C - \bar{\lambda})^k \right) \cap V, $$

so that $V_{\lambda}(A) = V_{\bar{\lambda}}(A)$. The primary decomposition of $A$ is therefore written as:

$$ V = \bigoplus_{\lambda \in \sigma(A) \setminus \mathbb{R}, \Im(\lambda) > 0} V_{\lambda}(A), $$

where $\Im(\lambda)$ denotes the imaginary part of $\lambda$. Observe that if $A$ is symmetric with respect to some inner product of $V$ then $\sigma(A) \subset \mathbb{R}$ and $V_{\lambda}(A) = \ker(A - \lambda)$ is simply the $\lambda$-eigenspace of $A$.

We give a basic definition.

**B.1. Definition.** Let $V$ be a real finite-dimensional vector space. A linear endomorphism $A : V \rightarrow V$ is called *hyperbolic* if $\sigma(A)$ contains no purely imaginary complex numbers. The *positive* and the *negative* eigenspaces of $A$ are defined respectively by:

$$ V_+(A) = \sum_{\lambda \in \sigma(A) \setminus \mathbb{R}, \Re(\lambda) > 0} V_{\lambda}(A), \quad V_-(A) = \sum_{\lambda \in \sigma(A) \setminus \mathbb{R}, \Re(\lambda) < 0} V_{\lambda}(A), $$

where $\Re(\lambda)$ denotes the real part of $\lambda$. 
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Obviously if \( A : V \to V \) is hyperbolic we obtain the following direct sum decomposition of \( V \) in \( A \)-invariant subspaces:

\[
V = V_+ (A) \oplus V_- (A).
\]

We now prove a lemma concerning some estimates on the norm of the exponential of a linear map. We consider the spaces \( \mathbb{R}^n \) and \( \mathbb{C}^n \) endowed with their standard Euclidean norms. The norm of a linear map \( A : \mathbb{R}^n \to \mathbb{R}^n \) is defined by:

\[
\| A \| = \sup_{x \in \mathbb{R}^n, \| x \| \leq 1} \| A(x) \|,
\]

and the norm of a complex linear map \( A : \mathbb{C}^n \to \mathbb{C}^n \) is defined by:

\[
\| A \| = \sup_{x \in \mathbb{C}^n, \| x \| \leq 1} \| A(x) \|.
\]

We observe that if \( A^C : \mathbb{C}^n \to \mathbb{C}^n \) denotes the complexification of \( A : \mathbb{R}^n \to \mathbb{R}^n \) then \( \| A \| = \| A^C \| \) (see Exercise B.2).

**B.2. Lemma.** Let \( A : \mathbb{R}^n \to \mathbb{R}^n \) be a linear map and choose \( \lambda_0, \lambda_1 \in \mathbb{R} \) such that:

\[
\lambda_0 < \min_{\lambda \in \sigma(A)} \Re(\lambda) \leq \max_{\lambda \in \sigma(A)} \Re(\lambda) < \lambda_1.
\]

Then there exists a constant \( C > 0 \) such that:

\[
\| e^{tA} \| \leq Ce^{t\lambda_1}, \quad \| e^{-tA} \| \leq C e^{-t\lambda_0},
\]

for all \( t \geq 0 \).

**Proof.** Let \( A = S + N \) denote the Jordan decomposition of \( A \), i.e., \( S \) is semi-simple, \( N \) is nilpotent and \( SN = NS \). Then:

\[
e^{tA} = e^{tS} e^{tN},
\]

and:

\[
e^{tN} = I + tN + \frac{t^2 N^2}{2} + \cdots + \frac{t^n N^n}{n!},
\]

for all \( t \in \mathbb{R} \). Thus:

\[
\| e^{tN} \| \leq 1 + t\| N \| + \frac{t^2 \| N \|^2}{2} + \cdots + \frac{t^n \| N \|^n}{n!}.
\]

for all \( t \geq 0 \) and therefore for every \( \varepsilon > 0 \) we can find a constant \( C_0 > 0 \) such that:

\[
\| e^{tN} \| \leq C_0 e^{\varepsilon t},
\]

for all \( t \geq 0 \). Now \( \sigma(S) = \sigma(A) \) and \( S^C : \mathbb{C}^n \to \mathbb{C}^n \) is diagonalizable, so that we can find a complex linear isomorphism \( B : \mathbb{C}^n \to \mathbb{C}^n \) such that \( D = BS^C B^{-1} \) is a diagonal matrix whose diagonal elements belong to \( \sigma(A) \). We have:

\[
e^{tS^C} = B^{-1} e^{tD} B,
\]

and therefore, for all \( t \in \mathbb{R} \):

\[
\| e^{tS} \| = \| e^{tS^C} \| \leq \| B \| \| B^{-1} \| \| e^{tD} \|.
\]
 Obviously:
(B.4) \[ \| e^{tD} \| = \max_{\lambda \in \sigma(A)} e^{t \Re(\lambda)}, \]
for all \( t \in \mathbb{R} \). By choosing \( \varepsilon > 0 \) with \( \Re(\lambda) + \varepsilon \leq \lambda_1 \) for all \( \lambda \in \sigma(A) \), formulas (B.1), (B.2), (B.3) and (B.4) imply:
\[ \| e^{tA} \| \leq C_0 \| B \| \| B^{-1} \| e^{tA_1}, \]
for all \( t \geq 0 \). This proves the desired estimate on \( \| e^{tA} \| \). The estimate on \( \| e^{-tA} \| \)
is obtained by replacing \( A \) with \( -A \).

We now prove a preparatory lemma concerning linear ODE’s whose coefficient matrix is hyperbolic.

B.3. LEMMA. Let \( A : \mathbb{R}^n \to \mathbb{R}^n \) be a hyperbolic linear map and denote by \( \pi_+ : \mathbb{R}^n \to \mathbb{R}_+^n(A) \), \( \pi_- : \mathbb{R}^n \to \mathbb{R}_-^n(A) \) the projections corresponding to the direct sum decomposition \( \mathbb{R}^n = \mathbb{R}_+^n(A) \oplus \mathbb{R}_-^n(A) \). Then for every \( x_0 \in \mathbb{R}_+^n(A) \) and every continuous map \( u : [0, +\infty) \to \mathbb{R}^n \) with \( \lim_{t \to +\infty} u(t) = 0 \) there exists a unique solution \( x : [0, +\infty) \to \mathbb{R}^n \) of the nonhomogeneous linear ODE:

(B.5) \[ x' = Ax + u, \]
with \( \pi_-(x) = x_0 \) and \( \lim_{t \to +\infty} x(t) = 0 \).

PROOF. Denote by \( A_+ \) and \( A_- \) respectively the endomorphisms of \( \mathbb{R}_+^n(A) \) and \( \mathbb{R}_-^n(A) \) given by restrictions of \( A \) and choose \( \lambda_-, \lambda_+ \in \mathbb{R} \) such that:
\[ \max_{\lambda \in \sigma(A_-)} \Re(\lambda) < \lambda_- < 0 < \lambda_+ < \min_{\lambda \in \sigma(A_+)} \Re(\lambda). \]

For all \( t \geq 0 \) we set:
(B.6) \[ x(t) = e^{tA} \left( x_0 + \int_0^t e^{-sA} \pi_-(u(s)) \, ds - \int_t^\infty e^{-sA} \pi_+(u(s)) \, ds \right); \]
the convergence of the second integral in (B.6) follows by observing that \( u \) is bounded and that, by Lemma B.2:
\[ \| e^{-sA} \pi_+(u(s)) \| = \| e^{-sA} \pi_+(u(s)) \| \leq C e^{-s\lambda_+} \| u(s) \|, \]
for all \( s \geq 0 \) and some constant \( C > 0 \). A straightforward computation shows that \( x \) is a solution of (B.5) with \( \pi_-(x(0)) = x_0 \). In order to compute \( \lim_{t \to +\infty} x(t) \) we rewrite (B.6) as:
\[ x(t) = e^{tA} x_0 + \int_{-\infty}^{+\infty} e^{(t-s)A} \left[ \chi(t-s) \pi_-(u(s)) - \chi(s-t) \pi_+(u(s)) \right] \, ds \]
\[ (B.7) = e^{tA} x_0 + \int_{-\infty}^{+\infty} e^{sA} \left[ \chi(s) \pi_-(u(t-s)) - \chi(-s) \pi_+(u(t-s)) \right] \, ds, \]
where \( \chi : \mathbb{R} \to \mathbb{R} \) denotes the characteristic function of \([0, +\infty[\) and we write \( u(s) = 0 \) for \( s < 0 \). Since \( x_0 \in \mathbb{R}_+^n(A) \), we have:
\[ \| e^{tA} x_0 \| = \| e^{tA} x_0 \| \leq C e^{t\lambda_-} \| x_0 \|, \]
for all $t \geq 0$ and some constant $C \geq 0$. This shows that $\lim_{t \to +\infty} e^{tA}x_0 = 0$. We now compute the limit as $t \to +\infty$ of the integral in (B.7) using Lebesgue’s dominated convergence theorem. Since $\lim_{t \to +\infty} u(t) = 0$, we have:

$$\lim_{t \to +\infty} e^{sA} \left[ \chi(s)\pi_-(u(t-s)) - \chi(-s)\pi_+(u(t-s)) \right] = 0,$$

for fixed $s \in \mathbb{R}$. Moreover, for all $t \geq 0$ and $s \in \mathbb{R}$ we have:

$$\left\| e^{sA} \left[ \chi(s)\pi_-(u(t-s)) - \chi(-s)\pi_+(u(t-s)) \right] \right\| \leq \left\| \chi(s)e^{sA}\pi_-(u(t-s)) \right\| + \left\| \chi(-s)e^{sA}\pi_+(u(t-s)) \right\| \leq C \left( \chi(s)e^{s\lambda_-} + \chi(-s)e^{s\lambda_+} \right) \|u\|_{C^0},$$

for some constant $C \geq 0$, where $\|u\|_{C^0} = \sup_{s \geq 0} \|u(s)\|$. Obviously:

$$\int_{-\infty}^{+\infty} \chi(s)e^{s\lambda_-} + \chi(-s)e^{s\lambda_+} \, ds < +\infty,$$

which completes the proof that $\lim_{t \to +\infty} x(t) = 0$. Now assume that $x_1$ and $x_2$ are solutions of (B.5) with:

$$\pi_-(x_1(0)) = \pi_-(x_2(0)) = x_0$$

and $\lim_{t \to +\infty} x_1(t) = \lim_{t \to +\infty} x_2(t) = 0$. Then $x = x_1 - x_2$ is a solution of the homogeneous ODE $x' = Ax$ with $x(0) \in \mathbb{R}^n_+(A)$ and $\lim_{t \to +\infty} x(t) = 0$. Thus $x(t) = e^{tA}x(0) \in \mathbb{R}^n_+(A)$ for all $t \geq 0$ and:

$$\|x(0)\| = \|e^{-tA}x(t)\| = \|e^{-tA_+}x(t)\| \leq e^{-t\lambda_+}\|x(t)\|;$$

but $\lim_{t \to +\infty} e^{-t\lambda_+}\|x(t)\| = 0$, which proves that $x(0) = 0$ and hence $x = x_1 - x_2 \equiv 0$. \square

Now we study singularities of vector fields on manifolds. If $X : M \to TM$ is a smooth vector field on a manifold $M$ then a singularity of $X$ is a point $p \in X$ with $X(p) = 0$. At a singularity $p$ of a vector field $X$, there exists a natural way of defining a “differential” of $X$ at $p$, which is a linear endomorphism of $T_pM$ that we will denote by $\nabla X(p)$. If $M$ is an open subset of $\mathbb{R}^n$ then $\nabla X(p)$ is simply the standard differential $dX(p) : \mathbb{R}^n \to \mathbb{R}^n$. In the case of an arbitrary manifold, $\nabla X(p)$ can be defined for instance as the covariant derivative of $X$ with respect to an arbitrary connection; the fact that $p$ is a singularity implies that such covariant derivative does not depend on the choice of the connection. The linear map $\nabla X(p)$ can also be defined more directly using a local chart around $p$ or, more abstractly, looking at the double tangent bundle $TTM$. These different possibilities are discussed in Exercise B.3. We remark also that if $f : M \to \mathbb{R}$ is a smooth map on a Riemannian manifold $(M, g)$ then the singularities $p \in M$ of the gradient $X = \nabla f$ of $f$ are precisely the critical points of $f$ and that $\nabla X(p)$ is precisely the linear map that represents the Hessian of $f$ at $p$ with respect to the inner product $g_p$.
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B.4. DEFINITION. Let $X : M \to TM$ be a smooth vector field on a manifold $M$. A singularity $p \in M$ of $X$ is called hyperbolic if the linear endomorphism $\nabla X(p)$ of $T_p M$ is hyperbolic.

We remark that if $X$ is the gradient of a smooth map $f$ on a Riemannian manifold then the hyperbolic singularities of $X$ are precisely the nondegenerate critical points of $f$.

Now let $X : M \to TM$ be a fixed smooth vector field on a manifold $M$ and let $p \in M$ be a fixed hyperbolic singularity of $X$. We denote by $F : A \to M$ the flow of $X$, so that $A$ is open in $\mathbb{R} \times M$, $F$ is smooth and $t \mapsto F(t, x)$ is the maximal integral curve of $X$ with $F(0, x) = x$, for all $x \in M$. For $t \in \mathbb{R}$ we denote by $A_t$ the open subset of $M$ defined by:

$$A_t = \{ x \in M : (t, x) \in A \},$$

and by $F_t : A_t \to M$ the map $F_t = F(t, \cdot)$. Then $F_t : A_t \to A_{-t}$ is a smooth diffeomorphism for all $t \in \mathbb{R}$. The stable and the unstable manifolds of $p$ with respect to $X$ are defined respectively by:

$$W_s(p, X) = \{ x \in M : x \in A_t, \text{ for all } t \geq 0 \text{ and } \lim_{t \to +\infty} F_t(x) = p \},$$

$$W_u(p, X) = \{ x \in M : x \in A_t, \text{ for all } t \leq 0 \text{ and } \lim_{t \to -\infty} F_t(x) = p \}.$$

Obviously:

\begin{equation}
W_s(p, X) = W_u(p, -X).
\end{equation}

At this point, there is no evidence that either $W_s(p, X)$ or $W_u(p, X)$ is a manifold of some sort, but this matter will be clarified later in Proposition B.10, where it will be established that the stable and unstable manifolds are immersed submanifolds of $M$.

Due to (B.8), we will from now on only state results concerning the stable manifold. Analogous results for the unstable manifold can then be obtained by replacing $X$ with $-X$.

If $U \subset M$ is an open neighborhood of $p$, we will often need to consider the stable manifold $W_s(p, X|_U)$ of $p$ with respect to the vector field $X$ restricted to $U$.

For shortness, we will now write:

$$W_s(p) = W_s(p, X) \quad \text{and} \quad W_s(p; U) = W_s(p, X|_U).$$

Observe that $W_s(p; U)$ is in general not the same as $W_s(p) \cap U$; namely, we have:

$$W_s(p; U) = \{ x \in W_s(p) : F_t(x) \in U, \text{ for all } t \geq 0 \} \subset W_s(p) \cap U.$$

We now make a few simple remarks concerning the stable manifold and the flow of $X$ that will be used in the proofs of the results presented later on.

B.5. REMARK. For any $t \in \mathbb{R}$, the smooth diffeomorphism $F_t : A_t \to A_{-t}$ restricts to a homeomorphism from $W_s(p) \cap A_t$ onto $W_s(p) \cap A_{-t}$; thus, if $Z$ is open in $W_s(p)$ then both $F_t(Z \cap A_t)$ and $F_t^{-1}(Z) = F_{-t}(Z \cap A_{-t})$ are open in $W_s(p)$. 
B.6. Remark. The stable manifold $W_s(p)$ is arc-connected (with respect to the topology induced by $M$). Namely, given $x \in W_s(p)$ then

$$\gamma(t) = \begin{cases} F\left(\frac{t}{1-t^2}, x\right), & t \in [0, 1[ , \\ p, & t = 1, \end{cases}$$

defines a continuous curve $\gamma : [0, 1] \rightarrow W_s(p)$ connecting $x$ to $p$.

B.7. Remark. If $U, V \subset M$ are open neighborhoods of $p$ then obviously:

(B.9) $W_s(p; U) \cap W_s(p; V) = W_s(p; U \cap V)$.

It is also easy to check that for any open neighborhood $U \subset M$ of $p$ and for any $t \in \mathbb{R}$ we have:

(B.10) $F_t(W_s(p; U) \cap A_t) = W_s(p; F_t(U \cap A_t)),$

(B.11) $F_t^{-1}(W_s(p; U)) = W_s(p; F_t^{-1}(U)).$

Moreover:

(B.12) $W_s(p) = \bigcup_{t \geq 0} F_t^{-1}(W_s(p; U)) = \bigcup_{t \geq 0} W_s(p; F_t^{-1}(U));$

namely, if $x \in W_s(p)$ then, by definition, there exists $t_0 \geq 0$ with $F_t(x) \in U$ for all $t \geq t_0$. This means that $F_{t_0}(x) \in W_s(p; U)$. Observe that the union in (B.12) is monotone, i.e., for $0 \leq t \leq s$, we have:

$$F_t^{-1}(W_s(p; U)) \subset F_s^{-1}(W_s(p; U)).$$

Now we look at the local structure of the stable manifold.

B.8. Lemma. There exists an open neighborhood $U \subset M$ of $p$ such that:

- $W_s(p; U)$ is an embedded submanifold of $M$ whose tangent space at $p$ is equal to the negative eigenspace of $\nabla_X(p)$;
- if $V \subset M$ is an open neighborhood of $p$ contained in $U$ then $W_s(p; V)$ is open in $W_s(p; U)$ (and in particular $W_s(p; V)$ is also an embedded submanifold of $M$).

Proof. By choosing a local chart around $p$, we may assume without loss of generality that $M$ is an open neighborhood of the origin in $\mathbb{R}^n$ and that $p = 0$. For shortness, we denote by $\mathbb{R}^n_+$ and $\mathbb{R}^n_-$ respectively the positive and the negative eigenspaces of $dX(0) : \mathbb{R}^n \rightarrow \mathbb{R}^n$ and by $\pi_+$ and $\pi_-$ the respective projections with respect to the direct sum decomposition $\mathbb{R}^n = \mathbb{R}^n_+ \oplus \mathbb{R}^n_-.$

The strategy is to use the implicit function theorem for maps on Banach spaces. We denote by $E^0$ the Banach space of continuous maps $\gamma : [0, +\infty) \rightarrow \mathbb{R}^n$ such that $\lim_{t \rightarrow +\infty} \gamma(t) = 0$, endowed with the norm $\|\gamma\|_{C^0} = \sup_{t \geq 0} \|\gamma(t)\|$; by $E^1$ we denote the Banach space of $C^1$ maps $\gamma : [0, +\infty) \rightarrow \mathbb{R}^n$ such that:

$$\lim_{t \rightarrow +\infty} \gamma(t) = \lim_{t \rightarrow +\infty} \gamma'(t) = 0,$$
endowed with the norm \( \|\gamma\|_{C^1} = \|\gamma\|_{C^0} + \|\gamma'\|_{C^0} \). If \( U \subset \mathbb{R}^n \) is an open neighborhood of the origin we write:

\[
E^k(U) = \{ \gamma \in E^k : \text{Im}(\gamma) \subset U \},
\]

so that \( E^k(U) \) is an open subset of \( E^k \), for \( k = 0, 1 \).

Consider the map:

\[
\phi : \mathbb{R}^n_+ \times E^1(M) \ni (x_0, \gamma) \mapsto (\pi_-(\gamma(0)) - x_0, \gamma' - X \circ \gamma) \in \mathbb{R}^n_+ \times E^0.
\]

The map \( \phi \) is smooth and the partial derivative \( \frac{\partial \phi}{\partial \gamma} \) at the origin is given by:

\[
\frac{\partial \phi}{\partial \gamma}(0, 0) v = (\pi_-(v(0)), \gamma' - dX(0) \circ v),
\]

for all \( v \in E^1 \). Lemma B.3 implies that \( \frac{\partial \phi}{\partial \gamma}(0, 0) \) is an isomorphism and thus, by the implicit function theorem, we can find \( r_1, r_2 > 0 \) and a smooth map:

\[
\sigma : B(0, r_1; \mathbb{R}^n_+) \to B(0, r_2; E^1)
\]

such that \( B(0, r_1; \mathbb{R}^n_+) \times B(0, r_2; E^1) \subset \mathbb{R}^n_+ \times E^1(M) \) and:

\[
(B(0, r_1; \mathbb{R}^n_+) \times B(0, r_2; E^1)) \cap \phi^{-1}(0) = \text{Gr}(\sigma),
\]

where \( B(0, r; \mathcal{X}) \) denotes the open ball of center 0 and radius \( r \) of a normed space \( \mathcal{X} \) and \( \text{Gr}(\sigma) \) denotes the graph of \( \sigma \). Observe that \( \sigma(0) = 0 \) and that for all \( h \in \mathbb{R}^n_+ \):

\[
\text{d} \sigma(0) h = -\left[ \frac{\partial \phi}{\partial \gamma}(0, 0) \right]^{-1} \frac{\partial \phi}{\partial x_0}(0, 0) h = v,
\]

where \( v : [0, +\infty[ \to \mathbb{R}^n_+ \) is the unique solution of the ODE \( v' = dX(0) \circ v \) with \( \pi_-(v(0)) = h \) and \( \lim_{t \to +\infty} v(t) = 0 \). From the proof of Lemma B.3 (see (B.6)) it is clear that \( v \) is given by:

\[
v(t) = e^{t dX(0)} h.
\]

We now choose \( U \subset M \) to be an open neighborhood of the origin such that:

\[
\sup_{x \in U} \|x\| < \frac{r_2}{2}, \quad \sup_{x \in U} \|X(x)\| < \frac{r_2}{2}, \quad \sup_{x \in U} \|\pi_-(x)\| < r_1;
\]

observe that if \( \gamma : [0, +\infty[ \to \mathbb{R}^n \) is an integral curve of \( X \) with \( \text{Im}(\gamma) \subset U \) and \( \lim_{t \to +\infty} \gamma(t) = 0 \) then \( \pi_- (\gamma(0)) \in B(0, r_1; \mathbb{R}^n_+) \) and \( \gamma \in B(0, r_2; E^1) \). This means that:

\[
W_s(0; U) = \{ \gamma(0) : \gamma \in E^1(U) \text{ and } (\pi_-(\gamma(0)), \gamma) \in \text{Gr}(\sigma) \}.
\]

We may thus write \( W_s(0; U) \) as the graph of a smooth map; more specifically, let \( \eta : B(0, r_1; \mathbb{R}^n_+) \to \mathbb{R}^n_+ \) be the smooth map defined by:

\[
\eta(x_0) = \pi_+(\gamma(0)),
\]

where \( \gamma = \sigma(x_0) \). From (B.13) and (B.14) we see that \( d\eta(0) = 0 \). Moreover, from (B.15) we get:

\[
W_s(0; U) = \text{Gr}(\eta|_{\sigma^{-1}(E^1(U))}),
\]
where \( \sigma^{-1}(E^{1}(U)) \) is an open subset of \( B(0, r_1; R^n) \). This proves that \( W_{s}(0; U) \) is an embedded submanifold of \( R^n \) whose tangent space at 0 is \( \text{Gr}(d\eta(0)) = R^n\). Moreover, if \( V \supset 0 \) is an open subset of \( U \) then:

\[
W_{s}(0; V) = \text{Gr}(\eta|_{\sigma^{-1}(E^{1}(V))}),
\]

which proves that \( W_{s}(0; V) \) is open in \( W_{s}(0; U) \), because \( \sigma^{-1}(E^{1}(V)) \) is open in \( B(0, r_1; R^n) \).

**B.9. REMARK.** Choose \( U \) as in the statement of Lemma B.8. Given \( t \in R \) and an open neighborhood \( Z \subset M \) of \( p \) contained in \( F^{-1}_{t}(U) \) then \( W_{s}(p; Z) \) is open in \( W_{s}(p; F_{t}^{-1}(U)) = F_{t}^{-1}(W_{s}(p; U)) \) (recall (B.11)). Namely, we have \( Z = F_{t}^{-1}(F_{t}(Z)) \) and thus (B.11) implies:

\[
W_{s}(p; Z) = F_{t}^{-1}(W_{s}(p; F_{t}(Z))).
\]

But \( F_{t}(Z) \) is an open neighborhood of \( p \) contained in \( U \) and thus \( W_{s}(p; F_{t}(Z)) \) is open in \( W_{s}(p; U) \); finally, the continuity of \( F_{t} \) implies that \( F_{t}^{-1}(W_{s}(p; F_{t}(Z))) \) is open in \( F_{t}^{-1}(W_{s}(p; U)) \).

We can now prove that \( W_{s}(p) \) is an immersed submanifold of \( M \). We adopt the following terminology; if \( N \) is an immersed submanifold of \( M \), then by the manifold topology of \( N \) we mean the topology induced by the atlas of \( N \). Such topology is finer than the induced topology of \( N \), which is the topology \( N \) inherits from \( M \).

**B.10. PROPOSITION.** There exists a unique manifold structure on \( W_{s}(p) \) such that \( W_{s}(p) \) is an immersed submanifold of \( M \) and such that, for every open neighborhood \( V \subset M \) of \( p \), \( W_{s}(p; V) \) is open in \( W_{s}(p) \) with respect to the manifold topology. Moreover, the following statements hold:

1. the tangent space of \( W_{s}(p) \) at \( p \) is equal to the negative eigenspace of \( \nabla X(p) \);
2. the vector field \( X \) restricts to a smooth vector field on \( W_{s}(p) \);
3. for \( x \in W_{s}(p) \), the maximal integral curve of \( X \) passing through \( x \) equals the maximal integral curve of \( X|_{W_{s}(p)} \) passing through \( x \);
4. \( p \) is a hyperbolic singularity of \( X|_{W_{s}(p)} \) whose stable manifold is equal to \( W_{s}(p) \);
5. \( W_{s}(p) \) is arc-connected with respect to the manifold topology.

**PROOF.** Choose \( U \subset M \) as in the statement of Lemma B.8. Then \( W_{s}(p; U) \) is an embedded submanifold of \( M \) and for all \( t \geq 0 \), since \( F_{t} \) is a smooth diffeomorphism between open subsets of \( M \), it follows that also \( F_{t}^{-1}(W_{s}(p; U)) \) is an embedded submanifold of \( M \). By (B.12) we see then that \( W_{s}(p) \) is a monotone union of embedded submanifolds of \( M \). Our strategy now is to use the result of Exercise B.1 to construct the manifold structure of \( W_{s}(p) \). First, observe that the union in (B.12) can be taken over \( t \in \mathbb{N} \), i.e., it can be replaced by a countable union. Now we show that, for \( 0 \leq t \leq s \), the set \( F_{t}^{-1}(W_{s}(p; U)) \) is open in
\( F_t^{-1}(W_s(p; U)) \). Using (B.9) and (B.11) we compute:

\[
F_t^{-1}(W_s(p; U)) = F_t^{-1}(W_s(p; U)) \cap F_s^{-1}(W_s(p; U)) \\
= W_s(p; F_t^{-1}(U)) \cap W_s(p; F_s^{-1}(U)) = W_s(p; F_t^{-1}(U) \cap F_s^{-1}(U)).
\]

Since \( F_t^{-1}(U) \cap F_s^{-1}(U) \) is an open neighborhood of \( p \) in \( M \) contained in \( F_s^{-1}(U) \), by Remark B.9, we know that \( W_s(p; F_t^{-1}(U) \cap F_s^{-1}(U)) = F_t^{-1}(W_s(p; U)) \) is open in \( F_s^{-1}(W_s(p; U)) \). So far, we have proven the following facts:

- there exists a manifold structure on \( W_s(p) \) such that \( W_s(p) \) is an immersed submanifold of \( M \) and such that, for all \( t \geq 0 \), \( W_s(p; F_t^{-1}(U)) \) is open in \( W_s(p) \) with respect to the manifold topology;
- there exists at most one manifold structure on \( W_s(p) \) such that \( W_s(p) \) is an immersed submanifold of \( M \) and such that, for every open neighborhood \( V \subset M \) of \( p \), \( W_s(p; V) \) is open in \( W_s(p) \) with respect to the manifold topology.

To complete the proof of the first part of the statement of the proposition, we consider an open neighborhood \( V \subset M \) of \( p \) and we show that \( W_s(p; V) \) is open in \( W_s(p) \) with respect to the manifold topology. From (B.9) and (B.12) we obtain:

\[
(B.16) \quad W_s(p; V) = \bigcup_{t \geq 0} W_s(p; V) \cap W_s(p; F_t^{-1}(U)) = \bigcup_{t \geq 0} W_s(p; V \cap F_t^{-1}(U)).
\]

Since \( V \cap F_t^{-1}(U) \) is an open neighborhood of \( p \) contained in \( F_t^{-1}(U) \), by Remark B.9 we obtain that \( W_s(p; V \cap F_t^{-1}(U)) \) is open in \( W_s(p; F_t^{-1}(U)) \). But \( W_s(p; F_t^{-1}(U)) \) is open in \( W_s(p) \) with respect to the manifold topology; moreover, \( W_s(p; F_t^{-1}(U)) \) inherits the same topology from \( M \) and from the manifold topology of \( W_s(p) \). This shows that \( W_s(p; V \cap F_t^{-1}(U)) \) is open in \( W_s(p) \) with respect to the manifold topology and hence, by (B.16), \( W_s(p; V) \) is also open in \( W_s(p) \) with respect to the manifold topology. This completes the proof of the first part of the statement of the proposition. Moreover, since \( W_s(p; U) \) is an open submanifold of \( W_s(p) \), statement (1) follows directly from Lemma B.8. We now prove statements (2)—(5).

Let \( x \in W_s(p) \) be fixed and denote by \( \gamma : I \to M \) the maximal integral curve of \( X \) with \( \gamma(0) = x \). Obviously \( \gamma(I) \) is contained in \( W_s(p) \), but it is not clear in principle that \( \gamma : I \to W_s(p) \) is smooth. We argue as follows; since \( \lim_{t \to +\infty} \gamma(t) = p \), we have \( \gamma(t) \in U \) for \( t \) sufficiently large and thus, given a bounded subinterval \( I' \subset I \), we can find \( t \geq 0 \) large enough so that \( \gamma(I') \) is contained in \( F_t^{-1}(W_s(p; U)) \). Since \( F_t^{-1}(W_s(p; U)) \) is an embedded submanifold of \( M \) and an open submanifold of \( W_s(p) \), we get that \( \gamma|_{I'} : I' \to W_s(p) \) is smooth. Since \( I' \subset I \) is an arbitrary bounded subinterval, we obtain that \( \gamma : I \to W_s(p) \) is smooth. Observe that, in particular, \( \gamma'(0) = X(x) \) is in \( T_x W_s(p) \). We have thus proven statements (2) and (3) (see Exercise B.4).

To prove statement (4), observe first that \( p \) is obviously a singularity of \( X|_{W_s(p)} \) and that \( \nabla(X|_{W_s(p)})(p) \) is equal to the restriction of \( \nabla X(p) \) to \( T_p W_s(p) \), which is equal to the negative eigenspace of \( \nabla X(p) \). Thus \( p \) is a hyperbolic singularity of
$X|_{W_s(p)}$. To prove that $W_s(p)$ is the stable manifold of $p$ with respect to $X|_{W_s(p)}$, we have to show that for every $x \in W_s(p)$, we have $\lim_{t \to +\infty} F_t(x) = p$ with respect to the manifold topology of $W_s(p)$. We know that $\lim_{t \to +\infty} F_t(x) = p$ with respect to the topology of $M$. But $F_t(x) \in W_s(p; U)$ for $t$ sufficiently large and $W_s(p; U)$ inherits the same topology from $M$ and from the manifold topology of $W_s(p)$. Thus $\lim_{t \to +\infty} F_t(x) = p$ with respect to the manifold topology of $W_s(p)$. This proves statement (4). Finally, now that the continuity of $t \mapsto F_t(x)$ and the limit $\lim_{t \to +\infty} F_t(x) = p$ have been established with respect to the manifold topology of $W_s(p)$, statement (5) follows using the same argument used in Remark B.6. 

We now study conditions under which the stable manifold is embedded in $M$.

**B.11. Proposition.** The following conditions are equivalent:

1. $W_s(p)$ is an embedded submanifold of $M$;
2. for every open neighborhood $V \subset M$ of $p$, $W_s(p; V)$ is open in $W_s(p)$ with respect to the induced topology;
3. every open neighborhood $V \subset M$ of $p$ contains an open neighborhood $Z \subset M$ of $p$ such that $W_s(p; Z)$ is open in $W_s(p)$ with respect to the induced topology;
4. every open neighborhood $V \subset M$ of $p$ contains an open neighborhood $Z \subset M$ of $p$ such that $W_s(p; Z) = W_s(p) \cap Z$;
5. there exists an open neighborhood $V \subset M$ of $p$ such that $W_s(p) \cap V$ is an embedded submanifold of $M$.

**Proof.**

1)$\Rightarrow$2). Since $W_s(p)$ is an embedded submanifold of $M$, the manifold structure given to $W_s(p)$ by Proposition B.10 must coincide with the one that makes $W_s(p)$ embedded in $M$. This proves (2).

2)$\Rightarrow$3). Trivial.

3)$\Rightarrow$4). Let $V \subset M$ be an open neighborhood of $p$; by (3), there exists an open neighborhood $V_0 \subset V$ of $p$ such that $W_s(p; V_0)$ is open in $W_s(p)$ with respect to the induced topology. Thus, there exists an open subset $V_1 \subset M$ such that $W_s(p; V_0) = W_s(p) \cap V_1$. Then $V_1 \subset M$ is an open neighborhood of $p$ and it is easy to see that $W_s(p; V_0) \subset W_s(p; V_1)$; setting $Z = V_1 \cap V$, we obtain:

$$W_s(p; Z) \subset W_s(p) \cap Z = W_s(p) \cap V_1 \cap V = W_s(p; V_0) \cap V = W_s(p; V_0) \subset W_s(p; V_1) \subset W_s(p; Z),$$

which proves that $W_s(p; Z) = W_s(p) \cap Z$.

4)$\Rightarrow$5). Choose $U$ as in the statement of Lemma B.8. By (4), we can find an open neighborhood $Z \subset U$ of $p$ such that $W_s(p; Z) = W_s(p) \cap Z$. But $Z \subset U$ implies that $W_s(p; Z)$ is an embedded submanifold of $M$. 

Thus, for $B$ and $f$:

$$W_s(p) = \bigcup_{t \geq 0} F_t^{-1}(W_s(p) \cap V),$$

and since $F_t$ is a smooth diffeomorphism between open subsets of $M$, we have that $F_t^{-1}(W_s(p) \cap V)$ is an embedded submanifold of $M$ for all $t \geq 0$. But $F_t^{-1}(W_s(p) \cap V)$ is open in $W_s(p)$ with respect to the induced topology (recall Remark B.5), which proves that $W_s(p)$ is embedded in $M$.

We now study the case that $(M, g)$ is a Riemannian manifold and that $X = \nabla f$ is the gradient of a smooth map $f : M \to \mathbb{R}$. As we have already observed, the fact that $p$ is a hyperbolic singularity of $X$ means that $p$ is a nondegenerate critical point of $f$; moreover, $g(\nabla X(p), \cdot) = \text{Hess}_p$. Our goal is to show that $W_s(p)$ is always embedded in $M$, if $X$ is a gradient. We start with the following preparatory lemma.

**B.12. Lemma.** If $X = \nabla f$ and $p \in M$ is a nondegenerate critical point of $f : M \to \mathbb{R}$ with $f(p) = c \in \mathbb{R}$ then, given an open neighborhood $V \subset M$ of $p$, we can find a smooth chart $\varphi : Z \to B(0, r; \mathbb{R}^k)$ on the manifold $W_s(p)$ with $p \in Z \subset V$ and

$$f(x) = c - \|\varphi(x)\|^2,$$

for all $x \in Z$. Moreover, for $\varepsilon \in [0, r^2[$ we have:

$$f^{-1}\left([c - \varepsilon, +\infty]\right) \cap W_s(p) \subset Z \subset V.$$

In particular, $\varphi$ restricts to a homeomorphism between $f^{-1}\left([c - \varepsilon, +\infty]\right) \cap W_s(p)$ and $B[0, \sqrt{\varepsilon}; \mathbb{R}^k]$ that carries $f^{-1}(c - \varepsilon) \cap W_s(p)$ to the sphere $S[0, \sqrt{\varepsilon}; \mathbb{R}^k]$ (see Remark B.13 below).

**Proof.** We already know (by Proposition B.10) that $W_s(p)$ is an immersed submanifold of $M$; thus, $f$ restricts to a smooth map $f|_{W_s(p)}$ on the manifold $W_s(p)$. Since $T_pW_s(p)$ is the negative eigenspace of $\text{Hess}_p$, the existence of the chart $\varphi$ in $W_s(p)$ follows directly from the Morse Lemma.

Now choose $\varepsilon > 0$ with $\varepsilon < r^2$. We will show that the set:

$$f^{-1}\left([c - \varepsilon, +\infty]\right) \cap W_s(p) = f^{-1}\left([c - \varepsilon, c]\right) \cap W_s(p)$$

is contained in $Z$ (and hence in $V$). Choose $x \in W_s(p)$ with $f(x) = c - \varepsilon$ and assume by contradiction that $x \notin Z$. Let $\gamma : I \to M$ denote the maximal integral curve of $X$ such that $\gamma(0) = x$. From Proposition B.10 we know that the map $\gamma : I \to W_s(p)$ is continuous when $W_s(p)$ is endowed with the manifold topology and that $\lim_{t \to +\infty} \gamma(t) = p$ also with respect to the manifold topology of $W_s(p)$. Thus, for $t$ sufficiently large, we have $\gamma(t) \in Z$ and $f(\gamma(t)) > c - \varepsilon$. But $\gamma(t) \in Z$ and $f(\gamma(t)) \geq c - \varepsilon$ imply $\gamma(t) \in \varphi^{-1}(B(0, \sqrt{\varepsilon}; \mathbb{R}^k))$. Since $\gamma(0) = x$ is not in $\varphi^{-1}(B(0, \sqrt{\varepsilon}; \mathbb{R}^k))$, it follows from the result of Exercise B.5 that there must exist $t > 0$ with $\gamma(t) \in Z$ and $\|\varphi(\gamma(t))\| = \varepsilon$. Thus:

$$f(\gamma(t)) = c - \varepsilon \leq f(\gamma(0)),$$
contradicting the fact that \( f \circ \gamma \) is strictly increasing. \( \square \)

**B.13. Remark.** From the proof of Lemma B.12 we know that \( Z \) is open in \( W_s(p) \) with respect to the manifold topology and that \( \varphi : Z \to B(0, r; \mathbb{R}^k) \) is a homeomorphism if \( Z \) is endowed with the manifold topology of \( W_s(p) \). However, in Theorem B.14 below we will see that \( W_s(p) \) is embedded in \( M \) and thus the manifold topology of \( W_s(p) \) coincides with the induced topology.

We can now prove that the stable manifold is embedded in the case of gradient vector fields.

**B.14. Theorem.** Let \((M, g)\) be a Riemannian manifold, \( f : M \to \mathbb{R} \) be a smooth map and \( p \in M \) be a nondegenerate critical point of \( f \). Then \( W_s(p, \nabla f) \) is a connected embedded submanifold of \( M \) whose tangent space at \( p \) equals the negative eigenspace of the linear endomorphism of \( T_p M \) that represents \( \text{Hess} f_p \) with respect to the inner product \( g_p \).

**Proof.** We will prove that condition (4) in the statement of Proposition B.11 holds. Let \( V \subset M \) be an open neighborhood of \( p \). Set \( c = f(p) \) and choose \( \varepsilon > 0 \) as in the statement of Lemma B.12. Setting \( Z = f^{-1}(c - \varepsilon, +\infty) \cap V \) then, since \( f \) is increasing in the flow lines of \( \nabla f \), it is easy to see that \( W_s(p; Z) = W_s(p) \cap Z \). Thus, \( W_s(p) \) is an embedded submanifold of \( M \). The other claims in the statement of the theorem follow from Proposition B.10. \( \square \)

Our goal now is to give a topological characterization of the flow of a vector field near a hyperbolic singularity. We need some definitions.

**B.15. Definition.** Let \( X : M \to TM, Y : N \to TN \) be smooth vector fields on manifolds \( M, N \), and let \( f : M \to N \) be a continuous map. We say that \( Y \) is \( f \)-related to \( X \) if \( f \) carries the flow of \( X \) to the flow of \( Y \), i.e., if for every integral curve \( \gamma : I \to M \) of \( X \), \( f \circ \gamma \) is an integral curve of \( Y \). If there exists a homeomorphism \( f : M \to N \) such that \( Y \) is \( f \)-related to \( X \), we say that \( X \) and \( Y \) are topologically conjugated.

A few simple facts concerning the definition above are discussed in Exercise B.6.

Our goal is to prove the following:

**B.16. Theorem (Hartman–Grobman).** Let \( X : M \to TM \) be a smooth vector field on a manifold \( M \) and let \( p \in M \) be a hyperbolic singularity of \( X \). Then there exists an open neighborhood \( U \subset M \) of \( p \) and an open neighborhood \( \bar{U} \subset T_p M \) of the origin such that \( X|_U \) is topologically conjugated to the (restricted) linear vector field \( \nabla X(p)|_{\bar{U}} \).

The proof of Theorem B.16 will take some work. We need several preliminary lemmas. To keep the reader motivated throughout the process, we present below an outline of the proof.

**Sketch of the proof of Theorem B.16.** Using a local chart around \( p \), one can obviously assume that \( M \) is an open subset of \( \mathbb{R}^n \) and that \( p = 0 \). The flow at time
t of the linear vector field $A = dX(0) : \mathbb{R}^n \to \mathbb{R}^n$, is given by the linear isomorphism $e^{tA}$. Since $A$ has no purely imaginary eigenvalues, the isomorphism $e^{tA}$ has no eigenvalues on the unit circle for $t \neq 0$; isomorphisms with such property will be called hyperbolic isomorphisms. Using the implicit function theorem on Banach spaces in a suitable way, we prove that small $C^1$-perturbations of a hyperbolic isomorphism $L : \mathbb{R}^n \to \mathbb{R}^n$ are topologically conjugated in the sense that given two such perturbations $L + \phi_1$, $L + \phi_2$ we can find a homeomorphism $h : \mathbb{R}^n \to \mathbb{R}^n$ such that $h(L + \phi_2)h^{-1} = L + \phi_1$; actually, $h$ is shown to be unique is a small $C^0$-neighborhood of the identity map. We then replace the vector field $X$ by a global vector field $\hat{X} : \mathbb{R}^n \to \mathbb{R}^n$ which equals $X$ in a small neighborhood of the origin and equals $A$ far from the origin; $\hat{X}$ is also chosen so that its flow-at-time-one-map $\hat{F}_1 : \mathbb{R}^n \to \mathbb{R}^n$ is $C^1$-close to $L = e^A$. Thus, we know that $\hat{F}_1$ is topologically conjugated to $L$ by a homeomorphism $h : \mathbb{R}^n \to \mathbb{R}^n$; we then show that $h$ actually carries the entire flow of $\hat{X}$ to the flow $t \mapsto e^{tA}$ of $A$. Since $\hat{X}$ equals $X$ near the origin, the proof is completed.

We now give the details of the proof. First, a formal definition.

**B.17. Definition.** Let $V$ be a real finite-dimensional vector space. A linear isomorphism $L : V \to V$ is called a hyperbolic isomorphism if there is no $\lambda \in \sigma(L)$ with $|\lambda| = 1$. If $L : V \to V$ is a hyperbolic isomorphism, we have the following direct sum decomposition of $V$ into $L$-invariant subspaces:

$$V = V_u(L) \oplus V_s(L),$$

where:

$$V_u(L) = \sum_{\lambda \in \sigma(L), |\lambda| > 1} V_\lambda(L), \quad V_s(L) = \sum_{\lambda \in \sigma(L), |\lambda| < 1} V_\lambda(L).$$

We have thus the following:

**B.18. Lemma.** If $A : \mathbb{R}^n \to \mathbb{R}^n$ is a hyperbolic linear map then $L = e^A$ is a hyperbolic isomorphism.

**Proof.** Using the Jordan decomposition of $A$ (see the proof of Lemma B.2) it is easy to see that:

$$\sigma(L) = \{ e^\lambda : \lambda \in \sigma(A) \}.$$

The conclusion follows. □

As explained in the sketch of the proof of Theorem B.16, we will use the implicit function theorem on Banach spaces to prove that small $C^1$-perturbations of a hyperbolic isomorphism are topologically conjugated; when verifying the hypothesis of the implicit function theorem, we will need some tools from linear algebra that are given below.

**B.19. Lemma.** Given a linear map $L : \mathbb{R}^n \to \mathbb{R}^n$ and a real number $a$ with $a > \max_{\lambda \in \sigma(L)} |\lambda|$ then there exists a norm $\| \cdot \|$ on $\mathbb{R}^n$ such that:

$$\|L\|' = \sup_{\|v\|' \leq 1} \|L(v)\|' \leq a.$$
PROOF. Let $L = S + N$ be the Jordan decomposition of $L$, so that $S$ is semi-simple, $N$ is nilpotent and $SN = NS$. Let $B : \mathbb{C}^n \to \mathbb{C}^n$ be a complex linear isomorphism such that $D = BS^C B^{-1} : \mathbb{C}^n \to \mathbb{C}^n$ is diagonal (with diagonal elements in $\sigma(L)$). Define a norm $\| \cdot \|^{\diamond}$ on $\mathbb{C}^n$ by:

$$\| x \|^{\diamond} = \| B(x) \|, \quad x \in \mathbb{C}^n,$$

where $\| \cdot \|$ denotes the usual Euclidean norm on $\mathbb{C}^n$. We denote also by $\| \cdot \|^{\diamond}$ the norm on $\mathbb{R}^n$ obtained by taking the restriction of $\| \cdot \|^{\diamond}$. One checks easily that:

$$\| S \|^{\diamond} \leq \| SC \|^{\diamond} = \| D \| = \sup_{\lambda \in \sigma(L)} |\lambda|.$$

Now choose $\varepsilon > 0$ with $\sup_{\lambda \in \sigma(L)} |\lambda| + \varepsilon \leq a$ and define the norm $\| \cdot \|'$ on $\mathbb{R}^n$ by setting:

$$\| x \|' = \sum_{k=0}^{+\infty} \frac{1}{\varepsilon^k} \| N^k(x) \|^{\diamond} = \sum_{k=0}^{n-1} \frac{1}{\varepsilon^k} \| N^k(x) \|^{\diamond}, \quad x \in \mathbb{R}^n.$$

If $x \in \mathbb{R}^n$, $\| x \|' \leq 1$ we compute:

$$\| N(x) \|' = \varepsilon \sum_{k=1}^{n-1} \frac{1}{\varepsilon^k} \| N^k(x) \|^{\diamond} \leq \varepsilon,$$

$$\| S(x) \|' = \sum_{k=0}^{n-1} \frac{1}{\varepsilon^k} \| SN^k(x) \|^{\diamond} \leq \sup_{\lambda \in \sigma(L)} |\lambda|.$$

Hence:

$$\| L \|' = \| S + N \|' \leq \| S \|' + \| N \|' \leq \sup_{\lambda \in \sigma(L)} |\lambda| + \varepsilon \leq a. \quad \square$$

Let us introduce some notation. Denote by $C^0_{bu}(\mathbb{R}^n)$ the Banach space of all uniformly continuous bounded maps $u : \mathbb{R}^n \to \mathbb{R}^n$ endowed with the norm:

$$\| u \|_{C^0} = \sup_{x \in \mathbb{R}^n} \| u(x) \|;$$

by $C^1_{bu}(\mathbb{R}^n)$ we denote the Banach space of all bounded maps $u : \mathbb{R}^n \to \mathbb{R}^n$ of class $C^1$ such that $du : \mathbb{R}^n \to \text{Lin}(\mathbb{R}^n)$ is bounded and uniformly continuous. The space $C^1_{bu}(\mathbb{R}^n)$ is endowed with the norm:

$$\| u \|_{C^1} = \sup_{x \in \mathbb{R}^n} \| u(x) \| + \sup_{x \in \mathbb{R}^n} \| du(x) \|.$$

Observe that each $u \in C^1_{bu}(\mathbb{R}^n)$ is Lipschitz (and hence uniformly continuous) because $du$ is bounded.

B.20. LEMMA. Let $L : \mathbb{R}^n \to \mathbb{R}^n$ be a hyperbolic isomorphism. The linear map:

(B.17) \[ C^0_{bu}(\mathbb{R}^n) \ni u \mapsto u \circ L - L \circ u \in C^0_{bu}(\mathbb{R}^n) \]

is an isomorphism.
PROOF. For shortness, we set $R^0_u = R^0(L)$, $R^0_s = R^0_s(L)$ and we denote by $L_u$, $L_s$ respectively the linear isomorphisms of $R^0_u$ and $R^0_s$ obtained by taking restrictions of $L$. We can write the Banach space $C^0_{bu}(R^n)$ as the direct sum of two closed subspaces as follows:

$$C^0_{bu}(R^n) = C^0_{bu}(R^n, R^n_u) \oplus C^0_{bu}(R^n, R^n_s),$$

where:

$$C^0_{bu}(R^n, R^n_u) = \{ u \in C^0_{bu}(R^n) : \text{Im}(u) \subset R^n_u \},$$

$$C^0_{bu}(R^n, R^n_s) = \{ u \in C^0_{bu}(R^n) : \text{Im}(u) \subset R^n_s \}.$$

The subspaces $C^0_{bu}(R^n, R^n_u)$, $C^0_{bu}(R^n, R^n_s)$ are invariant by (B.17); thus, the proof of the lemma will be completed once we show that the maps:

(B.18) $C^0_{bu}(R^n, R^n_u) \ni u \mapsto u \circ L - L_u \circ u \in C^0_{bu}(R^n, R^n_u)$,

(B.19) $C^0_{bu}(R^n, R^n_s) \ni u \mapsto u \circ L - L_s \circ u \in C^0_{bu}(R^n, R^n_s)$,

obtained by taking restrictions of (B.17) are isomorphisms. We have:

$$u \circ L - L_u \circ u = L_u \circ (L_u^{-1} \circ u \circ L - u)$$

and thus, to prove that (B.18) is an isomorphism, it suffices to prove that

(B.20) $C^0_{bu}(R^n, R^n_u) \ni u \mapsto L_u^{-1} \circ u \circ L - u \in C^0_{bu}(R^n, R^n_u)$

is an isomorphism. But (B.20) is a perturbation of the identity by the map:

(B.21) $C^0_{bu}(R^n, R^n_u) \ni u \mapsto L_u^{-1} \circ u \circ L \in C^0_{bu}(R^n, R^n_u)$;

the idea is to find a norm on $C^0_{bu}(R^n, R^n_u)$, equivalent to $\| \cdot \|_{C^0}$, such that the norm of (B.21) is smaller than 1. This will prove that (B.20) (and hence (B.18)) is an isomorphism. Since $\sigma(L_u) \subset \mathbb{C}$ is contained in the complement of the unit closed ball, $\sigma(L_u^{-1})$ is contained in the open unit ball and thus, by Lemma B.19, we can find a norm $\| \cdot \|'$ on $R^n_u$ such that $\|L_u^{-1}\|' < 1$. Then, the norm:

$$\|u\|_{C^0} = \sup_{x \in R^n} \|u(x)\|,'$$

on $C^0_{bu}(R^n, R^n_u)$ is equivalent to $\| \cdot \|_{C^0}$ and it is easy to see that, with respect to $\| \cdot \|_{C^0}$, the operator (B.21) has norm smaller than 1. The proof that (B.19) is an isomorphism is similar; one writes:

$$u \circ L - L_s \circ u = (u - L_s \circ u \circ L^{-1}) \circ L,$$

and then it is possible to choose a norm $\| \cdot \|'$ on $R^n_s$ such that $\|L_s\|' < 1$. The conclusion follows. □

We now prove that $C^1$-small perturbations of a hyperbolic isomorphisms are topologically conjugated.

B.21. LEMMA. Given a hyperbolic isomorphism $L : R^n \to R^n$, there exists $\varepsilon > 0$ and $\delta > 0$ with the following property: given $\phi \in C^1_{bu}(R^n)$ with $\|\phi\|_{C^1} < \varepsilon$ there exists a unique $u \in C^0_{bu}(R^n)$ with $\|u\|_{C^0} < \delta$ and:

(B.22) $(\text{Id} + u) \circ (L + \phi) = L \circ (\text{Id} + u)$. 
Moreover, for such $u$, the map $\text{Id} + u : \mathbb{R}^n \to \mathbb{R}^n$ is a homeomorphism.

**Proof.** Consider the map:

$$F : C^1_{\text{bu}}(\mathbb{R}^n) \times C^1_{\text{bu}}(\mathbb{R}^n) \times C^0_{\text{bu}}(\mathbb{R}^n) \to C^0_{\text{bu}}(\mathbb{R}^n),$$

given by:

$$F(\phi_1, \phi_2, u) = (\text{Id} + u) \circ (L + \phi_1) - (L + \phi_2) \circ (\text{Id} + u).$$

Then (B.22) is equivalent to $F(\phi, 0, u) = 0$. We can rewrite $F$ as:

$$F(\phi_1, \phi_2, u) = \phi_1 + u \circ (L + \phi_1) - L \circ u - \phi_2 \circ (\text{Id} + u).$$

One can check that $F$ is continuous and that the differential $\frac{\partial F}{\partial u}$ exists and it is also continuous; actually, $\frac{\partial F}{\partial u}$ is given by:

$$\left[ \frac{\partial F}{\partial u}(\phi_1, \phi_2, u) v \right](x) = \left[ v \circ (L + \phi_1) \right](x) - (L \circ v)(x) - d\phi_2(x + u(x))v(x),$$

for all $v \in C^0_{\text{bu}}(\mathbb{R}^n)$, $x \in \mathbb{R}^n$. In particular:

$$\left. \frac{\partial F}{\partial u}(0, 0, 0) v = v \circ L - L \circ v, \right.$$ 

and thus, by Lemma B.20, $\frac{\partial F}{\partial u}(0, 0, 0)$ is an isomorphism. By the version of the implicit function theorem given in Exercise B.8, we can find $\epsilon_1, \delta_1 > 0$ such that for every $\phi_1, \phi_2 \in C^1_{\text{bu}}(\mathbb{R}^n)$ with $\|\phi_1\|_{C^1} < \epsilon_1$, $\|\phi_2\|_{C^1} < \epsilon_1$, there exists a unique $u \in C^0_{\text{bu}}(\mathbb{R}^n)$ with $\|u\|_{C^0} < \delta_1$ and $F(\phi_1, \phi_2, u) = 0$; moreover, the map $(\phi_1, \phi_2) \mapsto u$ is continuous. Thus, setting $\delta = \frac{\delta_1}{2}$, we can choose $\epsilon > 0$, $\epsilon < \epsilon_1$, such that if $\|\phi_1\|_{C^1} < \epsilon$, $\|\phi_2\|_{C^1} < \epsilon$, then the corresponding map $u$ satisfies $\|u\|_{C^0} < \delta$. Obviously, given $\phi \in C^1_{\text{bu}}(\mathbb{R}^n)$ with $\|\phi\|_{C^1} < \epsilon$, there exists a unique $u \in C^0_{\text{bu}}(\mathbb{R}^n)$ such that $\|u\|_{C^0} < \delta$ and $F(\phi, 0, u) = 0$, i.e., such that (B.22) holds.

It remains to prove that $\text{Id} + u$ is a homeomorphism of $\mathbb{R}^n$. Let $v \in C^0_{\text{bu}}(\mathbb{R}^n)$ be the unique map with $\|v\|_{C^0} < \delta$ and $F(0, \phi, v) = 0$. We have:

(B.23) 

$$\text{(Id} + v) \circ L = (L + \phi) \circ (\text{Id} + v).$$

From (B.22) and (B.23) we get:

$$(\text{Id} + v) \circ (\text{Id} + u) \circ (L + \phi) = (L + \phi) \circ (\text{Id} + v) \circ (\text{Id} + u),$$

$$(\text{Id} + u) \circ (\text{Id} + v) \circ L = L \circ (\text{Id} + u) \circ (\text{Id} + v);$$

in other words:

$$F(\phi, \phi, (\text{Id} + v) \circ (\text{Id} + u) - \text{Id}) = 0, \quad F(0, 0, (\text{Id} + u) \circ (\text{Id} + v) - \text{Id}) = 0.$$ 

Observe now that $(\text{Id} + v) \circ (\text{Id} + u) - \text{Id} \in C^0_{\text{bu}}(\mathbb{R}^n)$ and that:

$$\| (\text{Id} + v) \circ (\text{Id} + u) - \text{Id} \|_{C^0} = \| u + v \circ (\text{Id} + u) \|_{C^0} < 2\delta = \delta_1;$$

thus, $(\text{Id} + v) \circ (\text{Id} + u) - \text{Id} = 0$. Similarly, $(\text{Id} + u) \circ (\text{Id} + v) - \text{Id} = 0$ and thus $\text{Id} + u$ and $\text{Id} + v$ are mutually inverse homeomorphisms. □
B.22. Lemma. Let $X: M \rightarrow TM$ be a smooth vector field, $p \in M$ be a hyperbolic singularity of $X$ and let $Z \subset M$ be an open set containing the whole unstable manifold $W_u(p)$, except possibly for $p$ itself (i.e., $W_u(p) \setminus \{p\} \subset Z$). Then there exists a neighborhood $V \subset M$ of $p$ such that for every $x \in V$, either $x \in W_u(p)$ or $t \cdot x \in Z$ for some $t > 0$.

Proof. By the Theorem of Hartman–Grobman (Theorem B.16) we can find an open neighborhood $U \subset M$ of $p$ and an open neighborhood $\tilde{U} \subset T_p M$ of the origin such that $X|_U$ is topologically conjugated to $dX(p)|_{\tilde{U}}$. Let $\varphi: U \rightarrow \tilde{U}$ be a homeomorphism such that $dX(p)|_{\tilde{U}}$ is $\varphi$-related to $X|_U$. We set $A = dX(p)$, $(T_p M)_+ = (T_p M)_+(A)$, $(T_p M)_- = (T_p M)_-(A)$ and we denote by $A_+, A_-$ respectively the endomorphisms of $(T_p M)_+$, $(T_p M)_-$ obtained by taking restrictions of $A$. The flow line of $A$ passing through $(v_+, v_-) \in T_p M = (T_p M)_+ \oplus (T_p M)_-$ at $t = 0$ is given by:

\[
\mathbb{IR} \ni t \longmapsto (e^{t A_+} v_+, e^{t A_-} v_-) \in (T_p M)_+ \oplus (T_p M)_-.
\]

Choose an arbitrary norm on $T_p M$ and constants $\lambda_+, \lambda_- \in \mathbb{IR}$ such that:

\[
\max_{\lambda \in \sigma(A_-)} \Re(\lambda) < \lambda_- < 0 < \lambda_+ < \min_{\lambda \in \sigma(A_+)} \Re(\lambda).
\]

By Lemma B.2 we can find a constant $C \geq 1$ such that:

\[
\|e^{-t A_+}\| \leq Ce^{-t \lambda_+}, \quad \|e^{t A_-}\| \leq Ce^{t \lambda_-},
\]

for all $t \geq 0$. Thus, for $v_+ \in (T_p M)_+$, $v_- \in (T_p M)_-$, we have:

\[
\|e^{-t A_+} v_+\| \leq Ce^{-t \lambda_+} \|v_+\| \leq C \|v_+\|, \quad (B.25)
\]

\[
\|e^{t A_-} v_-\| \leq Ce^{t \lambda_-} \|v_-\| \leq C \|v_-\|, \quad (B.26)
\]

for all $t \geq 0$. Choose $r > 0$ such that:

\[
B(0, r; (T_p M)_+) \times B(0, r; (T_p M)_-) \subset \tilde{U}. \quad (B.27)
\]

Choosing $r' > 0$ with $r' < \frac{r}{C}$ then inequalities (B.25) and (B.26) show that the closed ball $B[0, r'; (T_p M)_+]$ (resp., the closed ball $B[0, r'; (T_p M)_-]$) is contained in the unstable manifold (resp., in the stable manifold) of the origin with respect to the vector field $A|_{\tilde{U}}$. Thus, by the result of Exercise B.7, we have:

\[
\varphi^{-1}\left(B[0, r'; (T_p M)_+]\right) \subset W_u(p), \quad \varphi^{-1}\left(B[0, r'; (T_p M)_-]\right) \subset W_u(p).
\]

It follows that the open set $\varphi(Z \cap U) \subset T_p M$ contains $B[0, r'; (T_p M)_+] \setminus \{0\}$. Since the sphere $S[0, r'; (T_p M)_+]$ is compact, we can find $\varepsilon > 0$ such that:

\[
S[0, r'; (T_p M)_+] \times B(0, \varepsilon; (T_p M)_-) \subset \varphi(Z \cap U). \quad (B.28)
\]

Now choose $\varepsilon' > 0$ with $\varepsilon' \leq r'$ and $\varepsilon' \leq \frac{r}{C}$. We claim that:

\[
V = \varphi^{-1}\left(B(0, r'; (T_p M)_+) \times B(0, \varepsilon'; (T_p M)_-)'\right)
\]

is the neighborhood of $p$ we are looking for. Namely, choose $x \in V$ and write $\varphi(x) = (v_+, v_-) \in T_p M$, so that $\|v_+\| < r'$ and $\|v_-\| < \varepsilon'$. If $v_+ = 0$ then
\( \varphi(x) \) is in \( B[0, r'; (T_pM)_-] \), so that \( x \in W_2(p) \). Now assume that \( v_+ \neq 0 \). By the choice of \( \varepsilon' \) and by inequality (B.26) we have:

(B.29) \[ \| e^{tA_-}v_- \| < r, \]

(B.30) \[ \| e^{tA_-}v_- \| < \varepsilon, \]

for all \( t \geq 0 \). Also, for \( t \geq 0 \), we have:

\[ \| e^{tA_+}v_+ \| \geq \| e^{-tA_+} \|^{-1} \| v_+ \| \geq \frac{1}{\bar{C}} e^{t\lambda_+} \| v_+ \|; \]

since \( v_+ \neq 0 \), we have \( \lim_{t \to +\infty} \| e^{tA_+}v_+ \| = +\infty \). Moreover, since \( \| v_+ \| < r' \), there exists \( t > 0 \) such that \( \| e^{tA_+}v_+ \| = r' \); denote by \( t_0 > 0 \) the least such \( t \). Then:

\[ \| e^{tA_+}v_+ \| \leq r' < r, \]

for \( t \in [0, t_0] \); by (B.27) and (B.29), the flow line (B.24) stays in \( \tilde{U} \) for \( t \in [0, t_0] \). Thus:

[0, t_0] \ni t \mapsto \varphi^{-1}(e^{tA_+}v_+, e^{tA_-}v_-) \in U \subset M

is a flow line of \( X \) that passes through \( x \) at \( t = 0 \). Moreover, by (B.28) and (B.30), we have:

\( (e^{t_0A_+}v_+, e^{t_0A_-}v_-) \in S[0, r'; (T_pM)_+] \times B(0, \varepsilon; (T_pM)_-) \subset \varphi(Z \cap U), \)

so that:

\[ t_0 \cdot x = \varphi^{-1}(e^{t_0A_+}v_+, e^{t_0A_-}v_-) \in Z. \]

This concludes the proof. \( \square \)

**EXERCISE B.1**. Let \( M \) be a manifold and let \( (N_i)_{i \in I} \) be a family of embedded submanifolds of \( M \). Assume that for all \( i, j \in I \), the set \( N_i \cap N_j \) is open in \( N_i \) and in \( N_j \). Assume also that there exists a countable subset \( J \subset I \) such that \( \bigcup_{i \in J} N_i = \bigcup_{i \in I} N_i \). Then there exists a unique manifold structure on \( N = \bigcup_{i \in I} N_i \) such that \( N \) is an immersed submanifold of \( M \) and such that, for all \( i \in I \), \( N_i \) is open in \( N \) with respect to the manifold topology. Moreover, for all \( i \in I \), the manifold structure that \( N_i \) inherits as an open subset of \( N \) is equal to the manifold structure that makes \( N_i \) an embedded submanifold of \( M \).

**EXERCISE B.2**. Let \( V \) be a real vector space endowed with an inner product \( \langle \cdot, \cdot \rangle \) and denote by \( \| \cdot \| \) the corresponding norm. Assume that the complexification \( V^C \) of \( V \) is endowed with the unique Hermitean product that extends \( \langle \cdot, \cdot \rangle \) and with the corresponding norm given by \( \| x + iy \| = \left( \| x \|^2 + \| y \|^2 \right)^{1/2} \), for all \( x, y \in V \). Show that if \( A : V \to V \) is a linear map and \( A^C : V^C \to V^C \) denotes the complexification of \( V \) then \( \| A \| = \| A^C \| \), i.e.:

\[
\sup_{x \in V} \| A(x) \| = \sup_{x, y \in V, \| x+y \| \leq 1} \| A^C(x + iy) \|.
\]
Exercise B.3. Let \( X : M \to TM \) be a smooth vector field on a manifold \( M \) and let \( p \in M \) be a singularity of \( X \). Show that the covariant derivative of \( X \) at \( p \) defines a linear endomorphism \( \nabla X(p) \) of \( T_pM \) that does not depend on the choice of the connection. Given a local chart \( \varphi : U \to \tilde{U} \subset \mathbb{R}^n \) on \( M \) with \( p \in U \), show that the linear map:

\[
\nabla X(p) = d\varphi(p)^{-1} \circ d\tilde{X}(\varphi(p)) \circ d\varphi(p) : T_pM \to T_pM,
\]

does not depend on the choice of the chart \( \varphi \), where \( \tilde{X}(\varphi(x)) = d\varphi_x(X(x)) \) denotes the coordinate representation of \( X \). Show that both definitions of \( \nabla X(p) \) given above coincide. Denote by \( 0_p \) the zero vector of \( T_pM \) and consider the direct sum decomposition:

\[
(B.31) \quad T_{0_p}(TM) = H \oplus V,
\]

where \( V \) is the vertical space at \( 0_p \) and \( H \) is the tangent space to the zero section of \( TM \) at \( 0_p \). If \( \pi_V : T_{0_p}(TM) \to V \cong T_pM \) denotes the projection with respect to the decomposition \((B.31)\), show that the linear map \( \nabla X(p) \) equals the composite of \( \pi_V \) with \( dX(p) : T_pM \to T_{0_p}M \).

Exercise B.4. Let \( M \) be a manifold, \( X : M \to TM \) be a smooth vector field and \( N \subset M \) be an immersed submanifold. If \( X(x) \in T_xN \) for all \( x \in N \), show that \( X|_N : N \to TN \) is a smooth vector field on \( N \).

Exercise B.5. Let \( M \) be a topological manifold and \( \varphi : U \to \tilde{U} \) be a local chart on \( M \), with \( U \) open in \( M \) and \( \tilde{U} \) open in \( \mathbb{R}^n \). Let \( B \) be a subset of \( \tilde{U} \) such that \( \varphi^{-1}(B) \) is closed in \( M \). Let \( \gamma : [a,b] \to M \) be a continuous curve such that \( \gamma(a) \notin \varphi^{-1}(B) \), \( \gamma(b) \in U \) and such that \( \varphi(\gamma(b)) \) is in the interior of \( B \) in \( \mathbb{R}^n \). Show that there exists \( t \in [a,b] \) such that \( \gamma(t) \in U \) and \( \varphi(\gamma(t)) \) is in the boundary of \( B \) in \( \mathbb{R}^n \).

Exercise B.6. Let \( M, N \) be manifolds, \( X : M \to TM \), \( Y : N \to TN \) be smooth vector fields and \( f : M \to N \) be a continuous map.

- if \( f \) is of class \( C^1 \) then \( Y \) is \( f \)-related to \( X \) if and only if \( df_x(X(x)) = Y(f(x)) \) for all \( x \in M \);
- if \( f \) is a homeomorphism and \( Y \) is \( f \)-related to \( X \) then \( X \) is \( f^{-1} \)-related to \( Y \). Moreover, if \( \gamma : I \to M \) is a maximal integral curve of \( X \) then \( f \circ \gamma \) is also a maximal integral curve of \( Y \);
- "topological conjugacy" is an equivalence relation on the class of smooth vector fields on manifolds.

Exercise B.7. Let \( M, N \) be manifolds, \( X : M \to TM \), \( Y : N \to TN \) be smooth vector fields and \( f : M \to N \) be a continuous map such that \( Y \) is \( f \)-related to \( X \). Show that:

- \( f \) carries singularities of \( X \) to singularities of \( Y \);
- if \( p \in M \) is a hyperbolic singularity of \( X \) and \( f(p) \) is a hyperbolic singularity of \( Y \) then \( f(W_s(p, X)) \subset W_s(f(p), Y) \) and \( f(W_u(p, X)) \subset W_u(f(p), Y) \). If \( f \) is a homeomorphism conclude that \( f(W_s(p, X)) = W_s(f(p), Y) \) and \( f(W_u(p, X)) = W_u(f(p), Y) \).
EXERCISE B.8. Prove the following version of the implicit function theorem.

Let $E_i, i = 1, 2, 3$, be Banach spaces and let $f : U_1 \times U_2 \to E_3$ be a continuous map defined on an open subset $U_1 \times U_2 \subset E_1 \times E_2$. Let $(x_0, y_0) \in U_1 \times U_2$ be fixed and set $z_0 = f(x_0, y_0)$. Assume that for every $x \in U_1$, the map $f(x, \cdot) : U_2 \to E_3$ is differentiable and that $\frac{\partial f}{\partial y} : U_1 \times U_2 \to \text{Lin}(E_2, E_3)$ is continuous. Then, if $\frac{\partial f}{\partial y}(x_0, y_0) : E_2 \to E_3$ is an isomorphism, we can find $r_1, r_2 > 0$ and a continuous map:

$$\sigma : B(x_0, r_1; E_1) \to B(y_0, r_2; E_2)$$

such that $B(x_0, r_1; E_1) \subset U_1, B(y_0, r_2; E_2) \subset U_2$ and:

$$B(x_0, r_1; E_1) \times B(y_0, r_2; E_2) \cap f^{-1}(z_0) = \text{Gr}(\sigma).$$

In other words, for every $x \in U_1$ with $\|x - x_0\| < r_1$, there exists a unique $y \in U_2$ with $\|y - y_0\| < r_2$ and $f(x, y) = z_0$; moreover, the map $x \mapsto y = \sigma(x)$ is continuous.
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Tightness & Tautness

An important step in the development of the theory initiated with the Chern-Lashof theorem (see Section 3.4 in this book or [35]) was the reformulation of the point of view in terms of critical point theory by Kuiper ([79]). He showed that for a given compact smooth manifold $M$, the infimum of the total absolute curvature $\tau(f)$ over all immersions of $M$ into all Euclidean spaces is the Morse number $\gamma(M)$, which is defined as the minimum number of critical points which any Morse function can possess (see also [142, 160]). Moreover, this lower bound is attained if and only if every Morse height function in the ambient space has $\gamma(M)$ critical points on $M$. Such an immersion $f$ is said to have minimum total absolute curvature.

Further development and reformulation came with the introduction by Kuiper in [83] of a concept of generalized convexity in terms of intersections with half-spaces and injectivity of induced maps on homology. Note that the designation “tight” in this context was first used by Banchoff in [7] in conjunction with his introduction of the two-piece property. An immersion $f$ of a compact manifold $M$ into an Euclidean space is said to be tight with respect to the field of coefficients $F$ (or, for short, $F$-tight) if the induced homomorphism

\[ H_*(f^{-1}\mathcal{H}; F) \to H_*(M; F) \]  

in singular homology is injective for almost every closed half-space $\mathcal{H}$ in the ambient Euclidean space, whereas $f$ is said to have the two-piece property (TPP) if $f^{-1}\mathcal{H}$ is connected for every closed half-space $\mathcal{H}$ in the ambient Euclidean space. It can be easily shown that in both of these definitions we need only to consider half-spaces $\mathcal{H}$ which are defined by height functions that restrict to Morse functions on $M$. Plainly, then, we see that every tight immersion has the TPP. It is also interesting to notice that these properties are invariant under projective transformations, in the sense that one adds a hyperplane at infinity and considers images of submanifolds under projective transformations that do not meet the hyperplane at infinity.

An equivalent definition of $F$-tightness for an immersion $f : M \to \mathbb{R}^m$ is requiring that every height function $h_\xi(x) = \langle f(x), \xi \rangle$, $x \in M$, which is a Morse function has the property that its number of critical points is equal to the sum of the Betti numbers of $M$ relative to $F$, i.e. $h_\xi$ is $F$-perfect. Likewise, the TPP for $f$ is

\[ \]  

In spite of the fact that there is an interesting theory of topological and polyhedral tight & taut immersions (see [78, 85]), we shall restrict our discussion to smooth immersions.
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equivalent to the requirement that every height function $h_\xi$ which is a Morse function has exactly one maximum and one minimum on $M$.) It follows that a $F$-tight immersion of a compact manifold has minimum total absolute curvature, since total absolute curvature is the mean number of critical points of height functions on $M$. Note that in this case we also have that the Morse number $\gamma(M)$ equals the sum of the Betti numbers of $M$ relative to $F$. Hence, we see that the concepts of $F$-tightness and minimum total absolute curvature are equivalent for immersions of manifolds satisfying the condition that $\gamma(M)$ equals the sum of the Betti numbers of $M$ relative to $F$, but there are examples of manifolds immersed with minimal total absolute curvature where this condition does not hold (see [86] for the case where $F = \mathbb{Z}_2$).

An important observation of Kuiper regarding the codimension of substantial tight immersions into Euclidean spaces appeared already in his first papers [79, 82] on the subject: a substantial immersion $f$ of a compact $n$-dimensional manifold that satisfies the TPP admits a point where the second osculating space coincides with the ambient space. Here the second osculating space of $f$ at $p$ is the affine space spanned by the first and second partial derivatives of $f$ at $p$. Counting these derivatives shows that the dimension of the second osculating space can be at most $\frac{1}{2}n(n+3)$. Therefore the codimension of the immersion can be at most $\frac{1}{2}n(n+1)$.

The Veronese embedding of the real projective space $\mathbb{RP}^n$ is tight in $\mathbb{R}^{2n(n+3)}$ showing that this estimate is optimal.

In the case of surfaces, tightness, minimum total absolute curvature and the TPP are all equivalent concepts. Therefore, as observed in [36], the tightly embedded compact oriented surfaces in $\mathbb{R}^3$ are precisely the oriented surfaces in $\mathbb{R}^3$ with the property that points of positive Gauss curvature lie on the boundary of the convex hull of the surface. As to non orientable surfaces, all these admit tight immersions into $\mathbb{R}^3$, but the projective plane, the Klein bottle and the projective plane with one handle which are prohibited; these results were proved by Kuiper in [80, 81], except for the case of the projective plane with one handle which was solved much later by Haab (see [65]).

The easiest examples of tight surfaces in $\mathbb{R}^4$ are the tori given by products of two convex curves and the stereographic projection of the Veronese embedding of the projective plane in $S^4$ to $\mathbb{R}^3$. Otherwise, all compact orientable surfaces admit substantial tight immersions into $\mathbb{R}^4$ (see [84]) but the two-sphere, which is prohibited by the Chern-Lashof theorem. The non orientable surfaces with the exception of the Klein bottle were claimed also to admit such immersions by Kuiper in [84, 85], although he did not give concrete examples (see also [33], pp. 80–81). The case of the Klein bottle is still open.

The highest dimension of an Euclidean space into which a surface can be substantially and tightly embedded is five. Kuiper proved in [83] one of the most remarkable facts in the theory, namely that a substantial tight immersion of a surface in $\mathbb{R}^5$ is projectively equivalent to the Veronese embedding of the real projective

---

An immersion $f : M \to \mathbb{R}^m$ is called substantial if its image does not lie in any affine hyperplane of $\mathbb{R}^m$. 

---
plane. This result was generalized by Little and Pohl in [89] who proved that a substantial tight immersion of a compact \( n \)-dimensional manifold into \( \mathbb{R}^{2n(n+3)} \) that satisfies the TPP is projectively equivalent to the Veronese embedding of the real projective space \( \mathbb{R}P^n \). We remark that the standard embeddings of the other projective spaces (complex, quaternionic and octonionic) are also tight, namely \( FP^n \) embeds substantially and tightly into \( \mathbb{R}^m \) for \( m = n + d(n+1)/2 \), where \( F = \mathbb{R}, \mathbb{C}, \mathbb{H}, \mathbb{O} \) and \( d = \dim \mathbb{F} \) (recall that \( O^m \) is defined only for \( n = 2 \)). Further generalizations of these results were given for tight immersions of compact \( 2k \)-dimensional manifolds that are \( (k-1) \)-connected but not \( k \)-connected (highly connected manifolds), see for example [84, 85, 153]. More examples of tight immersions will be given below when we discuss taut immersions.

The beginnings of the study of taut immersions can be traced back to Bankchoff’s paper [8] where he attempted to classify tight surfaces which lie in a Euclidean sphere \( S^m \subset \mathbb{R}^{m+1} \). Since a hyperplane in \( \mathbb{R}^{m+1} \) intersects \( S^m \) in a great or small \( (m-1) \)-sphere, the usual TPP is equivalent to the TPP with respect to hyperspheres in \( S^m \) for a spherical immersion. This problem is in turn equivalent via stereographic projection to the study of surfaces in \( \mathbb{R}^m \) which have the TPP with respect to hyperspheres and hyperplanes, i.e., the spherical two-piece property (STPP). It turns out that a compact surface in \( \mathbb{R}^3 \) that satisfies the STPP is either a round sphere or a cyclide of Dupin (see [8]); the latter can all be constructed as the image of a torus of revolution under a Möbius transformation, where one has to permit that the axis of revolution can meet the generating circle\(^3\).

It is easily seen that the STPP for an immersion \( f : M \to \mathbb{R}^m \) is equivalent to the requirement that every Morse distance function \( L_q(x) = |f(x) - q|^2 \), \( q \in \mathbb{R}^m \), have exactly one maximum and one minimum on \( M \). Carter and West generalized the STPP in [26] and defined an immersion \( f \) of a compact manifold to be taut with respect to the field \( F \) (or \( F \)-taut, for short) if every Morse distance function \( L_q \) has the minimum number of critical points allowed by the Morse inequalities with respect to \( F \). It follows from this definition that a taut immersion \( f \) must be an embedding, for if \( q \) is was double point in the image then the distance function \( L_q \) would have two minima and one could then perturb \( q \), if necessary, in order to obtain a Morse distance function with two local minima. Moreover, as was done for tightness, one sees that a submanifold \( M \subset \mathbb{R}^m \) is \( F \)-taut if and only if the induced homomorphism

\[
H_*(M \cap B; F) \to H_*(M; F)
\]

in singular homology is injective for almost every closed ball \( B \) in \( \mathbb{R}^m \). It is then clear that tautness is conformally invariant. Since any intersection of a closed ball in \( \mathbb{R}^m \) with \( S^{m-1} \) can also be given as the intersection of some closed half-space with \( S^{m-1} \), it also follows that a tight spherical immersion is taut. Furthermore, one sees that a taut submanifold \( M \) is tight, because for any half-space \( \mathcal{H} \) defined

\(^3\)The cyclides were introduced by Dupin in [41] as the envelope of the family of spheres tangent to three fixed spheres. The characterization of the cyclides quoted above is due to Mannheim, see the account in [88].
by a Morse height function one can construct a closed ball $B$ such that $M \cap \mathcal{H}$ is a strong deformation retract of $M \cap B$.

We next give some examples of tautly embedded submanifolds. The Clifford tori $S^{n_1}(r_1) \times \cdots \times S^{n_k}(r_k) \subset S^{n_1 + \cdots + n_k}(1)$ where $r_1^2 + \cdots + r_k^2 = 1$, and the standard embeddings of the projective spaces $FP^n$, $F = \mathbb{R}, \mathbb{C}, \mathbb{H}, \mathbb{O}$ are taut, since these are tight spherical embeddings. In the case of spheres, a substantial taut embedding of a sphere must be spherical and of codimension one. In fact, such an $f : S^n \to \mathbb{R}^m$ is tight, whence $m = n + 1$ and $f(S^n)$ is a convex hypersurface by the Chern-Lashof theorem. Now stereographic projection maps $f(S^n)$ into a taut submanifold of $\mathbb{R}^{n+2}$ which cannot be substantial, again by the Chern-Lashof theorem. Therefore, we see that $f(S^n)$ is spherical. If $M$ is an $n$-dimensional taut hypersurface in $\mathbb{R}^{n+1}$ which has the same integral homology as $S^k \times S^{n-k}$, then Cecil and Ryan proved in [31] that $M$ has precisely two principal curvatures at each point and that the principal curvatures are constant along the corresponding curvature distributions. They called such hypersurfaces, compact or not, cyclides of Dupin. This generalizes the two-dimensional cyclides.

A very rich class of examples of tautly embedded submanifolds is given by the generalized (real) flag manifolds. Bott and Samelson introduced in [21] (see also [16]) the concept of variational completeness for isometric group actions. Roughly speaking, the action of a compact connected Lie group on a complete Riemannian manifold is \textit{variationally complete} if it produces enough Jacobi fields along geodesics to determine the multiplicities of focal points to the orbits. They proved that the orbits of variationally complete linear representations are tautly embedded with respect to $\mathbb{Z}_2$ coefficients, and that the isotropy representations of symmetric spaces are variationally complete. As a consequence, the orbits of the isotropy representations of the symmetric spaces, which are called \textit{generalized flag manifolds} (or \textit{R-spaces}, although this now seems to be an older terminology), are all $\mathbb{Z}_2$-taut submanifolds. It is very interesting to remark, perhaps owing to the fact that Bott and Samelson neither state their result in our terminology nor mention total absolute curvature, how far their result may have gone unnoticed in this context, as Takeuchi and Kobayashi reproved it later independently in [147].

On another note, a characterization of the \textit{symmetric} generalized flag manifolds was given by Ferus in [45] who showed these to be the only compact extrinsically symmetric submanifolds of Euclidean space. He also used this characterization to give another, elegant proof of the tautness of these submanifolds.

The generalized flag manifolds are homogeneous examples of submanifolds which belong to another very important, more general class of submanifolds, called isoparametric submanifolds. The theory of isoparametric hypersurfaces has a long story that goes way back but that can be said to have in \'E. Cartan the first one of its main contributors (see the survey [157]). An \textit{isoparametric hypersurface} in a simply-connected real space form is a hypersurface with constant principal curvatures. In the course of his work on the subject, Cartan noticed that isoparametric hypersurfaces in spheres are a much more rich and difficult object of study than its counterparts in Euclidean and hyperbolic spaces. In fact, until today there is no complete classification of them. The subject seems to have been forgotten for
over thirty years after Cartan, when Münzner (see also [109]) wrote the two very influential papers [105, 106]. Using his results, Cecil and Ryan observed in [32] that isoparametric hypersurfaces and their focal manifolds are taut.

In the eighties, some generalizations of the concept of isoparametric hypersurface to higher codimensions were proposed, but the today commonly accepted one seems to have been first given by Harle in [67] (see also Carter and West [27, 28] and Terng [148]). An isoparametric submanifold of a simply-connected space form is a submanifold whose normal bundle is flat and such that, for every locally defined parallel normal vector field, the eigenvalues of the corresponding Weingarten operator are constant. Examples of inhomogeneous isoparametric hypersurfaces in spheres were constructed in [114, 115] and, more systematically, in [46]. In contrast, Thorbergsson proved in [155] the striking result that a compact irreducible isoparametric submanifold of substantial codimension greater than or equal to 3 in an Euclidean space is homogeneous (see [70, 110] for other proofs of this fact), and then it follows from [118] that it must be a generalized flag manifold. Hsiang, Palais and Terng studied in [74] the topology of isoparametric submanifolds and proved, among other things, that they and their focal submanifolds are taut. This result also follows from the work of Thorbergsson in [152]. Both in [74] and [152] the method to prove tautness is to use curvature spheres to construct explicit cycles that represent a basis for the \( \mathbb{Z}_2 \)-homology, which can be viewed as a generalization of the method of Bott and Samelson to show that the generalized flag manifolds are taut.

Another related class of submanifolds are the Dupin hypersurfaces. Pinkall introduced this class in [130] (see also [131]) as a simultaneous generalization of the cyclides of Dupin referred to above and of isoparametric hypersurfaces. Let \( M \) be an immersed hypersurface in a real space form. A curvature surface of \( M \) is a smooth submanifold \( S \) such that for every \( x \in M \) the tangent space \( T_x S \) is a maximal eigenspace of the Weingarten operator of \( M \) at \( x \). We say that \( M \) is a Dupin hypersurface if a continuous principal curvature function on \( M \) is constant along the corresponding curvature surfaces of \( M \). If in addition the multiplicities of the principal curvatures are constant on \( M \), we say that \( M \) is a proper Dupin hypersurface. Like tautness, the Dupin and proper Dupin conditions are invariant under Möbius transformations and under stereographic projection.

It follows from the Codazzi equation that if the dimension of a curvature surface \( S \) of an arbitrary hypersurface is greater than one, then the corresponding principal curvature is constant on \( S \) and \( S \) is an open subset of an umbilical submanifold of the space form of dimension equal to the multiplicity of the principal curvature. Since the definition of Dupin does not insist on the existence of curvature surfaces, one has only to check whether each principal curvature is constant along each of its lines of curvature in order to verify the Dupin condition.

The natural framework for the study of Dupin hypersurfaces is Lie sphere geometry (see [29, 131]), which is a contact geometry and was introduced by Lie. One reason for introducing Lie sphere geometry is that a parallel hypersurface to a Dupin hypersurface is also Dupin in some sense, even if it may develop singularities. This situation is similar to the singularities of the cyclides. It turns out that
the Dupin and proper Dupin conditions are invariant under the group of Lie sphere transformations, which is generated by the Möbius transformations and the parallel transformations. Obviously, the image of an isoparametric hypersurface in $S^m$ under stereographic projection from a point not in the hypersurface is a compact proper Dupin hypersurface embedded in $R^m$. Similarly, the image of isoparametric hypersurface in $S^m$ under a Lie sphere transformation of $S^m$ is a compact proper Dupin hypersurface embedded in $S^m$, but not all compact proper Dupin hypersurfaces embedded in $S^m$ are obtained this way as the examples in [133, 100] show.

Thorbergsson showed in [152] that a complete proper Dupin hypersurface embedded in $R^n$ is taut. Pinkall [132] and Miyaoka [99] then independently showed that a taut hypersurface is Dupin (not necessarily proper). More generally, a tube around a taut submanifold is Dupin.

There is a very interesting theorem by Ozawa ([113]) which states that the set of critical points of a distance function of a taut submanifold decomposes into critical submanifolds which are nondegenerate in the sense of Bott. As a first application, we see that the injectivity of the homomorphism (E.2) holds for every closed ball $B$ in the ambient space if the manifold $M$ is tautly embedded. As another application, one sees rather easily that the subclass of Dupin hypersurfaces given by the the taut hypersurfaces admit curvature surfaces through any given point and any given maximal eigenspace of the Weingarten operator at that point. To this day it remains a difficult problem to establish whether a compact Dupin hypersurface admitting existence of curvature surfaces as above needs to be taut.

Most of the examples of taut embeddings known are homogeneous spaces. In [154] Thorbergsson posed some questions regarding the problem of which homogeneous spaces admit taut embeddings and derived some necessary topological conditions for the existence of a taut embedding which allowed him to conclude that certain homogeneous spaces cannot be tautly embedded (see also [69]), among others the lens spaces distinct from the real projective space. Olmos showed in [111] that a compact homogeneous submanifold embedded in Euclidean space with a flat normal bundle is a generalized flag manifold. Many proofs have been given of the tautness of special cases of generalized flag manifolds where the arguments are easier. No new examples of taut embeddings of homogeneous spaces besides the generalized flag manifolds were known until Gorodski and Thorbergsson classified in [61] the irreducible representations of compact Lie groups all of whose orbits are tautly embedded. It turns out that the classification includes three new representations which are not isotropy representations of symmetric spaces, thereby supplying many new examples of ($Z_2$-) tautly embedded homogeneous spaces. In [62] Gorodski and Thorbergsson provided another proof of the $Z_2$-tautness of those orbits by adapting the construction of the cycles of Bott and Samelson to that case. It is interesting to remark that those three representations coincide precisely with the representations of cohomogeneity three of the compact Lie groups which are not orbit-equivalent to the isotropy representation of a symmetric space.
Tautness was generalized to immersions into arbitrary complete Riemannian manifolds by Grove and Halperin ([64]) and, independently, by Terng and Thorbergsson ([150]), and it follows from the work of Bott and Samelson that orbits of variationally complete actions are taut. Let $N$ be a complete Riemannian manifold. A proper immersion $\phi : M \to N$ is said to be taut if the energy functional $E_p : P(N, \phi \times p) \to \mathbb{R}$ is a perfect Morse function for every $p \in N$ that is not a focal point of $M$, where $P(N, \phi \times p)$ denotes the space of pairs $(q, \gamma)$ such that $q \in M$ and $\gamma$ a $H^1$-path $\gamma : [0, 1] \to N$ such that $(\gamma(0), \gamma(1)) = (\phi(q), p)$.

In [150] it is proved that a taut immersion is an embedding if the range is simply-connected, and an analogue of Ozawa’s theorem is stated and proved. The question of the tautness of a distance sphere is discussed and shown to be equivalent to the tautness of its center. All points in a compact symmetric space are easily seen to be taut, but the question of the existence of other simply-connected compact Riemannian manifolds all of whose points are taut is still open and turns out to be more general than the Blaschke conjecture (see [15] for a discussion of this conjecture).

This short account about the development of the theory of tight & taut immersions has presented only a partial selection of topics. For a wider discussion and more details the reader is referred to the excellent surveys [30, 156, 157] and monograph [33], and to the references therein.
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