A Student’s Guide to Symplectic Spaces, Grassmannians and Maslov Index

Paolo Piccione
Daniel Victor Tausk

DEPARTAMENTO DE MATEMÁTICA
INSTITUTO DE MATEMÁTICA E ESTATÍSTICA
UNIVERSIDADE DE SÃO PAULO
## Contents

Preface v

Introduction vii

Chapter 1. Symplectic Spaces 1
  1.1. A short review of Linear Algebra 1
  1.2. Complex structures 5
  1.3. Complexification and real forms 8
  1.3.1. Complex structures and complexifications 13
  1.4. Symplectic forms 16
  1.4.1. Isotropic and Lagrangian subspaces. 20
  1.4.2. Lagrangian decompositions of a symplectic space 24
  1.5. Index of a symmetric bilinear form 28
  Exercises for Chapter 1 35

Chapter 2. The Geometry of Grassmannians 39
  2.1. Differentiable manifolds and Lie groups 39
  2.1.1. Classical Lie groups and Lie algebras 41
  2.1.2. Actions of Lie groups and homogeneous manifolds 44
  2.1.3. Linearization of the action of a Lie group on a manifold 48
  2.2. Grassmannians and their differentiable structure 50
  2.3. The tangent space to a Grassmannian 53
  2.4. The Grassmannian as a homogeneous space 55
  2.5. The Lagrangian Grassmannian 59
  2.5.1. The submanifolds $\Lambda^k(L_0)$ 64
  Exercises for Chapter 2 68

Chapter 3. Topics of Algebraic Topology 71
  3.1. The fundamental groupoid and the fundamental group 71
  3.1.1. The Seifert–van Kampen theorem for the fundamental groupoid 75
  3.1.2. Stability of the homotopy class of a curve 77
  3.2. The homotopy exact sequence of a fibration 80
  3.2.1. Applications to the theory of classical Lie groups 92
  3.3. Singular homology groups 99
  3.3.1. The Hurewicz’s homomorphism 109
  Exercises for Chapter 3 113

Chapter 4. Curves of Symmetric Bilinear Forms 116
  4.1. A few preliminary results 116
  4.2. Evolution of the index: a simple case 117
  4.3. Partial signatures and another “evolution of the index” theorem 120
  Exercises for Chapter 4 127
<table>
<thead>
<tr>
<th>Chapter</th>
<th>Title</th>
<th>Page</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>The Maslov Index</td>
<td>129</td>
</tr>
<tr>
<td>5.1</td>
<td>A definition of Maslov index using relative homology</td>
<td>129</td>
</tr>
<tr>
<td>5.2</td>
<td>A definition of Maslov index using the fundamental groupoid</td>
<td>138</td>
</tr>
<tr>
<td>5.3</td>
<td>Isotropic reduction and Maslov index</td>
<td>141</td>
</tr>
<tr>
<td>5.4</td>
<td>Maslov index for pairs of Lagrangian curves</td>
<td>145</td>
</tr>
<tr>
<td>5.5</td>
<td>Computation of the Maslov index via partial signatures</td>
<td>149</td>
</tr>
<tr>
<td>5.6</td>
<td>The Conley–Zehnder index</td>
<td>152</td>
</tr>
<tr>
<td>Exercises for Chapter 5</td>
<td></td>
<td>153</td>
</tr>
</tbody>
</table>

**Appendix A.** Kato selection theorem | 157 |
| A.1 | Algebraic preliminaries | 157 |
| A.2 | Polynomials, roots and covering maps | 160 |
| A.3 | Multiplicity of roots as line integrals | 163 |
| A.4 | Eigenprojections and line integrals | 165 |
| A.5 | One-parameter holomorphic families of linear maps | 167 |
| A.6 | Regular and singular points | 170 |
| Exercises for Appendix A | | 175 |

**Appendix B.** Generalized Jordan Chains | 181 |
| Exercises for Appendix B | 184 |

**Appendix C.** Answers and Hints to the exercises | 185 |
| C.1 | From Chapter 1 | 185 |
| C.2 | From Chapter 2 | 189 |
| C.3 | From Chapter 3 | 192 |
| C.4 | From Chapter 4 | 194 |
| C.5 | From Chapter 5 | 194 |
| C.6 | From Appendix A | 196 |
| C.7 | From Appendix B | 200 |

**Bibliography** | 201 |

**Index** | 202 |
Preface

This is a revised edition of a booklet originally published with the title “On the geometry of grassmannians and the symplectic group: the Maslov index and its applications”. The original text was used as a textbook for a short course given by the authors at the XI School of Differential Geometry, held at the Universidade Federal Fluminense, Niterói, Rio de Janeiro, Brazil, in 2000. This new edition was written between November 2007 and September 2008 at the University of São Paulo.

Several changes and additions have been made to the original text. The first two chapters have basically remained in their original form, while in Chapter 3 a section on the Seifert–van Kampen theorem for the fundamental groupoid of a topological space has been added. Former Chapter 4 has been divided in two parts that have become Chapters 4 and 5 in the present edition. This is where most of the changes appear. In Chapter 4 we have added material on the notion of partial signatures at a singularity of a smooth path of symmetric bilinear forms. The partial signatures are used to compute the jump of the index for a path of real analytic forms in terms of higher order derivatives. In Chapter 5, we have added a new and more general definition of Maslov index for continuous curves with arbitrary endpoints in the Lagrangian Grassmannian of a finite dimensional symplectic space. In the original edition, we discussed only the homological definition, which applies only to curves with “nondegenerate” endpoints. The presentation of this new definition employs the Seifert–van Kampen theorem for the fundamental groupoid of a topological space that was added to Chapter 3. We also discuss the notion of Maslov index for pairs of Lagrangian paths, and related topics, like the notion of Conley–Zehnder index for symplectic paths.

Given an isotropic subspace of a symplectic space, there is a natural construction of a new symplectic space called an isotropic reduction of the symplectic space (see Example 1.4.17). In this new edition of the book we have also added a section in Chapter 5 containing some material concerning the computation of the Maslov index of a continuous path of Lagrangians that contain a fixed isotropic subspace. This is reduced to the computation of the Maslov index in an isotropic reduction of the symplectic space.

Finally, two appendices have been added. Appendix A contains a detailed proof of the celebrated Kato's selection theorem, in the finite dimensional case. Kato’s theorem gives the existence of a real analytic path of orthonormal bases of eigenvectors for a given real analytic path of symmetric operators. The proof of Kato’s theorem presented in Appendix A is accessible to students with some background in Differential Geometry, including basic notions of covering spaces and analytic functions of one complex variable. Kato’s theorem is needed for the proof of the formula giving the Maslov index of a real analytic path of Lagrangians in
terms of partial signatures. Appendix B contains an algebraic theory of generalized Jordan chains. Generalized Jordan chains are related to the notion of partial signature discussed in Chapter 4.

Former Chapter 5, which contained material on some recent applications of the notion of Maslov index in the context of linear Hamiltonian systems, has been removed from the present version.

Incidentally, this book will be published 150 years after the publication of C. R. Darwin’s *On the origin of species*, in 1859. Both authors are convinced evolutionists, and they wish to give a tribute to Darwin’s scientific work with two quotations of the scientist at the beginning and at the end of the book. The authors gratefully acknowledge the partial financial support provided by *Conselho Nacional de Desenvolvimento Científico e Tecnológico* (CNPq), Brazil, and by *Fundação de Amparo a Pesquisa do Estado de São Paulo* (Fapesp), São Paulo, Brazil.

**Dedication.** This book is dedicated to Prof. Elon Lages Lima and to Prof. Manfredo Perdigão do Carmo on occasion of their 80th anniversary. *Elon* and *Manfredo* are both authors of great math books from which the authors have learned and still learn a lot.

São Paulo, October 2008
**Introduction**

The goal of this book is to describe the algebraic, the topological and the geometrical issues that are related to the notion of Maslov index. The authors’ intention was to provide a self-contained text accessible to students with a reasonable background in Linear Algebra, Topology and some basic Calculus on differential manifolds. The new title of the book reflects this objective.

The notion of symplectic forms appears naturally in the context of Hamiltonian mechanics (see [1]). Unlike inner products, symplectic forms are anti-symmetric and may vanish when restricted to a subspace. The subspaces on which the symplectic form vanishes are called *isotropic* and the maximal isotropic subspaces are called *Lagrangian*. Hamiltonian systems naturally give rise to curves of *symplectomorphisms*, i.e., linear isomorphisms that preserve a symplectic form. In such context, subspaces of the space where the symplectic form is defined may be thought of as spaces of initial conditions for the Hamiltonian system. Lagrangian initial conditions appear in many situations such as the problem of conjugate points in Riemannian and semi-Riemannian geometry. Lagrangian initial conditions give rise, by the curve of symplectomorphisms, to curves of Lagrangian subspaces. The Maslov index is a (semi-)integer invariant associated to such curves. In many applications it has an interesting geometric meaning; for instance, in Riemannian geometry the Maslov index of the curve of Lagrangians associated to a geodesic is (up to an additive constant) equal to the sum of the multiplicities of conjugate (or focal) points along the geodesic (see [6, 12]). Applications of Maslov index (and other related indexes) can be found, for instance, in [2, 3, 4, 5, 10, 14, 15, 16, 18].

Chapter 1 deals with the linear algebraic part of the theory. We introduce the basic notion of symplectic space, the morphisms of such spaces and the notion of isotropic and Lagrangian subspaces of a symplectic space. Symplectic structures are intimately related to inner products and complex structures, which are also discussed in the chapter. The last part of the chapter deals with the notion of index of a symmetric bilinear form and its main properties.

Chapter 2 deals with the geometrical framework of the theory. We describe the basic notion of symplectic space, the morphisms of such spaces and the notion of isotropic and Lagrangian subspaces of a symplectic space. Symplectic structures are intimately related to inner products and complex structures, which are also discussed in the chapter. The last part of the chapter deals with the notion of index of a symmetric bilinear form and its main properties.

Chapter 3 presents some topics in Algebraic Topology. We discuss the notions of fundamental group and fundamental groupoid of a topological space. We
present a version of the Seifert–Van Kampen theorem for the fundamental groupoid which allows us to give a simple definition of Maslov index for arbitrary continuous curves in the Lagrangian Grassmannian. We give a self-contained presentation of the homotopy long exact sequence of a pair and of a fibration. This is used in the calculations of the fundamental group of Lie groups and homogeneous spaces. We then give a short account of the definition and the basic properties of the groups of relative and absolute singular homology, and we prove the long homology exact sequence of a pair of topological spaces. We also present the Hurewicz theorem that relates the fundamental group to the first singular homology group of a topological space. The techniques developed in the chapter are used to compute the first homology and the first relative homology groups of the Lagrangian Grassmannian.

In Chapter 4 we study curves of symmetric bilinear forms, and the evolution of their index. We give a first criterion for computing the jump of the index at a nondegenerate singularity instant, and then we discuss a higher order method that gives a formula for the jumps of the index of a real-analytic path in terms of some invariants called the partial signatures.

In Chapter 5 we introduce the notion of Maslov index for curves in the Lagrangian Grassmannian. We first discuss the classical definition of $L_0$-Maslov index, for paths whose endpoints are transverse to $L_0$, given in terms of relative homology. We then give a more general definition using the fundamental groupoid of the Lagrangian Grassmannian, which produces a half-integer associated to curves with arbitrary endpoints. We discuss the notion of Maslov index for a pair of curves in the Lagrangian Grassmannian, and the notion of Conley–Zehnder index for curves in the symplectic group.

Appendix A contains a detailed proof of the celebrated Kato’s selection theorem in the finite dimensional case. The theorem gives the existence of a real-analytic family of orthonormal eigenvectors for a real-analytic path of symmetric operators on a vector space endowed with an inner product. Kato’s theorem is employed in the computation of the Maslov index of real-analytic paths using the partial signatures.

In Appendix B we discuss an algebraic theory of generalized Jordan chains associated to a sequence of symmetric bilinear forms on a finite dimensional vector space. Generalized Jordan chains are used to define the notion of partial signatures at a degeneracy instant of a smooth path of symmetric bilinear forms.

At the end of each chapter we have given a list of exercises whose solution is based on the material presented in the chapter. These exercises are meant either to fill the details of some argument used in the text, or to give some extra information related to the topic discussed in the chapter. The reader should be able to solve the problems as he/she goes along; the solution, or a hint for the solution, of (almost) all the exercises is given in Appendix C.
To kill an error is as good a service as, and sometimes even better than, the establishing of a new truth or fact.

Charles Darwin
CHAPTER 1

Symplectic Spaces

1.1. A short review of Linear Algebra

In this section we will briefly review some well known facts concerning the identification of bilinear forms with linear maps on vector spaces. These identifications will be used repeatedly during the exposition of the material, and, to avoid confusion, the reader is encouraged to take a few minutes to go through the pain of reading this section.

The results presented are valid for vector spaces over an arbitrary field $K$, however we will mainly be interested in the case that $K = \mathbb{R}$ or $K = \mathbb{C}$. Moreover, we emphasize that even though a few results presented are also valid in the case of infinite dimensional vector spaces, in this chapter we will always assume that the vector spaces involved are finite dimensional.

Let $V$ and $W$ be vector spaces. We denote by $\text{Lin}(V, W)$ and by $B(V, W)$ respectively the vector spaces of all the linear maps $T : V \to W$ and of bilinear maps, called also bilinear forms, $B : V \times W \to K$; by $V^*$ we mean the dual space $\text{Lin}(V, K)$ of $V$. Shortly, we set $\text{Lin}(V, V) = \text{Lin}(V, W)$ and $B(V, V) = B(V, W)$.

There is a natural isomorphism:

$$\text{Lin}(V, W^*) \to B(V, W),$$

which is obtained by associating to each linear map $T : V \to W^*$ the bilinear form $B_T \in B(V, W)$ given by $B_T(v, w) = T(v)(w)$.

1.1.1. REMARK. Given vector spaces $V, W, V_1, W_1$ and a pair $(L, M)$ of linear maps, with $L \in \text{Lin}(V_1, V)$ and $M \in \text{Lin}(W, W_1)$, one defines another linear map:

$$\text{Lin}(L, M) : \text{Lin}(V, W) \to \text{Lin}(V_1, W_1)$$

by:

$$\text{Lin}(L, M) \cdot T = M \circ T \circ L.$$

In this way, $\text{Lin}(\cdot, \cdot)$ becomes a functor, contravariant in the first variable and covariant in the second, from the category of pairs of vector spaces to the category of vector spaces. Similarly, given linear maps $L \in \text{Lin}(V_1, V)$ and $M \in \text{Lin}(W_1, W)$, we can define a linear map $B(L, M) : B(V, W) \to B(V_1, W_1)$ by setting $B(L, M) \cdot B = B(L, M \cdot )$. In this way, $B(\cdot, \cdot)$ turns into a functor, contravariant in both variables, from the category of pairs of vector spaces to the category of vector spaces. This abstract formalism will infact be useful later (see Section 2.3).

The naturality of the isomorphism (1.1.1) may be meant in the technical sense of natural isomorphism between the functors $\text{Lin}(\cdot, \cdot)$ and $B(\cdot, \cdot)$ (see Exercise 1.1).

To avoid confusion, in this Section we will distinguish between the symbols of a bilinear form $B$ and of the associated linear map $T_B$, or between a linear
map $T$ and the associated bilinear form $B_T$. However, in the rest of the book we will implicitly assume the isomorphism (1.1.1), and we will not continue with this distinction.

Given a pair of vector spaces $V_1$ and $W_1$ and linear maps $L_1 \in \text{Lin}(V_1, V)$, $L_2 \in \text{Lin}(W_1, W)$, the bilinear forms $B_T(L_1,\cdot)$ and $B_T(\cdot, L_2)$ correspond via (1.1.1) to the linear maps $T \circ L_1$ and $L_2 \circ T$ respectively. Here, $L_2^* : W^* \to W_1^*$ denotes the transpose linear map of $L_2$ given by:

$$L_2^*(\alpha) = \alpha \circ L_2, \quad \forall \alpha \in W^*.$$

We will identify every vector space $V$ with its bidual $V^{**}$ and every linear map $T$ with its bitranspose $T^{**}$. Given $T \in \text{Lin}(V, W^*)$ we will therefore look at $T^*$ as an element in $\text{Lin}(W, V^*)$; if $B_T$ is the bilinear form associated to $T$, then the bilinear form $B_{T^*}$ associated to $T^*$ is the transpose bilinear form $B_{T^*} \in \text{B}(W, V)$ defined by $B_{T^*}(w, v) = B_T(v, w)$.

Given $B \in \text{B}(V)$, we say that $B$ is symmetric if $B(v, w) = B(w, v)$ for all $v, w \in V$; we say that $B$ is anti-symmetric if $B(v, w) = -B(w, v)$ for all $v, w \in V$ (see Exercise 1.3). The sets of symmetric bilinear forms and of anti-symmetric bilinear forms are subspaces of $\text{B}(V)$, denoted respectively by $\text{B}_{\text{sym}}(V)$ and $\text{B}_{\text{anti-sym}}(V)$. It is easy to see that $B$ is symmetric (resp., anti-symmetric) if and only if $T_B^* = T_B$ (resp., $T_B^* = -T_B$), using the standard identification between $V$ and the bidual $V^{**}$.

The reader is warned that, unfortunately, the identification (1.1.1) does not behave well in terms of matrices, with the usual convention for the matrix representations of linear and bilinear maps.

If $(v_i)_{i=1}^n$ and $(w_i)_{i=1}^m$ are bases of $V$ and $W$ respectively, we denote by $(v_i^*)_{i=1}^n$ and $(w_i^*)_{i=1}^m$ the corresponding dual bases of $V^*$ and $W^*$. For $T \in \text{Lin}(V, W^*)$, the matrix representation $(T_{ij})$ of $T$ satisfies:

$$T(v_j) = \sum_{i=1}^m T_{ij} w_i^*. $$

On the other hand, if $B \in \text{B}(V, W)$, the matrix representation $(B_{ij})$ of $B$ is defined by:

$$B_{ij} = B(v_i, w_j);$$

hence, for all $T \in \text{Lin}(V, W^*)$ we have:

$$T_{ij} = T(v_j)(w_i) = B_T(v_j, w_i) = [B_T]_{ji}. $$

Thus, the matrix of a linear map is the transpose of the matrix of the corresponding bilinear form; in some cases we will be considering symmetric linear maps, and there will be no risk of confusion. However, when we deal with symplectic forms (see Section 1.4) one must be careful not to make sign errors.

1.1.2. Definition. Given $T \in \text{Lin}(V, W)$, we define the pull-back associated to $T$ to be map:

$$T^# : \text{B}(W) \to \text{B}(V)$$

given by $T^#(B) = B(T^\cdot, T^\cdot)$. When $T$ is an isomorphism, we can also define the push-forward associated to $T$, which is the map:

$$T^\# : \text{B}(V) \to \text{B}(W)$$

defined by $T^\#(B) = B(T^{-1}^\cdot, T^{-1}^\cdot)$. 
1.1.3. Example. Using (1.1.1) to identify linear and bilinear maps, we have the following formulas for the pull-back and the push-forward:

\[(1.1.4) \quad T^\#(B) = T^* \circ T_B \circ T, \quad T_\#(B) = (T^{-1})^* \circ T_B \circ T^{-1}.\]

The identities (1.1.4) can be interpreted as equalities involving the matrix representations, in which case one must use the matrices that represent \(B, T^\#(B)\) and \(T_\#(B)\) as linear maps.

For \(B \in \text{B}(V)\), the kernel of \(B\) is the subspace of \(V\) defined by:

\[(1.1.5) \quad \text{Ker}(B) = \{v \in V : B(v, w) = 0, \forall w \in V\}.\]

The kernel of \(B\) coincides with the kernel of the associated linear map \(T : V \to V^*\). The bilinear form \(B\) is said to be nondegenerate if \(\text{Ker}(B) = \{0\}\); this is equivalent to requiring that its associated linear map \(T\) is injective, or equivalently, an isomorphism.

1.1.4. Example. If \(B \in \text{B}(V)\) is nondegenerate, then \(B\) defines an isomorphism \(T_B\) between \(V\) and \(V^*\) and therefore we can define a bilinear form \([T_B]_\#(B)\) in \(V^*\) by taking the push-forward of \(B\) by \(T_B\). By (1.1.4), such bilinear form is associated to the linear map \((T_B^{-1})^*\); if \(B\) is symmetric, then \([T_B]_\#(B)\) is the bilinear form associated to the linear map \(T_B^{-1}\).

1.1.5. Definition. Let \(B \in \text{B}_{\text{sym}}(V)\) be a symmetric bilinear form in \(V\). We say that a linear map \(T : V \to V\) is \(B\)-symmetric (respectively, \(B\)-anti-symmetric) if the bilinear form \(B(T \cdot, \cdot)\) is symmetric (respectively, anti-symmetric). We say that \(T\) is \(B\)-orthogonal if \(T^\#[B] = B\), i.e., if \(B(T \cdot, T \cdot) = B\).

1.1.6. Example. Given \(B \in \text{B}_{\text{sym}}\) and \(T \in \text{Lin}(V)\), the \(B\)-symmetry of \(T\) is equivalent to:

\[(1.1.6) \quad T_B \circ T = (T_B \circ T)^*;\]

clearly, the \(B\)-anti-symmetry is equivalent to \(T_B \circ T = -(T_B \circ T)^*\).

When \(B\) is nondegenerate, we can also define the transpose of \(T\) relatively to \(B\), which is the linear map \(\hat{T} \in \text{Lin}(V)\) such that \(B(Tv, w) = B(v, \hat{T}w)\) for all \(v, w \in V\). Explicitly, we have

\[(1.1.7) \quad \hat{T} = T_B^{-1} \circ T^* \circ T_B.\]

Then, \(T\) is \(B\)-symmetric (resp., \(B\)-anti-symmetric) iff \(\hat{T} = T\) (resp., iff \(\hat{T} = -T\)), and it is \(B\)-orthogonal iff \(\hat{T} = T^{-1}\).

We also say that \(T\) is \(B\)-normal if \(T\) commutes with \(\hat{T}\).

Given a subspace \(S \subset V\) and a bilinear form \(B \in \text{B}(V)\), the orthogonal complement \(S^\perp\) of \(S\) with respect to \(B\) is defined by:

\[(1.1.8) \quad S^\perp = \{v \in V : B(v, w) = 0, \forall w \in S\}.\]

In particular, \(\text{Ker}(B) = V^\perp\). The annihilator \(S^o\) of \(S\) (in \(V\)) is the subspace of \(V^*\) defined by:

\[S^o = \{\alpha \in V^* : \alpha(w) = 0, \forall w \in S\}.\]

Observe that \(S^\perp = T_B^{-1}(S^o)\).
1.1.7. Example. Assume that $B \in B_{\text{sym}}(V)$ is nondegenerate and let $T \in \text{Lin}(V)$; denote by $\tilde{T}$ the $B$-transpose of $T$. If $S \subset V$ is an invariant subspace for $T$, i.e., if $T(S) \subset S$, then the $B$-orthogonal complement $S^\perp$ of $S$ is invariant for $\tilde{T}$. This follows from (1.1.7) and from the identity $S^\perp = T_B^{-1}(S^o)$, observing that the annihilator $S^o$ of $S$ is invariant for $T^*$. 

1.1.8. Proposition. If $B \in B(V)$ is nondegenerate and $S \subset V$ is a subspace, then $\dim(V) = \dim(S) + \dim(S^\perp)$.

Proof. Simply note that $\dim(V) = \dim(S) + \dim(S^o)$ and that $\dim(S^\perp) = \dim(S^o)$, and $S^\perp = T_B^{-1}(S^o)$, with $T_B$ an isomorphism, because $B$ is nondegenerate.

If $B$ is either symmetric or anti-symmetric, then it is easy to see that $S \subset (S^\perp)^\perp$; the equality does not hold in general, but only if $B$ is nondegenerate.

1.1.9. Corollary. Suppose that $B \in B(V)$ is either symmetric or anti-symmetric; if $B$ is nondegenerate, then $S = (S^\perp)^\perp$.

Proof. It is $S \subset (S^\perp)^\perp$; by Proposition 1.1.8 $\dim(S) = \dim((S^\perp)^\perp)$.

If $B \in B(V)$ is nondegenerate and $S \subset V$ is a subspace, then the restriction of $B$ to $S \times S$ may be degenerate. We have the following:

1.1.10. Proposition. The restriction $B|_{S \times S}$ is nondegenerate if and only if $V = S \oplus S^\perp$.

Proof. The kernel of the restriction $B|_{S \times S}$ is $S \cap S^\perp$; hence, if $V = S \oplus S^\perp$, it follows that $B$ is nondegenerate on $S$. Conversely, if $B$ is nondegenerate on $S$, then $S \cap S^\perp = \{0\}$. It remains to show that $V = S + S^\perp$. For, observe that the map:

$$B \ni x \mapsto B(x, \cdot)|_S \in S^*$$

is an isomorphism. Hence, given $v \in V$, there exists $x \in S$ such that $B(x, \cdot)$ and $B(v, \cdot)$ coincide in $S$, thus $x - v \in S^\perp$. This concludes the proof.

1.1.11. Corollary. Suppose that $B \in B(V)$ is either symmetric or anti-symmetric; if $B$ is nondegenerate, then the following are equivalent:

- $B$ is nondegenerate on $S$;
- $B$ is nondegenerate on $S^\perp$.

Proof. Assume that $B$ is nondegenerate on $S$. By Proposition 1.1.10 it is $V = S \oplus S^\perp$; by Corollary 1.1.9 we have $V = S^\perp \oplus (S^\perp)^\perp$, from which it follows that $B$ is nondegenerate on $S^\perp$ by Proposition 1.1.10. The converse is analogous, since $(S^\perp)^\perp = S$.

1.1.12. Example. Proposition 1.1.10 actually does not hold if $V$ is not finite dimensional. For instance, if $V$ is the space of square summable sequences $x = (x_i)_{i \in \mathbb{N}}$ of real numbers, i.e., $\sum_{i \in \mathbb{N}} x_i^2 < +\infty$, $B$ is the standard Hilbert product in $V$ given by $B(x, y) = \sum_{i \in \mathbb{N}} x_i y_i$, and $S \subset V$ is the subspace consisting of all almost null sequences, i.e., $x_i \neq 0$ only for a finite number of indices $i \in \mathbb{N}$, then it is easy to see that $S^\perp = \{0\}$. What happens here is that the map (1.1.9) is injective, but not surjective.
1.1.13. Remark. Observe that Proposition 1.1.10 is indeed true if we assume only that $S$ is finite dimensional; for, in the proof presented, only the finiteness of $\dim(S)$ was used to conclude that the map (1.1.9) is an isomorphism.

As an application of Proposition 1.1.10 we can now prove that every symmetric bilinear form is diagonalizable. We say that a basis $(v_i)_{i=1}^n$ of $V$ diagonalizes the bilinear form $B$ if $B(v_i, v_j) = 0$ for all $i \neq j$, i.e., if $B$ is represented by a diagonal matrix in the basis $(v_i)_{i=1}^n$.

1.1.14. Theorem. Suppose that $K$ is a field of characteristic different from 2. Given $B \in \text{B}_{\text{sym}}(V)$, there exists a basis $(v_i)_{i=1}^n$ of $V$ that diagonalizes $B$.

Proof. We prove the result by induction on $\dim(V)$. If $\dim(V) = 1$ the result is trivial; assume $\dim(V) = n$ and that the result holds true for every vector space of dimension less than $n$. If $B(v, v) = 0$ for all $v \in V$, then $B = 0$. For,

$$0 = B(v + w, v + w) = 2B(v, w),$$

and the field $K$ has characteristic different from 2. Since the result in the case that $B = 0$ is trivial, we can assume the existence of $v_1 \in V$ such that $B(v_1, v_1) \neq 0$. It follows that $B$ is nondegenerate on the one-dimensional subspace $Kv_1$ generated by $v_1$; by Proposition 1.1.10 we get:

$$V = Kv_1 \oplus (Kv_1)^\perp.$$

By the induction hypothesis, there exists a basis $(v_i)_{i=1}^{n-1}$ of $(Kv_1)^\perp$ that diagonalizes the restriction of $B$; it is then easy to check that the basis $(v_i)_{i=2}^n$ diagonalizes $B$. \qed

1.2. Complex structures

In this section we will study the procedure of changing the scalar field of a real vector space, making it into a complex vector space. Of course, given a complex vector space, one can always reduce the scalars to the real field: such operation will be called reduction of the scalars.

Passing from the real to the complex field requires the introduction of an additional structure, that will be called a complex structure. Many of the proofs in this section are elementary, so they will be omitted and left as an exercise for the reader.

For clarity, in this section we will refer to linear maps as $\mathbb{R}$-linear or $\mathbb{C}$-linear, and similarly we will talk about $\mathbb{R}$-bases or $\mathbb{C}$-bases, real or complex dimension, etc.

Let $\mathcal{V}$ be a complex vector space; we will denote by $\mathcal{V}_\mathbb{R}$ the real vector space obtained by restriction of the multiplication by scalars $\mathbb{C} \times \mathcal{V} \to \mathcal{V}$ to $\mathbb{R} \times \mathcal{V} \to \mathcal{V}$. Observe that the underlying set of vectors, as well as the operation of sum, coincides in $\mathcal{V}$ and $\mathcal{V}_\mathbb{R}$. We say that $\mathcal{V}_\mathbb{R}$ is a realification of $\mathcal{V}$, or that $\mathcal{V}_\mathbb{R}$ is obtained by a reduction of scalars from $\mathcal{V}$.

The endomorphism $v \mapsto iv$ of $\mathcal{V}$ given by the multiplication by the imaginary unit $i = \sqrt{-1}$ is $\mathbb{C}$-linear, hence also $\mathbb{R}$-linear. The square of this endomorphism is given by minus the identity of $\mathcal{V}$. This suggests the following definition:

1.2.1. Definition. Let $V$ be a real vector space. A complex structure in $V$ is a linear map $J : V \to V$ such that $J^2 = J \circ J = -\text{Id}$. 

Clearly, a complex structure $J$ is an isomorphism, since $J^{-1} = -J$.

Given a complex structure $J$ on $V$ it is easy to see that there exists a unique way of extending the multiplication by scalars $\mathbb{R} \times V \to V$ of $V$ to a multiplication by scalar $\mathbb{C} \times V \to V$ in such a way that $J(v) = iv$. Explicitly, we define:

\begin{equation}
(a + b i)v = av + bJ(v), \quad a, b \in \mathbb{R}, \quad v \in V.
\end{equation}

Conversely, as we had already observed, every complex extension of multiplication by scalars for $V$ defines a complex structure on $V$ by $J(v) = iv$.

We will henceforth identify every pair $(V, J)$, where $V$ is a real vector space and $J$ is a complex structure of $V$, with the complex vector space $\mathcal{V}$ obtained from $(V, J)$ by (1.2.1). Observe that $V$ is the realification $\mathcal{V}_\mathbb{R}$ of $\mathcal{V}$.

1.2.2. Example. For every $n \in \mathbb{N}$, the space $\mathbb{R}^{2n}$ has a canonical complex structure defined by $J(x, y) = (-y, x)$, for $x, y \in \mathbb{R}^{n}$. We can identify $(\mathbb{R}^{2n}, J)$ with the complex vector space $\mathbb{C}^n$ by $(x, y) \mapsto x + iy$. In terms of matrix representations, we have:

\begin{equation}
J = \begin{pmatrix} 0 & -I \\ I & 0 \end{pmatrix},
\end{equation}

where 0 and I denote respectively the 0 and the identity $n \times n$ matrices.

We have the following simple Lemma:

1.2.3. Lemma. Let $(V_1, J_1)$ and $(V_2, J_2)$ be real vector spaces endowed with complex structures. A $\mathbb{R}$-linear map $T : V_1 \to V_2$ is $\mathbb{C}$-linear if and only if $T \circ J_1 = J_2 \circ T$. In particular, the $\mathbb{C}$-linear endomorphisms of a vector space with complex structure $(V, J)$ are the $\mathbb{R}$-linear endomorphisms of $V$ that commute with $J$.

Proof. Left to the reader in Exercise 1.5.

1.2.4. Remark. Observe that if $J$ is a complex structure on $V$, then also $-J$ is a complex structure, that will be called the conjugate complex structure. For $\lambda \in \mathbb{C}$ and $v \in V$, the product of $\lambda$ and $v$ in the complex space $(V, -J)$ is given by the product of $\bar{\lambda}$ and $v$ in the complex space $(V, J)$, where $\bar{\lambda}$ is the complex conjugate of $\lambda$. The set of complex bases of $(V, J)$ and $(V, -J)$ coincide; observe however that the components of a vector in a fixed basis are conjugated when replacing $J$ by $-J$.

A $\mathbb{C}$-linear map $T$ between complex spaces is still $\mathbb{C}$-linear when replacing the complex structures by their conjugates in both the domain and the counterdomain. The representations of $T$ with respect to fixed bases in the complex structures and the same bases in the conjugate complex structures are given by conjugate matrices.

1.2.5. Definition. A map $T$ between complex vector spaces is said to be anti-linear, or conjugate linear, if it is additive and if $T(\lambda v) = \bar{\lambda}T(v)$ for all $\lambda \in \mathbb{C}$ and all $v$ in the domain of $T$.

An anti-linear map is always $\mathbb{R}$-linear when we see it as a map between the realifications of the domain and the counterdomain. Moreover, a map is anti-linear if and only if it is $\mathbb{C}$-linear when the complex structure of its domain (or of its counter domain) is replaced by the complex conjugate. In particular, the anti-linear endomorphisms of $(V, J)$ are the $\mathbb{R}$-linear endomorphisms of $V$ that anti-commute with $J$.

We have the following relation between the bases of $(V, J)$ and of $V$:
1.2.6. PROPOSITION. Let \( V \) be a (possibly infinite dimensional) real vector space and \( J \) a complex structure on \( V \). If \( (b_j)_{j \in \mathcal{J}} \) is a \( \mathbb{C} \)-basis of \((V, J)\), then the union of \((b_j)_{j \in \mathcal{J}} \) and \((J(b_j))_{j \in \mathcal{J}} \) is an \( \mathbb{R} \)-basis of \( V \).

PROOF. Left to the reader in Exercise 1.6. \( \square \)

1.2.7. COROLLARY. The real dimension of \( V \) is twice the complex dimension of \((V, J)\); in particular, a (finite dimensional) vector space admits a complex structure if and only if its dimension is an even number.

PROOF. We only need to show that every real vector space of even dimension admits a complex structure. This is easily established by choosing an isomorphism with \( \mathbb{R}^{2n} \) and using the canonical complex structure given in Example 1.2.2. \( \square \)

1.2.8. EXAMPLE. If \((V, J)\) is a real vector space with complex structure, then the dual complex space of \((V, J)\) is given by the set of \( \mathbb{R} \)-linear maps \( \alpha : V \to \mathbb{C} \) such that:

\[
\alpha \circ J(v) = i \alpha(v), \quad v \in V.
\]

It is easy to see that (1.2.8) determines the imaginary part of \( \alpha \) when it is known its real part; hence we have an \( \mathbb{R} \)-linear isomorphism:

\[
(V, J)^* \ni \alpha \mapsto \Re \alpha \in V^*,
\]

where \( \Re : \mathbb{C} \to \mathbb{R} \) denotes the real part map. The isomorphism (1.2.4) therefore induces a unique complex structure of \( V^* \) that makes (1.2.4) into a \( \mathbb{C} \)-linear isomorphism. Such complex structure is called the dual complex structure, and it is easy to see that it is given simply by the transpose map \( J^* \).

We conclude this section with a relation between the matrix representations of vectors and linear maps in real and complex bases. Let \((V, J)\) be a \( 2n \)-dimensional vector space with complex structure; a basis of \( V \) adapted to \( J \), shortly a \( J \)-basis, is a basis of the form

\[
(b_1, \ldots, b_n, J(b_1), \ldots, J(b_n));
\]

in this case, \((b_j)_{j=1}^n\) is a complex basis of \((V, J)\). For instance, the canonical basis of \( \mathbb{R}^{2n} \), endowed with the canonical complex structure, is a \( J \)-basis corresponding to the canonical basis of \( \mathbb{C}^n \). In other words, the \( J \)-bases of a vector space are precisely those with respect to which the matrix representations of \( J \) is that given by (1.2.2). The existence of \( J \)-bases is given by Proposition 1.2.6.

Let a \( J \)-basis of \( V \) be fixed, corresponding to a complex basis \( B = (b_j)_{j=1}^n \) of \((V, J)\). Given \( v \in V \) with coordinates \((z_1, \ldots, z_n)\) in the basis \( B \), then its coordinates in the (real) \( J \)-basis of \( V \) are:

\[
v \sim (x_1, \ldots, x_n, y_1, \ldots, y_n),
\]

where \( z_j = x_j + i y_j, \quad x_j, y_j \in \mathbb{R} \). If \( T \) is a \( \mathbb{C} \)-linear map represented in the complex basis by the matrix \( Z = A + i B \) (\( A \) and \( B \) real), then its representation in the corresponding \( J \)-basis is:

\[
T \sim \begin{pmatrix} A & -B \\ B & A \end{pmatrix}.
\]
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1.2.9. REMARK. Formula (1.2.6) tells us that the map

\[ Z = A + B i \mapsto \begin{pmatrix} A & -B \\ B & A \end{pmatrix} \]

is an injective homomorphism of the algebra of complex \( n \times n \) matrices into the algebra of real \( 2n \times 2n \) matrices.

1.3. Complexification and real forms

In this section we show that any real vector space can be “extended” in a canonical way to a complex vector space, by mimicking the relation between \( \mathbb{R}^n \) and \( \mathbb{C}^n \); such an extension will be called a complexification of the space. We also show that, given a complex space, it can be seen as the complexification of several of its real subspaces, that will be called the real forms of the complex space. We will only consider the case of finite dimensional spaces, even though many of the results presented will hold in the case of infinite dimensional spaces, up to minor modifications. Some of the proofs are elementary, and they will be omitted and left to the reader as Exercises.

1.3.1. DEFINITION. Let \( V \) be a complex vector space; a real form \( V_0 \) in \( V \) is a real subspace \( V_0 \) of \( V \) (or, more precisely, a subspace of the realification \( V_\mathbb{R} \) of \( V \)) such that:

\[ V_\mathbb{R} = V_0 \oplus i V_0. \]

In other words, a real form \( V_0 \) in \( V \) is a real subspace such that every \( v \in V \) can be written uniquely in the form \( v = v_1 + i v_2 \), with \( v_1, v_2 \in V_0 \).

To a real form \( V_0 \) we associate maps:

\[ \Re : V \rightarrow V_0, \quad \Im : V \rightarrow i V_0, \quad \mathfrak{c} : V \rightarrow V, \]

given by \( \Re(v_1 + i v_2) = v_1, \quad \Im(v_1 + i v_2) = v_2 \) and \( \mathfrak{c}(v_1 + i v_2) = v_1 - i v_2 \), for all \( v_1, v_2 \in V \). We call \( \Re, \Im \) and \( \mathfrak{c} \) respectively the real part, imaginary part, and conjugation maps associated to the real form \( V_0 \). All these maps are \( \mathbb{R} \)-linear; the map \( \mathfrak{c} \) is also anti-linear. For \( v \in V \), we also say that \( \mathfrak{c}(v) \) is the conjugate of \( v \) relatively to the real form \( V_0 \), and we also write:

\[ \mathfrak{c}(v) = \bar{v}. \]

1.3.2. DEFINITION. Let \( V \) be a real vector space. A complexification of \( V \) is a pair \((V^C, \iota)\), where \( V^C \) is a complex vector space and \( \iota : V \rightarrow V^C \) is an injective \( \mathbb{R} \)-linear map such that \( \iota(V) \) is a real form in \( V^C \).

The result of the following Proposition is usually known as the universal property of the complexification:

1.3.3. PROPOSITION. Let \( V \) be a real vector space, \((V^C, \iota)\) a complexification of \( V \) and \( W \) a complex vector space. Then, given an \( \mathbb{R} \)-linear map \( f : V \rightarrow W_\mathbb{R} \), there exists a unique \( \mathbb{C} \)-linear map \( \bar{f} : V^C \rightarrow W \) such that the following diagram commutes:

\[ \begin{array}{ccc}
V^C & \xrightarrow{\bar{f}} & W \\
\iota \downarrow & & \downarrow \phi \\
V & \xrightarrow{f} & W
\end{array} \]
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Proof. Left to the reader in Exercise 1.7.

As corollary, we obtain the uniqueness of a complexification, up to isomorphisms:

1.3.4. COROLLARY. Suppose that \((V_1^C, \iota_1)\) and \((V_2^C, \iota_2)\) are complexifications of \(V\). Then, there exists a unique \(\mathbb{C}\)-linear isomorphism \(\phi: V_1^C \to V_2^C\) such that the following diagram commutes:

\[
\begin{array}{ccc}
V_1^C & \xrightarrow{\phi} & V_2^C \\
\downarrow{\iota_1} & & \downarrow{\iota_2} \\
V & & \\
\end{array}
\]

Proof. Left to the reader in Exercise 1.8.

If \(V\) is a real vector space, we can make the direct sum \(V \oplus V\) into a complex space by taking the complex structure \(J(v, w) = (-w, v)\). Setting \(\iota(v) = (v, 0)\), it is easy to see that \((V \oplus V, \iota)\) is a complexification of \(V\), that will be called the canonical complexification of the real vector space \(V\).

By Corollary 1.3.4, we do not need to distinguish between complexifications of a vector space; so, from now on, we will denote by \(V^C\) the canonical complexification of \(V\), or, depending on the context, we may use the symbol \(V^C\) to denote some other complexification of \(V\), which is necessarily isomorphic to the canonical one.

The original space \(V\) will then be identified with \(\iota(V)\), so that we will always think of an inclusion \(V \subset V^C\); since \(\iota(V)\) is a real form in \(V^C\), then \(V^C\) is a direct sum of \(V\) and \(iV\):

\[V^C = V \oplus iV.\]

1.3.5. EXAMPLE. The subspace \(\mathbb{R}^n \subset \mathbb{C}^n\) is a real form in \(\mathbb{C}^n\), hence \(\mathbb{C}^n\) is a complexification of \(\mathbb{R}^n\).

1.3.6. EXAMPLE. The space \(M_n(\mathbb{R})\) of real \(n \times n\) matrices is a real form in the space \(M_n(\mathbb{C})\) of complex \(n \times n\) matrices.

A less trivial example of a real form in \(M_n(\mathbb{C})\) is given by \(u(n)\), which is the space of anti-Hermitian matrices, i.e., matrices \(A\) such that \(A^* = -A\), where \(A^*\) denotes the conjugate transpose matrix of \(A\). In this example, \(i u(n)\) is the space of Hermitian matrices, i.e., the space of those matrices \(A\) such that \(A^* = A\). It is easy to see that \(M_n(\mathbb{C}) = u(n) \oplus i u(n)\), and so \(u(n)\) is a real form in \(M_n(\mathbb{C})\) and \(M_n(\mathbb{C})\) is a complexification of \(u(n)\).

1.3.7. EXAMPLE. If \(\mathcal{V}\) is a complex vector space and if \(\{b_j\}_{j=1}^n\) is a complex basis of \(\mathcal{V}\), then the real subspace \(\mathcal{V}_0\) of \(\mathcal{V}_R\) given by:

\[\mathcal{V}_0 = \left\{ \sum_{j=1}^n \lambda_j b_j : \lambda_j \in \mathbb{R}, \ \forall j \right\}\]

is a real form in \(\mathcal{V}\).

Actually, every real form of \(\mathcal{V}\) can be obtained in this way; for, if \(\mathcal{V}_0 \subset \mathcal{V}\) is a real form, then an \(\mathbb{R}\)-basis \(\{b_j\}_{j=1}^n\) of \(\mathcal{V}_0\) is also a \(\mathbb{C}\)-basis of \(\mathcal{V}\). It follows in particular that the real dimension of a real form \(\mathcal{V}_0\) is equal to the complex dimension of \(\mathcal{V}\).
Example 1.3.7 tells us that every complex space admits infinitely many real forms; in the following proposition we give a characterization of the real forms in a complex space. We recall that a bijection $\phi$ of a set is said to be an \textit{involution} if $\phi^2 = \phi \circ \phi = \text{Id}$.

1.3.8. \textbf{Proposition.} \textit{Let $V$ be a complex space. Then there exists a bijection between the set of real forms in $V$ and the set of the anti-linear involutive automorphisms of $V$. Such bijection is obtained by:}

\begin{itemize}
\item associating to each real form $V_0 \subset V$ its conjugation map $c$ (see (1.3.1));
\item associating to each anti-linear involutive automorphism $c$ of $V$ the set of its fixed points $V_0 = \{ v \in V : c(v) = v \}$.
\end{itemize}

\hfill $\square$

The above result suggests an interesting comparison between the operation of realification of a complex space and the operation of complexification of a real space. In Section 1.2 we saw that, roughly speaking, the operations of realification and of addition of a complex structure are mutually inverse; the realification is a canonical procedure, while the addition of a complex structure employs an additional information, which is an automorphism $J$ with $J^2 = -\text{Id}$. In this section we have the opposite situation. The complexification is a canonical operation, while its “inverse” operation, which is the passage to a real form, involves an additional information, which is an anti-linear involutive automorphism.

Let us look now at the complexification as a \textit{functorial} construction. Let $V_1$ and $V_2$ be real spaces; from the universal property of the complexification (Proposition 1.3.3) it follows that each linear map $T : V_1 \rightarrow V_2$ admits a unique $\mathbb{C}$-linear extension $T^\mathbb{C} : V_1^\mathbb{C} \rightarrow V_2^\mathbb{C}$. We have the following commutative diagram:

\[
\begin{array}{ccc}
V_1^\mathbb{C} & \xrightarrow{T^\mathbb{C}} & V_2^\mathbb{C} \\
\downarrow & & \downarrow \\
V_1 & \xrightarrow{T} & V_2
\end{array}
\]

The linear map $T^\mathbb{C}$ is called the \textit{complexification} of $T$; more concretely, we have that $T^\mathbb{C}$ is given by:

$$T^\mathbb{C}(v + iw) = T(v) + iT(w), \quad v, w \in V_1.$$ 

It is immediate that:

\begin{equation}
(T_1 \circ T_2)^\mathbb{C} = T_1^\mathbb{C} \circ T_2^\mathbb{C}, \quad \text{Id}^\mathbb{C} = \text{Id},
\end{equation}

and, when $T$ is invertible

\begin{equation}
(T^\mathbb{C})^{-1} = (T^{-1})^\mathbb{C}.
\end{equation}

The identities (1.3.3) imply that the complexification $V \rightarrow V^\mathbb{C}$, $T \mapsto T^\mathbb{C}$ is a \textit{functor} from the category of real vector spaces with morphisms the $\mathbb{R}$-linear maps to the category of complex vector spaces with morphisms the $\mathbb{C}$-linear maps.

Given a linear map $T : V_1 \rightarrow V_2$, it is easy to see that:

\begin{equation}
\text{Ker}(T^\mathbb{C}) = (\text{Ker}(T))^\mathbb{C}, \quad \text{Im}(T^\mathbb{C}) = \text{Im}(T)^\mathbb{C};
\end{equation}

in the context of categories, the identities (1.3.5) say that the complexification is an \textit{exact functor}, i.e., it takes short exact sequences into short exact sequences.
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If $U \subset V$ is a subspace, it is easy to see that the complexification $i^C$ of the inclusion $i: U \rightarrow V$ is injective, and it therefore gives an identification of $U^C$ with a subspace of $V^C$. More concretely, the subspace $U^C$ of $V^C$ is the direct sum of the two real subspaces $U$ and $iU$ of $V^C$; equivalently, $U^C$ is the complex subspace of $V^C$ generated by the set $U \subset V^C$. However, not every subspace of $V^C$ is the complexification of some subspace of $V$. We have the following characterization:

1.3.9. LEMMA. Let $V$ be a real vector space and let $Z \subset V^C$ be a complex subspace of its complexification. Then, there exists a real subspace $U \subset V$ with $Z = U^C$ if and only if $Z$ is invariant by conjugation, i.e.,

$$\epsilon(Z) \subset Z,$$

where $\epsilon$ is the conjugation relative to the real form $V \subset V^C$. If $Z = U^C$, then such $U$ is uniquely determined, and it is given explicitly by $U = Z \cap V$.

PROOF. Left to the reader in Exercise 1.9.

Given real vector spaces $V_1$ and $V_2$, observe that the map:

$$\text{Lin}(V_1, V_2) \ni T \longmapsto T^C \in \text{Lin}(V_1^C, V_2^C)$$

is $\mathbb{R}$-linear; we actually have the following:

1.3.10. LEMMA. The map (1.3.6) takes $\text{Lin}(V_1, V_2)$ isomorphically onto a real form in $\text{Lin}(V_1^C, V_2^C)$, i.e., the pair formed by the space $\text{Lin}(V_1^C, V_2^C)$ and the map (1.3.6) is a complexification of $\text{Lin}(V_1, V_2)$.

PROOF. Since $(V_2^C)_{\mathbb{R}} = V_2 \oplus iV_2$, it is easy to see that:

$$\text{Lin}\left(V_1, \left(V_2^C\right)_{\mathbb{R}}\right) = \text{Lin}(V_1, V_2) \oplus i\text{Lin}(V_1, V_2).$$

From the universal property of the complexification, it follows that the restriction map

$$\text{Lin}(V_1^C, V_2^C) \ni \mathcal{S} \longmapsto \mathcal{S}|_{V_1} \in \text{Lin}\left(V_1, \left(V_2^C\right)_{\mathbb{R}}\right)$$

is an isomorphism. From (1.3.7) and (1.3.8) it follows:

$$\text{Lin}(V_1^C, V_2^C) \cong \text{Lin}(V_1, V_2) \oplus i\text{Lin}(V_1, V_2),$$

where the two summands on the right of (1.3.9) are identified respectively with the image of (1.3.6) and with the same image multiplied by $i$.

From Lemma 1.3.8 it follows in particular that the dual $V^* = \text{Lin}(V, \mathbb{R})$ can be identified with a real form of the dual of the complexification $(V^C)^* = \text{Lin}(V^C, \mathbb{C})$ (compare with Example 1.2.8).

Along the same lines of Lemma 1.3.9, in the next lemma we characterize the image of (1.3.6):

1.3.11. LEMMA. Let $V_1, V_2$ be real vector spaces. Given a $\mathbb{C}$-linear map $\mathcal{S} : V_1^C \rightarrow V_2^C$, the following statements are equivalent:

- there exists an $\mathbb{R}$-linear map $T : V_1 \rightarrow V_2$ such that $\mathcal{S} = T^C$;
- $\mathcal{S}$ preserves real forms, i.e., $\mathcal{S}(V_1) \subset V_2$;
- $\mathcal{S}$ commutes with conjugation, i.e., $\epsilon \circ \mathcal{S} = \mathcal{S} \circ \epsilon$, where $\epsilon$ denotes the conjugation maps in $V_1^C$ and $V_2^C$ with respect to the real forms $V_1$ and $V_2$ respectively.
When one (hence all) of the above conditions is satisfied, there exists a unique $T \in \text{Lin}(V_1, V_2)$ such that $S = T^C$, which is given by the restriction of $S$. \hfill \Box$

1.3.12. **Example.** Let $V_1, V_2$ be real vector spaces; choosing bases for $V_1$ and $V_2$, the same will be bases for the complexifications $V_1^C$ and $V_2^C$ (see Example 1.3.7). With respect to these bases, the matrix representation of a linear map $T : V_1 \rightarrow V_2$ is equal to the matrix representation of its complexification $T^C : V_1^C \rightarrow V_2^C$ (compare with the result of Section 1.2, and more in particular with formula (1.2.6)). In terms of matrix representations, the map (1.3.6) is simply the inclusion of the real matrices into the complex matrices.

1.3.13. **Example.** The real form in $\text{Lin}(V_1^C, V_2^C)$ defined in the statement of Lemma 1.3.10 corresponds to a conjugation map in $\text{Lin}(V_1, V_2)$; given $S \in \text{Lin}(V_1^C, V_2^C)$, we denote by $\overline{S}$ its conjugate linear map. Explicitly, $\overline{S}$ is given by:

$$\overline{S} = \overline{c \circ S \circ c}.$$ 

For, using Proposition 1.3.8 and Lemma 1.3.11, it suffices to observe that $S \mapsto \overline{c \circ S \circ c}$ defines an anti-linear involutive automorphism of $\text{Lin}(V_1^C, V_2^C)$ whose fixed point set is the image of (1.3.6). Observe that we have the identity:

$$\overline{S(v)} = \overline{S(\overline{v})}, \quad v \in V_1^C.$$ 

In terms of bases, the matrix representation of $\overline{S}$ is the complex conjugate of the matrix representation of $S$.

The theory presented in this section can be easily generalized to the case of multi-linear maps, anti-linear maps and maps with “mixed” multi-linearity, like sesquilinear maps. The latter case has special importance:

1.3.14. **Definition.** Given complex vector spaces $V_1, V_2$ and $V$, we say that a map $B : V_1 \times V_2 \rightarrow V$ is **sesquilinear** if for all $v_1 \in V_1$ the map $B(v_1, \cdot)$ is anti-linear and for all $v_2 \in V_2$ the map $B(\cdot, v_2)$ is $C$-linear.

If $V_1 = V_2$ and if a real form is fixed in $V$, we say that a sesquilinear map $B$ is **Hermitian** (respectively, **anti-Hermitian**) if $B(v_1, v_2) = \overline{B(v_2, v_1)}$ (respectively, $B(v_1, v_2) = -\overline{B(v_2, v_1)}$) for all $v_1, v_2 \in V_1$.

A **Hermitian form** in a complex space $V$ is a sesquilinear Hermitian map $B : V \times V \rightarrow C$; if $B$ is positive definite, i.e., $B(v, v) > 0$ for all $v \neq 0$, we also say that $B$ is a positive **Hermitian product**, or simply an **Hermitian product**, in $V$.

In the same way that we define the complexification $T^C$ for an $R$-linear map, we can define the complexification $B^C$ of an $R$-multilinear map $B : V_1 \times \cdots \times V_p \rightarrow V$ as its unique extension to a $C$-multi-linear map $B^C : V_1^C \times \cdots \times V_p^C \rightarrow V^C$. Similarly, we can associate to an $R$-linear map its unique extension $T^C_\mathbb{R} : V_1^C \rightarrow V_2^C$ to an **anti-linear map**, and to an $R$-bilinear map $B : V_1 \times V_2 \rightarrow V$ its unique **sesquilinear extension** $B^{C^\mathbb{R}} : V_1^C \times V_2^C \rightarrow V^C$.

In Exercise 1.10 the reader is asked to generalize the results of this section, in particular Proposition 1.3.3, Lemma 1.3.10 and Lemma 1.3.11, to the case of multi-linear, conjugate linear or sesquilinear maps.

1.3.15. **Example.** If $V$ is a real vector space and $B \in B_{\text{sym}}(V)$ is a symmetric bilinear form on $V$, then the bilinear extension $B^C$ of $B$ to $V^C$ is symmetric; on the other hand, the sesquilinear extension $B^{C^\mathbb{R}}$ of $B$ is a Hermitian form on $V^C$. Similarly, the bilinear extension of an anti-symmetric bilinear form
is anti-symmetric, while the sesquilinear extension of an anti-symmetric form is anti-Hermitian.

The notions of kernel (see (1.1.5)), nondegeneracy and orthogonal complement (see (1.1.8)) for symmetric and anti-symmetric bilinear forms generalize in an obvious way to sesquilinear Hermitian and anti-Hermitian forms. If $B$ is symmetric (or anti-symmetric), it is easy to see that the condition of nondegeneracy of $B$ is equivalent to the nondegeneracy of either $B^C$ or $B^{Cs}$. Moreover, if $B \in \text{B}_{\text{sym}}(V)$ is positive definite, i.e., $B(v, v) > 0$ for all $v \neq 0$, then its sesquilinear extension $B^{Cs}$ is also positive definite. Observe that the $C$-bilinear extension $B^C$ will be nondegenerate, but it is not positive definite (see Exercise 1.11).

For instance, the canonical inner product of $\mathbb{R}^n$ is given by:

$$\langle x, y \rangle = \sum_{j=1}^{n} x_j y_j.$$ 

Its sesquilinear extension defines the canonical Hermitian product in $\mathbb{C}^n$, given by

$$(1.3.10) \quad \langle z, w \rangle^Cs = \sum_{j=1}^{n} z_j \bar{w}_j,$$

while its $C$-bilinear extension is given by:

$$(1.3.11) \quad \langle z, w \rangle^C = \sum_{j=1}^{n} z_j w_j.$$ 

1.3.16. Remark. In the spirit of Definition 1.1.5, given a complex space $V$ and a Hermitian form $B$ in $V$, we say that a $C$-linear map $T \in \text{Lin}(V)$ is $B$-Hermitian (respectively, $B$-anti-Hermitian) if $B(T \cdot , \cdot )$ is a Hermitian (respectively, anti-Hermitian) form. We also say that $T$ is $B$-unitary if $B(T \cdot , T \cdot ) = B$.

Given a real vector space $V$, $B \in \text{B}_{\text{sym}}(V)$ and if $T \in \text{Lin}(V)$ is a $B$-symmetric (respectively, $B$-anti-symmetric) map, then its complexification $T^C$ in $\text{Lin}(V^C)$ is a $B^{Cs}$-Hermitian (respectively, $B^{Cs}$-anti-Hermitian) map.

If $T$ is $B$-orthogonal, then $T^C$ is $B^{Cs}$-unitary.

1.3.1. Complex structures and complexifications. The aim of this subsection is to show that there exists a natural correspondence between the complex structures of a real space $V$ and certain direct sum decompositions of its complexification $V^C$.

Let $V$ be a real vector space and let $J : V \to V$ be a complex structure in $V$; we have that $J^C$ is a $C$-linear automorphism of the complexification $V^C$ that satisfies $(J^C)^2 = -\text{Id}$. It is then easy to see that $V^C$ decomposes as the direct sum of the two eigenspaces of $J^C$ corresponding to the eigenvalues $i$ and $-i$ respectively; more explicitly, we define:

$$V^b = \{ v \in V^C : J^C(v) = iv \},$$

$$V^a = \{ v \in V^C : J^C(v) = -iv \}.$$ 

Then, $V^b$ and $V^a$ are complex subspaces of $V^C$, and $V^C = V^b \oplus V^a$; the projections onto the subspaces $V^b$ and $V^a$ are given by:

$$(1.3.11) \quad \pi^b(v) = \frac{v - iJ^C(v)}{2}, \quad \pi^a(v) = \frac{v + iJ^C(v)}{2}, \quad v \in V^C.$$
We call the spaces $V^h$ and $V^a$ respectively the holomorphic and the anti-holomorphic subspaces of $V^\mathbb{C}$. Next proposition justifies the names of these spaces (see also Example 1.3.18 below):

1.3.17. **Proposition.** Let $V$ be a real vector space and $J$ a complex structure in $V$. Then, the projections $\pi^h$ and $\pi^a$ given in (1.3.11) restricted to $V$ define respectively a $\mathbb{C}$-linear isomorphism of $(V,J)$ onto $V^h$ and a $\mathbb{C}$-anti-linear isomorphism of $(V,J)$ onto $V^a$. □

Proposition 1.3.17 tells us that, if we complexify a space $V$ that already possesses a complex structure $J$, we obtain a complex space $V^\mathbb{C}$ that contains a copy of the original space $(V,J)$ (the holomorphic subspace) and a copy of $(V,-J)$ (the anti-holomorphic subspace). Observe also that the holomorphic and the anti-holomorphic subspaces of $V^\mathbb{C}$ are mutually conjugate:

$$V^a = \epsilon(V^h), \quad V^h = \epsilon(V^a),$$

where $\epsilon$ denotes the conjugation of $V^\mathbb{C}$ relative to the real form $V$.

In our next example we make a short digression to show how the theory of this subsection appears naturally in the context of calculus with functions of several complex variables.

1.3.18. **Example.** The construction of the holomorphic and the anti-holomorphic subspaces appears naturally when one studies calculus of several complex variables, or, more generally, when one studies the geometry of complex manifolds.

In this example we consider the space $\mathbb{C}^n$, that will be thought as the real space $\mathbb{R}^{2n}$ endowed with the canonical complex structure. The real canonical basis of $\mathbb{C}^n \simeq (\mathbb{R}^{2n}, J)$ will be denoted by:

$$\left( \frac{\partial}{\partial x^1}, \ldots, \frac{\partial}{\partial x^n} ; \frac{\partial}{\partial y^1}, \ldots, \frac{\partial}{\partial y^n} \right);$$

this is a basis of $\mathbb{R}^{2n}$ adapted to $J$, and the corresponding complex basis of $\mathbb{C}^n$ is given by:

$$\left( \frac{\partial}{\partial x^1}, \ldots, \frac{\partial}{\partial x^n} \right).$$

We now consider another complex space, given by the complexification $(\mathbb{R}^{2n})^\mathbb{C} \simeq \mathbb{C}^{2n}$. We denote by $J$ the multiplication by the scalar $i$ in $\mathbb{C}^n$, while in $\mathbb{C}^{2n}$ such multiplication will be denoted in the usual way $v \mapsto iv$. Let $J^\mathbb{C} : \mathbb{C}^{2n} \to \mathbb{C}^{2n}$ be the complexification of $J$, which defines the holomorphic and the anti-holomorphic subspaces of $\mathbb{C}^{2n}$.

By Proposition 1.3.17, the projections $\pi^h$ and $\pi^a$ defined in (1.3.11) map the canonical complex basis of $\mathbb{C}^n$ respectively into a basis of the holomorphic subspace and a basis of the anti-holomorphic subspace of $\mathbb{C}^{2n}$. These bases are usually denoted by $\left( \frac{\partial}{\partial z^j} \right)_{j=1}^n$ and $\left( \frac{\partial}{\partial \bar{z}^j} \right)_{j=1}^n$; using (1.3.11) we compute explicitly:

$$\frac{\partial}{\partial z^j} = \frac{1}{2} \left( \frac{\partial}{\partial x^j} - i \frac{\partial}{\partial y^j} \right), \quad \frac{\partial}{\partial \bar{z}^j} = \frac{1}{2} \left( \frac{\partial}{\partial x^j} + i \frac{\partial}{\partial y^j} \right).$$

Observe that the vector $\frac{\partial}{\partial \bar{z}^j}$ is conjugate to the vector $\frac{\partial}{\partial z^j}$.

The notation $\frac{\partial}{\partial x^j}, \frac{\partial}{\partial y^j}$ for the canonical basis of $\mathbb{R}^{2n}$ is justified by the identification of vectors in $\mathbb{R}^{2n}$ with the partial derivative maps on differentiable functions $f : \mathbb{R}^{2n} \to \mathbb{R}$. The complexification of $\mathbb{R}^{2n}$ is therefore identified with the space...
of partial derivative maps acting on complex differentiable functions \( f : \mathbb{R}^{2n} \rightarrow \mathbb{C} \); in this notation, the Cauchy–Riemann equations, that characterize the holomorphic functions, are given by setting equal to 0 the derivatives in the directions of the anti-holomorphic subspace:

\[
\frac{\partial}{\partial \bar{z}^j} f = 0, \quad j = 1, \ldots, n.
\]

Observe that \( f \) satisfies (1.3.12) if and only if its differential at each point is a \( \mathbb{C} \)-linear map from \( \mathbb{C}^n \simeq (\mathbb{R}^{2n}, J) \) to \( \mathbb{C} \).

We now show that the decomposition into holomorphic and anti-holomorphic subspace determines the complex structure:

1.3.19. PROPOSITION. Let \( V \) be a real vector space and consider a direct sum of the complexification \( V^\mathbb{C} = Z_1 \oplus Z_2 \), where \( Z_1 \) and \( Z_2 \) are mutually conjugate subspaces of \( V^\mathbb{C} \). Then, there exists a unique complex structure \( J \) on \( V \) such that \( Z_1 = V^b \); moreover, for such \( J \), it is also \( Z_2 = V^a \).

PROOF. The uniqueness follows from the fact that \( V^b \) is the graph of \(-J\) when we use the isomorphism \( V^\mathbb{C} \simeq \mathbb{V} \oplus \mathbb{V} \). For the existence, consider the unique \( \mathbb{C} \)-linear map in \( V^\mathbb{C} \) that has \( Z_1 \) and \( Z_2 \) as eigenspaces corresponding to the eigenvalues \( i \) and \(-i\) respectively. Clearly, such map commutes with the conjugation and its square equals \(-\text{Id}\). From Lemma 1.3.11 it follows that it is of the form \( J^\mathbb{C} \) for some complex structure \( J : \mathbb{V} \rightarrow \mathbb{V} \).

Let now \( T \) be a \( \mathbb{C} \)-linear endomorphism of \((V, J)\), i.e., an \( \mathbb{R} \)-linear endomorphism of \( V \) such that \( T \circ J = J \circ T \); let \( T^\mathbb{C} \) be its complexification. It is easy to see that the holomorphic and the anti-holomorphic subspaces of \( V^\mathbb{C} \) are invariant by \( T^\mathbb{C} \); moreover, we have the following commutative diagrams:

\[
\begin{align*}
\begin{array}{ccc}
V & \xrightarrow{T} & V \\
\pi^b|_V & \equiv & \pi^b|_V \\
V^b & \xrightarrow{T^\mathbb{C}} & V^b
\end{array}
\end{align*}
\quad \quad \quad \quad \quad
\begin{align*}
\begin{array}{ccc}
V & \xrightarrow{T} & V \\
\pi^a|_V & \equiv & \pi^a|_V \\
V^a & \xrightarrow{T^\mathbb{C}} & V^a
\end{array}
\end{align*}
\]

It follows from Proposition 1.3.17 that the vertical arrows in the diagram on the left are \( \mathbb{C} \)-linear isomorphisms of \((V, J)\) with \( V^b \) and the vertical arrows in the diagram on the right are \( \mathbb{C} \)-linear isomorphisms of \((V, -J)\) in \( V^a \).

Let now \((b_j)_{j=1}^n\) be a complex basis of \((V, J)\) and let \((b_j, J(b_j))_{j=1}^n\) be the corresponding real basis of \( V \) adapted to \( J \). The latter is also a complex basis for \( V^\mathbb{C} \) (see Example 1.3.7). By Proposition 1.3.17, the vectors \( u_j, \bar{u}_j \) defined by:

\[
(1.3.14) \quad u_j = \frac{b_j - iJ(b_j)}{2} \in V^b, \quad \bar{u}_j = \frac{b_j + iJ(b_j)}{2} \in V^a, \quad j = 1, \ldots, n
\]

form a complex basis of \((V, J)\). If \( T \) is represented by the matrix \( Z = A + Bi \), with \( A, B \) real matrices, in the basis \((b_j)_{j=1}^n\) of \( V^\mathbb{C} \) (hence it is represented by the matrix (1.2.6) with respect to the real basis of \( V \)), then it follows from (1.3.13) that the matrix representation of \( T^\mathbb{C} \) with respect to the basis \((u_j, \bar{u}_j)_{j=1}^n\) of \( V^\mathbb{C} \) is given by:

\[
(1.3.15) \quad T^\mathbb{C} \sim \begin{pmatrix} Z & 0 \\ 0 & \bar{Z} \end{pmatrix}.
\]
On the other hand, the matrix representation of $T^C$ with respect to the basis $(b_j, J(b_j))_{j=1}^n$ is again (1.2.6) (see Example 1.3.12). This shows in particular that the matrices in (1.2.6) and in (1.3.15) are equivalent (or conjugate, i.e., representing the same linear map in different bases).

We summarize the above observations into the following:

1.3.20. PROPOSITION. Let $V$ be a real vector space and $J$ a complex structure in $V$. If $T$ is a $C$-linear endomorphism of $(V, J)$, then:

- the trace of $T$ as a linear map on $V$ is twice the real part of the trace of $T$ as a linear map on $(V, J)$;
- the determinant of $T$ as a linear map on $V$ is equal to the square of the absolute value of the determinant of $T$ as a linear map on $(V, J)$.

More explicitly, if $A, B$ and real $n \times n$ matrices, $Z = A + B i$ and $C$ is the matrix given in (1.2.6), then we have the following identities:

$$\text{tr}(C) = 2\Re(\text{tr}(Z)), \quad \det(C) = |\det(Z)|^2,$$

where $\text{tr}(U)$, $\det(U)$ denote respectively the trace and the determinant of the matrix $U$, and $\Re(\lambda), |\lambda|$ denote respectively the real part and the absolute value of the complex number $\lambda$.

\[\Box\]

1.3.21. REMARK. Suppose that $V$ is endowed with an inner product $g$, i.e., a symmetric, positive definite bilinear form, and that $J : V \rightarrow V$ is a complex structure which is $g$-anti-symmetric. Then, we have $J^g g = g$, i.e., $J$ is $g$-orthogonal. The map $J^C$ on $V^C$ will then be anti-Hermitian (and unitary) with respect to the Hermitian product $g^C_{a\bar{a}}$ in $V^C$ (see Remark 1.3.16). It is easy to see that the holomorphic and the anti-holomorphic subspaces of $J$ are orthogonal with respect to $g^C_{a\bar{a}}$:

$$g^C_{a\bar{a}}(v, w) = 0, \quad v \in V^b, w \in V^a.$$  

Using $g$ and $J$, we can also define a Hermitian product $g_h$ in $V$ by setting:

$$g_h(v, w) = g(v, w) + ig(v, Jw), \quad v, w \in V.$$

Actually, this is the unique Hermitian form in $(V, J)$ that has $g$ as its real part.

We have the following relations:

$$g^C_{a\bar{a}}(\pi^b v, \pi^b w) = \frac{g_h(v, w)}{2}, \quad g^C_{a\bar{a}}(\pi^a v, \pi^a w) = \frac{g_h(v, w)}{2}, \quad v, w \in V;$$

they imply, in particular, that if $(b_j)_{j=1}^n$ is an orthonormal complex basis of $(V, J)$ with respect to $g_h$, then the vectors $\sqrt{2} u_j, \sqrt{2} \bar{u}_j, j = 1, \ldots, n$, (see (1.3.14)) form an orthonormal real basis of $V^C$ with respect to $g^C_{a\bar{a}}$. Also the vectors $b_j$ and $J(b_j)$, $j = 1, \ldots, n$, form an orthonormal real basis of $V$ with respect to $g$, and therefore they form a complex orthonormal basis of $V^C$ with respect to $g^C_{a\bar{a}}$. We conclude then that if $Z = A + B i$ ($A, B$ real matrices), then the matrices in formulas (1.2.6) and (1.3.15) are unitarily equivalent, i.e., they represent the same complex linear map in different orthonormal bases.

1.4. Symplectic forms

In this section we will study the symplectic vector spaces. We define the notion of symplectomorphism, which is the equivalence in the category of symplectic vector spaces, and we show that symplectic vector spaces of the same dimension are equivalent.
1.4.1. Definition. Let $V$ be a real vector space; a symplectic form on $V$ is an anti-symmetric nondegenerate bilinear form $\omega : V \times V \to \mathbb{R}$. We say that $(V, \omega)$ is a symplectic vector space.

1.4.2. Remark. If $\omega \in \mathcal{B}_{\text{sym}}(V)$ is a possibly degenerate anti-symmetric bilinear form on $V$, then $\omega$ defines an anti-symmetric bilinear form $\tilde{\omega}$ on the quotient $V/\text{Ker}(\omega)$; it is easy to see that $\tilde{\omega}$ is nondegenerate, hence $(V/\text{Ker}(\omega), \tilde{\omega})$ is a symplectic space.

We start by giving a canonical form for the anti-symmetric bilinear forms; the proof is similar to the proof of Theorem 1.1.14.

1.4.3. Theorem. Let $V$ be a $p$-dimensional vector space and $\omega \in \mathcal{B}_{\text{sym}}(V)$ an anti-symmetric bilinear form on $V$. Then, there exists a basis of $V$ with respect to which the matrix of $\omega$ (as a bilinear form) is given by:

$$
\omega \sim \begin{pmatrix}
0_n & I_n & 0_{n \times r} \\
-I_n & 0_n & 0_{n \times r} \\
0_{r \times n} & 0_{r \times n} & 0_r
\end{pmatrix},
$$

where $r = \dim(\text{Ker}(\omega))$, $p = 2n + r$, and $0_{\alpha \times \beta}, I_n$ denote respectively the zero $\alpha \times \beta$ matrix, the zero square matrix $\alpha \times \alpha$ and the identity $\alpha \times \alpha$ matrix.

Proof. In first place, it is clear that, if a basis as in the thesis is found, then the last $r$ vectors of this basis will be a basis for $\text{Ker}(\omega)$, from which we get $r = \dim(\text{Ker}(\omega))$ and $p = 2n + r$.

For the proof, we need to exhibit a basis $(b_i)_{i=1}^p$ of $V$ such that:

$$
\omega(b_i, b_{n+i}) = -\omega(b_{n+i}, b_i) = 1, \quad i = 1, \ldots, n,
$$

and $\omega(b_i, b_j) = 0$ otherwise. We use induction on $p$; if $p \leq 1$ then necessarily $\omega = 0$ and the result is trivial.

Let’s assume $p > 1$ and that the result is true for all vector spaces of dimension less than $p$. If $\omega = 0$ the result is trivial; let’s assume then that $v, w \in V$ are chosen in such a way that $\omega(v, w) \neq 0$, for instance $\omega(v, w) = 1$. Then, it is easy to see that $\omega$ is nondegenerate when restricted to the two-dimensional plane generated by $v$ and $w$; from Proposition 1.1.10 it follows that:

$$
V = (\mathbb{R}v + \mathbb{R}w) \oplus (\mathbb{R}v + \mathbb{R}w)^\perp.
$$

We now use the induction hypothesis to the restriction of $\omega$ to the $(p - 2)$-dimensional vector space $(\mathbb{R}v + \mathbb{R}w)^\perp$, and we obtain a basis $(b_2, \ldots, b_n, b_{n+2}, \ldots, b_p)$ of $(\mathbb{R}v + \mathbb{R}w)^\perp$ in which $\omega$ takes the canonical form. This means that equality (1.4.2) holds for $i = 2, \ldots, n$, and $\omega(b_i, b_j) = 0$ otherwise. The desired basis for $V$ is then obtained by setting $b_1 = v$ and $b_{n+1} = w$. \qed

1.4.4. Corollary. If $(V, \omega)$ is a symplectic space, then $V$ is even dimensional, and there exists a basis $(b_i)_{i=1}^{2n}$ of $V$ with respect to which the matrix of $\omega$ as a bilinear form is given by:

$$
\omega \sim \begin{pmatrix}
0 & I_n \\
-I_n & 0_n
\end{pmatrix},
$$

where $0_n$ and $I_n$ denote respectively the zero and the identity $n \times n$ matrices.

1.4.5. Definition. We say that $(b_i)_{i=1}^{2n}$ is a symplectic basis of $(V, \omega)$ if the matrix of $\omega$ as a bilinear form in this basis is given by (1.4.3).
Observe that the matrix of the linear map $\omega : V \to V^*$ is given by the transpose of (1.4.3), i.e., it coincides with the matrix given in (1.2.2).

Corollary 1.4.4 tells us that every symplectic space admits a symplectic basis. We now define sub-objects and morphisms in the category of symplectic spaces.

1.4.6. Definition. Let $(V, \omega)$ be a symplectic space; We say that $S$ is a symplectic subspace if $S \subset V$ is a subspace and the restriction $\omega|_{S \times S}$ is nondegenerate. Hence, $(S, \omega|_{S \times S})$ is a symplectic space.

Let $(V_1, \omega_1)$ and $(V_2, \omega_2)$ be symplectic spaces; a linear map $T : V_1 \to V_2$ is a symplectic map if $T^\#(\omega_2) = \omega_1$, i.e., if

$$\omega_2(T(v), T(w)) = \omega_1(v, w), \quad \forall v, w \in V_1.$$  

We say that $T$ is a symplectomorphism if $T$ is an isomorphism and a symplectic map.

A symplectomorphism takes symplectic bases in symplectic bases; conversely, if $T : V_1 \to V_2$ is a linear map that takes some symplectic basis of $V_1$ into some symplectic basis of $V_2$, then $T$ is a symplectomorphism.

In terms of the linear maps $\omega_1 \in \text{Lin}(V_1, V_1^*)$ and $\omega_2 \in \text{Lin}(V_2, V_2^*)$, a map $T \in \text{Lin}(V_1, V_2)$ is symplectic if and only if:

$$T^* \circ \omega_2 \circ T = \omega_1.$$  

1.4.7. Remark. Observe that the right hand side of equality (1.4.4) is an isomorphism, from which it follows that every symplectomorphism $T$ is an injective map. In particular, the image $T(V_1)$ is always a symplectic subspace of $V_2$.

1.4.8. Example. We define a symplectic form in $\mathbb{R}^{2n}$ by setting:

$$\omega\left((v_1, w_1), (v_2, w_2)\right) = \langle v_1, w_2 \rangle - \langle v_1, w_1 \rangle,$$

for $v_1, v_2, w_1, w_2 \in \mathbb{R}^n$, where $\langle \cdot, \cdot \rangle$ denotes the canonical inner product of $\mathbb{R}^n$. We say that (1.4.5) is the canonical symplectic form of $\mathbb{R}^{2n}$; the canonical basis of $\mathbb{R}^{2n}$ is a symplectic basis for $\omega$, hence the matrix of $\omega$ (as a bilinear map) with respect to the canonical basis of $\mathbb{R}^{2n}$ is (1.4.3).

The existence of a symplectic basis for a symplectic space (Corollary 1.4.4) implies that every symplectic space admits a symplectomorphism with $(\mathbb{R}^{2n}, \omega)$, hence the proof of every theorem concerning symplectic spaces can be reduced to the case of $(\mathbb{R}^{2n}, \omega)$.

We can also define a canonical symplectic form in $\mathbb{R}^n \oplus \mathbb{R}^{n*}$ by setting:

$$\omega\left((v_1, \alpha_1), (v_2, \alpha_2)\right) = \alpha_2(v_1) - \alpha_1(v_2),$$

where $v_1, v_2 \in \mathbb{R}^n$ and $\alpha_1, \alpha_2 \in \mathbb{R}^{n*}$. Again, the canonical basis of $\mathbb{R}^n \oplus \mathbb{R}^{n*}$ is a symplectic basis for the canonical symplectic form of $\mathbb{R}^n \oplus \mathbb{R}^{n*}$.

1.4.9. Remark. Denoting by $(dq_1, \ldots, dq_n, dp_1, \ldots, dp_n)$ the canonical basis of $\mathbb{R}^{2n*}$ (dual of the canonical basis of $\mathbb{R}^{2n}$), the canonical symplectic form of $\mathbb{R}^{2n}$ is given by:

$$\omega = \sum_{i=1}^{n} dq_i \wedge dp_i.$$  

It follows easily:

$$\omega^n = \omega \wedge \ldots \wedge \omega = (-1)^{\frac{n(n-1)}{2}} dq_1 \wedge \ldots \wedge dq_n \wedge dp_1 \wedge \ldots \wedge dp_n.$$
Hence, $\omega^n$ is a volume form in $\mathbb{R}^{2n}$; for all symplectomorphism $T$ of $(\mathbb{R}^{2n}, \omega)$ we therefore have:

$$T^\#(\omega^n) = \omega^n = \det(T)\omega^n,$$

from which it follows $\det(T) = 1$. In general, not every linear map $T$ with $\det(T) = 1$ is a symplectomorphism of $(\mathbb{R}^{2n}, \omega)$; when $n = 1$ the symplectic form $\omega$ is a volume form, hence $T$ is a symplectomorphism if and only if $\det(T) = 1$.

The symplectomorphisms of a symplectic space $(V, \omega)$ form a group by composition.

1.4.10. DEFINITION. Let $(V, \omega)$ be a symplectic space; the symplectic group of $(V, \omega)$ is the group of all symplectomorphisms of $(V, \omega)$, denoted by $\text{Sp}(V, \omega)$. We denote by $\text{Sp}(2n, \mathbb{R})$ the symplectic group of $\mathbb{R}^{2n}$ endowed with the canonical symplectic form.

Using a symplectic basis of $(V, \omega)$, a map $T \in \text{Lin}(V)$ is a symplectomorphism if and only if the matrix $M$ that represents $T$ in such basis satisfies:

$$M^*\omega M = \omega,$$

where $\omega$ is the matrix given in (1.4.3). Writing

$$(1.4.7) \quad T \sim \begin{pmatrix} A & B \\ C & D \end{pmatrix},$$

then (1.4.6) is equivalent to the following relations:

$$(1.4.8) \quad D^*A - B^*C = I, \quad A^*C \text{ and } B^*D \text{ are symmetric},$$

where $A, B, C, D$ are $n \times n$ matrices, $I$ is the $n \times n$ identity matrix, and $^*$ means transpose (see Exercise 1.16). A matrix of the form (1.4.7) satisfying (1.4.8) will be called a symplectic matrix.

We define direct sum of symplectic spaces.

1.4.11. DEFINITION. Given symplectic spaces $(V_1, \omega_1)$ and $(V_2, \omega_2)$, we define a symplectic form $\omega = \omega_1 \oplus \omega_2$ on $V_1 \oplus V_2$ by setting:

$$\omega((v_1, v_2), (w_1, w_2)) = \omega_1(v_1, w_1) + \omega_2(v_2, w_2), \quad v_1, w_1 \in V_1, \quad v_2, w_2 \in V_2.$$ 

The space $(V_1 \oplus V_2, \omega_1 \oplus \omega_2)$ is called the direct sum of the symplectic spaces $(V_1, \omega_1), (V_2, \omega_2)$.

If $(V, \omega)$ is a symplectic space, two subspaces $S_1, S_2 \subset V$ are said to be $\omega$-orthogonal if $\omega(v_i, v_2) = 0$ for all $v_i \in S_i, \ i = 1, 2$. If $V = S_1 \oplus S_2$ with $S_1$ and $S_2$ $\omega$-orthogonal, then it is easy to see that both $S_1$ and $S_2$ are symplectic subspaces of $(V, \omega)$; in this case we say that $V$ is the symplectic direct sum of the subspaces $S_1$ and $S_2$.

Observe that the notion of direct sum for symplectic spaces is not meant as a sum in a categorical sense, i.e., it is not true that a symplectic map on a direct sum $V_1 \oplus V_2$ is determined by its restriction to $V_1$ and $V_2$ (see Exercise 1.21).

1.4.12. EXAMPLE. If $T_i : V_i \rightarrow V_i', \ i = 1, 2$, are symplectic maps, then the map $T = T_1 \oplus T_2 : V_1 \oplus V_2 \rightarrow V_1' \oplus V_2'$ defined by:

$$T(v_1, v_2) = (T_1(v_1), T_2(v_2)), \quad v_i \in V_i, \ i = 1, 2,$$

is also symplectic. If both $T_1$ and $T_2$ are symplectomorphisms, then also $T$ is a symplectomorphism.
One needs to be careful with the notion of direct sum of symplectic spaces when working with symplectic bases; more explicitly, the concatenation of a symplectic basis \((b_j)_{j=1}^{2n}\) of \(V_1\) and a symplectic basis \((b_j')_{j=1}^{2m}\) of \(V_2\) is not a symplectic basis of \(V_1 \oplus V_2\). In order to obtain a symplectic basis of \(V_1 \oplus V_2\) we need to rearrange the vectors as follows:

\[
(b_1, \ldots, b_n, b'_1, \ldots, b'_{m}, b_{n+1}, \ldots, b_{2n}, b'_{m+1}, \ldots, b'_{2m}).
\]

Similar problems are encountered when dealing with symplectic matrices: the simple juxtaposition of along the diagonal of an element of \(\text{Sp}(2n, \mathbb{R})\) and an element of \(\text{Sp}(2m, \mathbb{R})\) does not produce an element of \(\text{Sp}(2(n+m), \mathbb{R})\); in order to obtain a symplectic matrix it is necessary to perform a suitable permutation of the rows and the columns of such juxtaposition.

### 1.4.1. Isotropic and Lagrangian subspaces.

In this subsection we consider a fixed symplectic space \((V, \omega)\), with \(\dim(V) = 2n\).

1.4.13. Definition. A subspace \(S \subset V\) is said to be isotropic if \(\omega|_{S \times S} = 0\).

Observe that \(S\) is isotropic if and only if it is contained in its orthogonal \(S^\perp\) with respect to \(\omega\); from Proposition 1.1.8 we have:

\[
\dim(S) + \dim(S^\perp) = 2n,
\]

from which it follows that the dimension of an isotropic subspace is at most \(n\). Observe that the notion of isotropic subspace is, roughly speaking, opposite to the notion of symplectic subspace; for, by Proposition 1.1.10, \(S\) is a symplectic subspace if and only if \(S \cap S^\perp = \{0\}\).

We have the following:

1.4.14. Lemma. Let \(L \subset V\) be a subspace; the following statements are equivalent:

- \(L\) is maximal isotropic, i.e., \(L\) is isotropic and it is not properly contained in any other isotropic subspace of \(V\);
- \(L = L^\perp\);
- \(L\) is isotropic and \(\dim(L) = n\).

Proof. If \(L\) is maximal isotropic, then \(L \subset L^\perp\) and for \(v \in L^\perp\) the subspace \(L + \mathbb{R}v\) is isotropic and it contains \(L\). It follows that \(L = L + \mathbb{R}v\), hence \(v \in L\) and \(L = L^\perp\). If \(L = L^\perp\), then \(L\) is isotropic, and from (1.4.9) it follows that \(\dim(L) = n\). Finally, if \(L\) is isotropic and \(\dim(L) = n\), then \(L\) is maximal isotropic, because the dimension of an isotropic subspace is at most \(n\).

1.4.15. Definition. A subspace \(L \subset V\) is said to be Lagrangian subspace if it satisfies one (hence all) of the statements in Lemma 1.4.14.

1.4.16. Example. The subspaces \(\{0\} \oplus \mathbb{R}^n\) and \(\mathbb{R}^n \oplus \{0\}\) are Lagrangian subspaces of \(\mathbb{R}^{2n}\) endowed with the canonical symplectic structure. Given a linear map \(T \in \text{Lin}(\mathbb{R}^n)\), then its graph \(\text{Graph}(T) = \{v + T(v) : v \in \mathbb{R}^n\}\) is a Lagrangian subspace of \(\mathbb{R}^{2n}\) endowed with the canonical symplectic structure if and only if \(T\) is symmetric with respect to the canonical inner product of \(\mathbb{R}^n\).

1.4.17. Example. If \(S \subset V\) is an isotropic subspace, then the kernel of the restriction of \(\omega\) to \(S^\perp\) is the subspace \((S^\perp)^\perp \cap S^\perp = S\) (see Corollary 1.1.9). It follows that \(\omega\) defines by passing to the quotient a symplectic form \(\overline{\omega}\) in \(S^\perp/S\) (Remark 1.4.2).
In the following definition we relate symplectic forms and complex structures on $V$:

1.4.18. **Definition.** A complex structure $J : V \rightarrow V$ is said to be *compatible* with the symplectic form $\omega$ if $\omega(\cdot, J\cdot)$ is an inner product. More explicitly, $J$ is compatible with $\omega$ if:

$$-\omega(Jv, w) = \omega(v, Jw), \quad \forall v, w \in V,$$

and if $\omega(v, Jv) > 0$ for all $v \neq 0$.

1.4.19. **Example.** The canonical complex structure of $\mathbb{R}^{2n}$ (Example 1.2.2) is compatible with the canonical symplectic structure of $\mathbb{R}^{2n}$. The inner product $\omega(\cdot, J\cdot)$ is simply the canonical inner product of $\mathbb{R}^{2n}$. It follows that every symplectic space admits a complex structure compatible with the symplectic form: it is enough to define $J$ by the matrix (1.2.2) with respect to any fixed symplectic basis. Such basis will then be an *orthonormal basis* with respect to the inner product $\omega(\cdot, J\cdot)$.

Let’s assume that $J$ is a given complex structure on $V$ which is compatible with $\omega$, and let’s denote by $g$ the inner product $\omega(\cdot, J\cdot)$; $J$ is a symplectomorphism of $(V, \omega)$ (see Exercise 1.22) and the following identity holds:

$$g(J\cdot, \cdot) = \omega.$$

A compatible complex structure $J$ can be used to construct a Lagrangian which is complementary to a given Lagrangian:

1.4.20. **Lemma.** If $L \subset V$ is a Lagrangian subspace and $J$ is a complex structure compatible with $\omega$, then $V = L \oplus J(L)$.

**Proof.** It suffices to observe that $L$ and $J(L)$ are orthogonal subspaces with respect to the inner product $g$. \hfill $\Box$

1.4.21. **Corollary.** Every Lagrangian subspace admits a complementary Lagrangian subspace.

**Proof.** It follows from Lemma 1.4.20, observing that $J(L)$ is Lagrangian, since $J$ is a symplectomorphism (Exercise 1.22). \hfill $\Box$

We can define a complex valued sesquilinear form $g_b$ (see Definition 1.3.14) in the complex space $(V, J)$ by setting:

$$(1.4.10) \quad g_b(v, w) = g(v, w) - i \omega(v, w).$$

It is easy to see that $g_b$ is a positive Hermitian product in $(V, J)$.

Recall from Remark 1.3.16 that a $\mathbb{C}$-linear endomorphism is $g_b$-unitary when $g_b(T\cdot, T\cdot) = g_b$; in this situation we also say that $T$ preserves $g_b$. We have the following:

1.4.22. **Proposition.** Let $T \in \text{Lin}(V)$ be an $\mathbb{R}$-linear map; the following statements are equivalent:

- $T$ is $\mathbb{C}$-linear in $(V, J)$ and $g_b$-unitary;
- $T$ is orthogonal with respect to $g$ and $T \in \text{Sp}(V, \omega)$.
PROOF. If \( T \) is \( \mathbb{C} \)-linear and \( g_s \)-unitary, then \( T \) preserves \( g_s \), hence it preserves separately its real part, which is \( g \), and its imaginary part, which is \(-\omega\). Hence \( T \) is an orthogonal symplectomorphism.

Conversely, if \( T \) is an orthogonal symplectomorphism, then the following identities hold:

\[
T^\ast \circ g \circ T = g, \quad T^\ast \circ \omega \circ T = \omega, \quad \omega = g \circ J,
\]

considering \( g \) and \( \omega \) as linear maps in \( \text{Lin}(V, V^\ast) \) (see Example 1.1.3)). It follows easily that \( J \circ T = T \circ J \), i.e., \( T \) is \( \mathbb{C} \)-linear. Since \( T \) preserves both the real and the imaginary part of \( g_s \), we conclude that \( T \) is \( g_s \)-unitary. \( \Box \)

1.4.23. EXAMPLE. The canonical complex structure \( J \) of \( \mathbb{R}^{2n} \) (see Example 1.4.8) is compatible with its canonical symplectic structure (Example 1.2.2), and the inner product \( g \) corresponds to the canonical inner product of \( \mathbb{R}^{2n} \). If we identify \( (\mathbb{R}^{2n}, J) \) with \( \mathbb{C}^n \) (Example 1.2.2), the Hermitian product \( g_s \) coincides with the canonical Hermitian product of \( \mathbb{C}^n \) given in (1.3.10).

1.4.24. REMARK. Observe that if \( (V, J) \) is a complex space endowed with a Hermitian product \( g_s \), then the real part of \( g_s \) is a positive inner product \( g \) on \( V \) and the imaginary part of \( g_s \) is a symplectic form on \( V \); moreover, defining \( \omega \) as minus the imaginary part of \( g_s \), it follows that \( J \) is compatible with \( \omega \) and \( g = \omega(\cdot, J\cdot) \).

1.4.25. REMARK. If \( V \) is a real vector space, \( g \) is a positive inner product on \( V \) and \( J \) is a complex structure which is \( g \)-anti-symmetric (or, equivalently, \( g \)-orthogonal), then we get a symplectic form on \( V \) by setting \( \omega = g(J\cdot, \cdot) \). The complex structure \( J \) will then be compatible with \( \omega \), and \( g = \omega(\cdot, J\cdot) \). Again, we also get a Hermitian product \( g_s \) in \( (V, J) \) defined by (1.4.10).

We have the following relation between Lagrangian subspaces and the Hermitian product \( g_s \):

1.4.26. LEMMA. A subspace \( L \subset V \) is Lagrangian if and only if it is a real form which is preserved by \( g_s \), i.e., \( V = L \oplus J(L) \) and \( g_s(L \times L) \subset \mathbb{R} \).

PROOF. It follows from Lemma 1.4.20 and the observation that the imaginary part of \( g_s \) equals \(-\omega\). \( \Box \)

As a corollary, we now prove that the group of \( g_s \)-unitary isomorphisms of \( (V, J) \) acts transitively on the set of Lagrangian subspaces of \( (V, \omega) \):

1.4.27. COROLLARY. Given any pair of Lagrangian subspaces \( L_1, L_2 \) of \( V \), there exists a \( \mathbb{C} \)-linear isomorphism \( T \) of \( (V, J) \) which is \( g_s \)-unitary and such that \( T(L_1) = L_2 \).

PROOF. Let \( (b_j)_{j=1}^n \) be an orthonormal basis of \( L_1 \) with respect to the inner product \( g \); since \( L_1 \) is a real form of \( (V, J) \), it follows that \( (b_j)_{j=1}^n \) is a complex basis of \( (V, J) \) (see Example 1.3.7). Moreover, since \( g_s \) is real on \( L_1 \), it follows that \( (b_j)_{j=1}^n \) is an orthonormal basis of \( (V, J) \) with respect to \( g_s \). Similarly, we consider a basis \( (b'_j)_{j=1}^n \) of \( L_2 \) which is orthonormal with respect to \( g \), and we obtain that \( (b'_j)_{j=1}^n \) is a \( g_s \)-orthonormal basis of \( (V, J) \). It follows that the \( \mathbb{C} \)-linear isomorphism \( T \) defined by \( T(b_j) = b'_j \), for all \( j = 1, \ldots, n \), is unitary and satisfies \( T(L_1) = L_2 \). \( \Box \)

It follows that also the symplectic group acts transitively on the set of Lagrangian subspaces:
1.4.28. Corollary. Given any pair \( L_1, L_2 \) of Lagrangian subspaces of the symplectic space \((V, \omega)\), there exists a symplectomorphism \( T \in \text{Sp}(V, \omega) \) such that \( T(L_1) = L_2 \).

Proof. It follows from Corollary 1.4.27, observing that every \( g_b \)-unitary map is a symplectomorphism (Proposition 1.4.22). \( \square \)

1.4.29. Remark. For later use, we will mention a mild refinement of the result of Corollary 1.4.27. Given Lagrangian subspaces \( L_1, L_2 \subset V \) and chosen orientations \( O_1 \) and \( O_2 \) respectively on the spaces \( L_1 \) and \( L_2 \), it is possible to find a \( \mathbb{C} \)-linear and \( g_b \)-unitary endomorphism \( T \) of \((V, J)\) such that \( T(L_1) = L_2 \) and such that \( T|_{L_1} : L_1 \rightarrow L_2 \) is positively oriented. To see this, it suffices to choose in the proof of Corollary 1.4.27 the \( g \)-orthonormal bases \( (b_j)_j \) of \( L_1 \) and \( L_2 \) respectively in such a way that they are positively oriented.

1.4.30. Remark. Given a Lagrangian subspace \( L_0 \subset V \), then it is always possible to find a basis \( (b_j)_j \) of \( V \) which is at the same time symplectic, adapted to \( J \), and such that \( (b_j)_j \) is a basis of \( L_0 \). For, if \( (b_j)_j \) is a \( g \)-orthonormal basis of \( L_0 \), then the basis defined in (1.2.5) satisfies the required properties; moreover, such basis is \( g \)-orthonormal and the complex basis \( (b_j)_j \) of \((V, J)\) is \( g_s \)-orthonormal. We therefore obtain a basis that puts simultaneously all the objects \((V, \omega, J, g, g_b, L_0)\) in their canonical forms.

In the spirit of Remark 1.4.24 and Remark 1.4.25, one can ask himself whether given a real space \( V \) endowed with a symplectic form \( \omega \) and a positive inner product \( g \), it is possible to construct a complex structure \( J \) and a Hermitian product \( g_b \) which are naturally associated to \( g \) and \( \omega \). If one requires the condition \( \omega = g(J \cdot, \cdot) \), then this is clearly impossible in general, because there exists a unique map \( H \in \text{Lin}(V) \) such that \( \omega = g(H \cdot, \cdot) \), and such \( H \) does not in general satisfy \( H^2 = -\text{Id} \).

We conclude the subsection with a result in this direction:

1.4.31. Proposition. Let \((V, \omega)\) be a symplectic space and \( g \) a positive inner product in \( V \). Then there exists a unique complex structure \( J \) in \( V \) which is \( g \)-anti-symmetric (or, equivalently, \( g \)-orthogonal) and compatible with \( \omega \).

Proof. The uniqueness is the hard part of the thesis, which we now prove. Suppose that \( J \) is a given \( g \)-anti-symmetric complex structure in \( V \) which is compatible with \( \omega \), and let \( H \in \text{Lin}(V) \) be the unique linear map such that \( \omega = g(H \cdot, \cdot) \). Then, \( H \) is a \( g \)-anti-symmetric isomorphism of \( V \).

The compatibility of \( J \) with \( \omega \) is equivalent to the condition that \( g(HJ \cdot, \cdot) \) be a symmetric bilinear form on \( V \) which is negative definite. By the usual identification of linear and bilinear maps, we see that the \( g \)-anti-symmetry property of \( H \) and \( J \), together with the \( g \)-symmetry of \( HJ \) are expressed by the following relations:

\[
g \circ J = -J^* \circ g, \quad g \circ H = -H^* \circ g, \quad g \circ H \circ J = J^* \circ H^* \circ g,
\]

from which it follows easily that \( H \circ J = J \circ H \).

We now consider the complexifications \( J^C, H^C \in \text{Lin}(V^C) \) and the unique sesquilinear extension \( g^{C*} \) of \( g \) to \( V^C \); clearly, \( g^{C*} \) is a positive Hermitian product in \( V^C \), with respect to which \( H^C \) and \( J^C \) are anti-Hermitian maps (see Example 1.3.15 and Remark 1.3.16); moreover, \( H^C \circ J^C = J^* \circ H^* \) and \((J^C)^2 = -\text{Id} \).

Since \( H^C \) is \( g^{C*} \)-anti-Hermitian, then \( H^C \) can be diagonalized in a \( g^{C*} \)-orthonormal basis of \( V^C \) (see Exercise 1.24); its eigenvalues are pure imaginary (non}
zero, because $H^C$ is invertible), and since $H^C$ commutes with the conjugation, it follows that eigenspaces of $H^C$ corresponding to two conjugate eigenvalues are mutually conjugate (see Lemma 1.3.11). We can then write a $g^{\text{cs}}$-orthogonal decomposition:

$$V^C = \bigoplus_{j=1}^{r} Z_{i\lambda_j} \oplus \bigoplus_{j=1}^{r} Z_{-i\lambda_j},$$

where $\lambda_j > 0$ for all $j$, $Z_{i\lambda}$ the eigenspace of $H^C$ corresponding to the eigenvalue $i\lambda$; also, $Z_{-i\lambda}$ is the conjugate of $Z_{i\lambda}$.

Since $J^C$ commutes with $H^C$, it follows that the eigenspaces of $H^C$ are invariant by $J^C$. The restriction of $J^C$ to each $Z_{i\lambda_j}$ is an anti-Hermitian map whose square is $-\text{Id}$, from which it follows that such restriction is diagonalizable, and its possible eigenvalues are $i$ and $-i$. The restriction of $g^{C^*}(J^C \circ H^C \cdot, \cdot)$ to $Z_{i\lambda_j}$, that coincides with the restriction of $i\lambda_j g^{C^*}(J^C \cdot, \cdot)$ must be Hermitian and negative definite, from which it follows that the unique eigenvalue of the restriction of $J^C$ to $Z_{i\lambda_j}$ must be equal to $i$.

We conclude that the restriction of $J^C$ to $Z_{i\lambda_j}$ is the map of multiplication by $i$, and the restriction of $J^C$ to $Z_{-i\lambda_j}$ is the map of multiplication by $-i$; such conditions determine $J^C$, which shows the uniqueness of $J$.

For the existence, simply consider the unique complex structure $J$ on $V$ whose holomorphic space coincides with $\bigoplus_j Z_{i\lambda_j}$ (see Proposition 1.3.19).

\subsection{1.4.2. Lagrangian decompositions of a symplectic space.}

In this subsection we study the properties of Lagrangian decompositions of a symplectic space, that will be fundamental in the study of the Lagrangian Grassmannian in Section 2.5. Throughout this subsection we will fix a symplectic space $(V, \omega)$, with $\dim(V) = 2n$. We start with a definition:

\begin{definition}
A Lagrangian decomposition of $(V, \omega)$ is a pair $(L_0, L_1)$ of Lagrangian subspaces of $V$ with $V = L_0 \oplus L_1$.
\end{definition}

\begin{example}
The pair $(\mathbb{R}^n \oplus \{0\}, \{0\} \oplus \mathbb{R}^n)$ is a Lagrangian decomposition of $\mathbb{R}^{2n}$ endowed with the canonical symplectic structure. More generally, if $L \subset V$ is a Lagrangian subspace and $J$ is a complex structure on $V$ compatible with $\omega$, then $(L, J(L))$ is a Lagrangian decomposition of $(V, \omega)$ (see Lemma 1.4.20 and the proof of Corollary 1.4.21).

Given a Lagrangian decomposition $(L_0, L_1)$ of $(V, \omega)$, we define a a map:

$$\rho_{L_0,L_1} : L_1 \rightarrow L_0^*$$

by setting

$$\rho_{L_0,L_1}(v) = \omega(v, \cdot)|_{L_0}$$

for all $v \in L_1$; it is easy to see that $\rho_{L_0,L_1}$ is an isomorphism (see Exercise 1.25).

\begin{remark}
The isomorphism $\rho_{L_0,L_1}$ gives us an identification of $L_1$ with the dual space $L_0^*$, but the reader should be careful when using this identification for the following reason. The isomorphism $\rho_{L_0,L_1}$ induces an isomorphism $(\rho_{L_0,L_1})^* : L_0^* \simeq L_0 \rightarrow L_1^*$; however, $(\rho_{L_0,L_1})^*$ does not coincide with $\rho_{L_1,L_0}$, but with its opposite:

$$\rho_{L_0,L_1}^* = -\rho_{L_1,L_0}.$$
If \( L \subseteq V \) is a Lagrangian subspace, we also define an isomorphism:

\[
\rho_L : V/L \rightarrow L^*,
\]

by setting \( \rho_L(v + L) = \omega(v, \cdot)|_L \).

Given a Lagrangian decomposition \((L_0, L_1)\) of \((V, \omega)\), we have the following commutative diagram of isomorphisms:

\[
\begin{array}{c}
L_1 \\
\downarrow{\rho_{L_0, L_1}} \\
L_0^* \\
\downarrow{\rho_{L_0}} \\
V/L_0
\end{array}
\]

where \( q \) is the restriction to \( L_1 \) of the quotient map \( V \rightarrow V/L_0 \).

An application of the isomorphism \( \rho_{L_0, L_1} \) is given in the following:

1.4.35. **Lemma.** If \( L_0 \subseteq V \) is a Lagrangian subspace, then every basis \((b_i)_{i=1}^n\) of \( L_0 \) extends to a symplectic basis \((b_i)_{i=1}^{2n}\) of \( V \); moreover, given any Lagrangian \( L_1 \) which is complementary to \( L_0 \), one can choose the basis \((b_i)_{i=1}^{2n}\) in such a way that \((b_i)_{i=n+1}^{2n}\) is a basis of \( L_1 \).

**Proof.** Observe first that the Lagrangian \( L_0 \) admits a complementary Lagrangian \( L_1 \) (see Corollary 1.4.21); given one such Lagrangian \( L_1 \), we define:

\[ b_{n+i} = -\rho_{L_0, L_1}^{-1}(b_i^*), \quad i = 1, \ldots, n, \]

where \((b_i^*)_{i=1}^n\) is the basis of \( L_0^* \) which is dual to \((b_i)_{i=1}^n\).

1.4.36. **Corollary.** Given \((L_0, L_1)\) and \((L'_0, L'_1)\) Lagrangian decompositions of \((V, \omega)\) and \((V', \omega')\) respectively, then every isomorphism from \( L_0 \) to \( L'_0 \) extends to a symplectomorphism \( T : V \rightarrow V' \) such that \( T(L_1) = L'_1 \).

**Proof.** Let \((b_i)_{i=1}^n\) be a basis of \( L_0 \) and let \((b'_i)_{i=1}^n\) be the basis of \( L'_0 \) which corresponds to \((b_i)_{i=1}^n\) by the given isomorphism. Using Lemma 1.4.35 we can find symplectic bases \((b_i)_{i=1}^{2n}\) and \((b'_i)_{i=1}^{2n}\) of \( V \) and \( V' \) in such a way that \((b_i)_{i=n+1}^{2n}\) and \((b'_i)_{i=n+1}^{2n}\) are bases of \( L_1 \) and \( L'_1 \) respectively; to conclude the proof one simply chooses \( T \) such that \( T(b_i) = b'_i, \ i = 1, \ldots, 2n \).

1.4.37. **Corollary.** If \( L_0 \subseteq V \) is a Lagrangian subspace, then every isomorphism of \( L_0 \) extends to a symplectomorphism of \( V \).

**Proof.** Choose a Lagrangian \( L_1 \) complementary to \( L_0 \) (see Corollary 1.4.21) and apply Corollary 1.4.36.

1.4.38. **Lemma.** Let \( S \) be an isotropic subspace of \( V \) and consider the quotient map \( q : S^\perp \rightarrow S^\perp/S \) onto the symplectic space \((S^\perp/S, \overline{\omega})\) (see Example 1.4.17).

(a) If \( L \) is a Lagrangian subspace of \( V \) then \( q(L \cap S^\perp) \) is a Lagrangian subspace of \( S^\perp/S \). In particular, if \( L \) is a Lagrangian subspace of \( V \) containing \( S \) then \( L/S \) is a Lagrangian subspace of \( S^\perp/S \).

(b) If \((L_0, L_1)\) is a Lagrangian decomposition of \( V \) then the following two conditions are equivalent:
• $L_1 \cap S = \{0\}$ and $(q(L_0 \cap S^\perp), q(L_1 \cap S^\perp))$ is a Lagrangian decomposition of $S^\perp/S$; 
• $((L_0 \cap S^\perp) + (L_1 \cap S^\perp)) \cap S = L_0 \cap S$.

**Proof.** For part (a) it is immediate that $q(L \cap S^\perp)$ is isotropic. To compute the dimension of $q(L \cap S^\perp)$, observe that $q(L \cap S^\perp)$ is the image of the restriction of $q$ to $L \cap S^\perp$ and that the kernel of such restriction is $L \cap S^\perp \cap S = L \cap S$. Thus:

$$(1.4.14) \quad \dim(L \cap S^\perp) = \dim(L \cap S) + \dim(q(L \cap S^\perp)),$$

But $L \cap S^\perp = (L + S)^\perp$ and therefore:

$$(1.4.15) \quad \dim(L \cap S^\perp) = 2n - \dim(L + S).$$

Combining (1.4.14) and (1.4.15) and using that $\dim(L + S) + \dim(L \cap S) = n + \dim(S)$ we get $\dim(q(L \cap S^\perp)) = n - \dim(S) = \frac{1}{2} \dim(S^\perp/S)$. This proves part (a). Part (b) follows from the result of Exercise 1.4 by setting $W = S^\perp$, $Z_1 = L_0 \cap S^\perp$, $Z_2 = L_1 \cap S^\perp$.

1.4.39. **Lemma.** If $L_0 \subset V$ is a Lagrangian subspace and $S \subset V$ is an isotropic subspace then there exists a Lagrangian subspace $L \subset V$ containing $S$ with $L \cap L = L_0 \cap S$.

**Proof.** It suffices to show that if $S$ is not Lagrangian then there exists an isotropic subspace $\tilde{S}$ of $V$ containing properly $S$ with $L_0 \cap \tilde{S} = L_0 \cap S$. If we can find $v \in S^\perp$ with $v \not\in L_0 + S$, then the isotropic subspace $\tilde{S}$ can be obtained by setting $\tilde{S} = S + \mathbb{R}v$. Thus, we have to show that $S^\perp$ is not contained in $L_0 + S$. But $S^\perp \subset L_0 + S$ implies $(L_0 + S)^\perp \subset (S^\perp)^\perp = S$, i.e., $L_0^\perp \cap S^\perp = L_0 \cap S^\perp \subset S$. Then $L_0 \cap S^\perp \subset L_0 \cap S$. This is impossible, since part (a) of Lemma 1.4.38 says that the quotient map $q : S^\perp \to S^\perp/S$ sends $L_0 \cap S^\perp$ to a Lagrangian subspace of the (non zero) symplectic space $S^\perp/S$, while $q(L_0 \cap S^\perp) \subset q(L_0 \cap S) = \{0\}$.

1.4.40. **Corollary.** If $R, S$ are isotropic subspaces of $V$ then there exists a Lagrangian $L$ containing $S$ with $R \cap L = R \cap S$.

**Proof.** Let $L_0$ be an arbitrary Lagrangian containing $R$. Choose $L$ as in Lemma 1.4.39. Clearly:

$$R \cap L = R \cap L_0 \cap L = R \cap L_0 \cap S = R \cap S.$$  

The technique of extending bases of Lagrangians to symplectic bases of the symplectic space may be used to give an alternative proof of Corollary 1.4.28. Roughly speaking, Corollary 1.4.28 tells us that Lagrangian subspaces are “indistinguishable” from the viewpoint of the symplectic structure; our next Proposition tells us that the only invariant of a pair $(L_0, L_1)$ of Lagrangian subspaces is the dimension of their intersection $L_0 \cap L_1$:

1.4.41. **Proposition.** Given three Lagrangian subspaces $L_0, L, L' \subset V$ with $\dim(L_0 \cap L) = \dim(L_0 \cap L')$, there exists a symplectomorphism $T$ of $(V, \omega)$ such that $T(L_0) = L_0$ and $T(L) = L'$.

**Proof.** By Corollary 1.4.37, there exists a symplectomorphism of $(V, \omega)$ that takes $L_0$ into itself and $L_0 \cap L$ onto $L_0 \cap L'$; we can therefore assume without loss of generality that $L_0 \cap L = L_0 \cap L'$.
Set $S = L_0 \cap L = L_0 \cap L'$; clearly $S$ is isotropic and $L_0, L, L' \subset S^\perp$. We have a symplectic form $\omega$ in $S^\perp/S$ obtained from $\omega$ by passing to the quotient (see Example 1.4.17).

Denote by $q : S^\perp \to S^\perp/S$ the quotient map; $q(L_0)$, $q(L)$ and $q(L')$ are Lagrangian subspaces of $(S^\perp/S, \omega)$, by part (a) of Lemma 1.4.38. Moreover, $(q(L_0), q(L))$ and $(q(L_0), q(L'))$ are both Lagrangian decompositions of $S^\perp/S$ and hence there exists a symplectomorphism $\overline{T}$ of $(S^\perp/S, \omega)$ such that (see Corollary 1.4.28):

$$\overline{T}(q(L_0)) = q(L_0), \quad \overline{T}(q(L)) = q(L').$$

The required symplectomorphism $T \in \text{Sp}(V, \omega)$ is obtained from the following Lemma.

**1.4.42. Lemma.** Let $L_0 \subset V$ be a Lagrangian subspace and let $S \subset L_0$ be any subspace. Consider the quotient symplectic form $\overline{\omega}$ on $S^\perp/S$; then, given any symplectomorphism $\overline{T}$ of $(S^\perp/S, \overline{\omega})$ with $\overline{T}(q(L_0)) = q(L_0)$, there exists a symplectomorphism $T$ of $(V, \omega)$ such that $T(S) = S$ (hence also $T(S^\perp) = S^\perp$), $T(L_0) = L_0$, and such that the following diagram commutes

\[
\begin{array}{ccc}
S^\perp & \xrightarrow{T|_{S^\perp}} & S^\perp \\
q \downarrow & & \downarrow q \\
S^\perp/S & \xrightarrow{T} & S^\perp/S 
\end{array}
\]

where $q : S^\perp \to S^\perp/S$ denotes the quotient map.

**Proof.** Write $L_0 = S \oplus R$; hence $L^*_0 = S^o \oplus R^o$, where $S^o$ and $R^o$ are the annihilators of $S$ and $R$ respectively. Let $L_1$ be any complementary Lagrangian to $L_0$ in $V$ (Corollary 1.4.21). We have:

$$L_1 = \rho_{L_0,L_1}^{-1}(S^o) \oplus \rho_{L_0,L_1}^{-1}(R^o).$$

We obtain a direct sum decomposition $V = V_1 \oplus V_2$ into $\omega$-orthogonal subspaces given by:

$$V_1 = S \oplus \rho_{L_0,L_1}^{-1}(R^o), \quad V_2 = R \oplus \rho_{L_0,L_1}^{-1}(S^o),$$

from which it follows that $V$ is direct sum of the symplectic spaces $V_1$ and $V_2$.

Observe that $S^\perp = V_2 \oplus S$, hence the quotient map $q$ restricts to a symplectomorphism of $V_2$ into $S^\perp/S$; therefore, we have a unique symplectomorphism $T'$ of $V_2$ such that the diagram:

\[
\begin{array}{ccc}
V_2 & \xrightarrow{T'} & V_2 \\
q|_{V_2} \downarrow & & \downarrow q|_{V_2} \\
S^\perp/S & \xrightarrow{T} & S^\perp/S 
\end{array}
\]

commutes. Since $T$ preserves $q(L_0)$ it follows that $T'$ preserves $R$; we then define $T$ by setting $T|_{V_1} = 1d$ and $T|_{V_2} = T'$ (see Example 1.4.12).

**1.4.43. Remark.** We claim that one can actually choose the symplectomorphism $T$ in the thesis of Proposition 1.4.41 in such a way that $T$ restricts to a positively oriented isomorphism of $L_0$; namely, if $\dim(L_0 \cap L) = \dim(L_0 \cap L') = 0$
then this claim follows directly from Corollary 1.4.36. For the general case, we observe that in the last part of the proof of Lemma 1.4.42 one can define $T|_{V_1}$ to be any symplectomorphism of $V_1$ which preserves $S$ (while $T|_{V_2} = T'$ is kept unchanged); since $S$ is Lagrangian in $V_1$, using Corollary 1.4.37, we get that $T|_S$ can be chosen to be any isomorphism $A$ of $S$ given a priori (and $T|_R$ does not depend on $A$). Since $\dim(S) \geq 1$, this freedom in the choice of $A$ can be used to adjust the orientation of $T|_{L_0}$.

1.5. Index of a symmetric bilinear form

In this section we will define the index and the co-index of a symmetric bilinear form; in finite dimension, these numbers are respectively the number of negative and of positive entries of a symmetric matrix when it is diagonalized as in the Sylvester Inertia Theorem (Theorem 1.5.10). We will show some properties of these numbers.

In this Section, $V$ will always denote a real vector space, not necessarily finite dimensional. Recall that $B_{\text{sym}}(V)$ denotes the space of symmetric bilinear forms $B : V \times V \to \mathbb{R}$. We start with a definition:

1.5.1. Definition. Let $B \in B_{\text{sym}}(V)$; we say that $B$ is:

- positive definite if $B(v, v) > 0$ for all $v \in V$, $v \neq 0$;
- positive semi-definite if $B(v, v) \geq 0$ for all $v \in V$;
- negative definite if $B(v, v) < 0$ for all $v \in V$, $v \neq 0$;
- negative semi-definite if $B(v, v) \leq 0$ for all $v \in V$.

We say that a subspace $W \subset V$ is positive with respect to $B$, or $B$-positive, if $B|_{W \times W}$ is positive definite; similarly, we say that $W$ is negative with respect to $B$, or $B$-negative, if $B|_{W \times W}$ is negative definite.

The index of $B$, denoted by $n_-(B)$, is defined by:

\[(1.5.1) \quad n_-(B) = \sup \{ \dim(W) : W \text{ is a } B\text{-negative subspace of } V \}.\]

The index of $B$ can be a non-negative integer, or $+\infty$. The co-index of $B$, denoted by $n_+(B)$, is defined as the index of $-B$:

\[n_+(B) = n_-(B).\]

Obviously, the co-index of $B$ can be defined as the supremum of the dimensions of all $B$-positive subspaces of $V$. When at least one of the numbers $n_-(B)$ and $n_+(B)$ is finite, we define the signature of $B$ by:

\[\text{sgn}(B) = n_+(B) - n_-(B).\]

If $B \in B_{\text{sym}}(V)$ and $W \subset V$ is a subspace, then clearly:

\[(1.5.2) \quad n_-(B|_{W \times W}) \leq n_-(B), \quad n_+(B|_{W \times W}) \leq n_+(B).\]

The reader should now recall the definitions of kernel of a symmetric bilinear form $B$, denoted by $\text{Ker}(B)$, and of orthogonal complement of a subspace $S \subset V$ with respect to $B$, denoted by $S^{\perp}$. Recall also that $B$ is said to be nondegenerate if $\text{Ker}(B) = \{0\}$.

Observe that in Section 1.1 we have considered only finite dimensional vector spaces, but obviously the definitions of kernel, orthogonal complement and nondegeneracy make sense for symmetric bilinear forms defined on an arbitrary vector space $V$. However, many results proven in Section 1.1 make an essential use of
the finiteness of the vector space (see Example 1.1.12). For instance, observe that a bilinear form is nondegenerate if and only if its associated linear map
\[(1.5.3) \quad V \ni v \mapsto B(v, \cdot) \in V^*\]
is injective; if \(\dim(V) = +\infty\), this does not imply that (1.5.3) is an isomorphism.

1.5.2. Definition. Given \(B \in B_{\text{sym}}(V)\), the degeneracy of \(B\), denoted by \(\text{dgn}(B)\), is the possibly infinite dimension of \(\ker(B)\). We say that a subspace \(W \subset V\) is nondegenerate with respect to \(B\), or also that \(W\) is \(B\)-nondegenerate, if \(B|_{W \times W}\) is nondegenerate.

1.5.3. Example. Unlike the case of the index and the co-index (see (1.5.2)), the degeneracy of a symmetric bilinear form \(B\) is not monotonic with respect to the inclusion of subspaces. For instance, if \(V = \mathbb{R}^2\) and \(B\) is the symmetric bilinear form:
\[(1.5.4) \quad B((x_1, y_1), (x_2, y_2)) = x_1x_2 - y_1y_2\]
then \(\text{dgn}(B) = 0\); however, if \(W\) is the subspace generated by the vector \((1, 1)\), we have:
\[\text{dgn}(B|_{W \times W}) = 1 > 0 = \text{dgn}(B).\]
On the other hand, if \(B\) is defined by
\[B((x_1, y_1), (x_2, y_2)) = x_1x_2\]
and if \(W\) is the subspaces generated by \((1, 0)\), then
\[\text{dgn}(B|_{W \times W}) = 0 < 1 = \text{dgn}(B).\]

1.5.4. Example. If \(T : V_1 \rightarrow V_2\) is an isomorphism and if \(B \in B_{\text{sym}}(V_1)\), then we can consider the push-forward of \(B, T_\#(B) \in B_{\text{sym}}(V_2)\). Clearly, \(T\) maps \(B\)-positive subspaces of \(V_1\) into \(T_\#(B)\)-positive subspaces of \(V_2\), and \(B\)-negative subspaces of \(V_1\) into \(T_\#(B)\)-negative subspaces of \(V_2\); moreover, \(\ker(T_\#(B)) = T(\ker(B))\). Hence we have:
\[n_+(T_\#(B)) = n_+(B), \quad n_-(T_\#(B)) = n_-(B), \quad \text{dgn}(T_\#(B)) = \text{dgn}(B).\]

1.5.5. Remark. It follows from Proposition 1.1.10 and from remark 1.1.13 that if \(W \subset V\) is a finite dimensional \(B\)-nondegenerate subspace, then \(V = W \oplus W^\perp\), even in the case that \(\dim(V) = +\infty\).

Recall that if \(W \subset V\) is a subspace, then the codimension of \(W\) in \(V\) is defined by:
\[\text{codim}_V(W) = \dim(V/W);\]
this number may be finite even when \(\dim(W) = \dim(V) = +\infty\). The codimension of \(W\) in \(V\) coincides with the dimension of any complementary subspace of \(W\) in \(V\).

The following Lemma and its Corollary are the basic tool for the computation of indices of bilinear forms:

1.5.6. Lemma. Let \(B \in B_{\text{sym}}(V)\); if \(Z \subset V\) is a subspace of \(V\) on which \(B\) is positive semi-definite, then:
\[n_-(B) \leq \text{codim}_V(Z).\]
If $B$ is negative definite on a subspace $W$, then $W \cap Z = \{0\}$, and so the quotient map $q : V \to V/Z$ takes $W$ isomorphically onto a subspace of $V/Z$. Hence, $\dim(W) \leq \operatorname{codim}_V(Z)$. \hfill $\square$

1.5.7. COROLLARY. Suppose that $V = Z \oplus W$ with $B$ positive semi-definite on $Z$ and negative definite on $W$; then $n_-(B) = \dim(W)$.

PROOF. Clearly, $n_-(B) \geq \dim(W)$.

From Lemma 1.5.6 it follows that $n_-(B) \leq \operatorname{codim}_V(Z) = \dim(W)$. \hfill $\square$

1.5.8. REMARK. Note that every result concerning the index of symmetric bilinear forms, like for instance Lemma 1.5.6 and Corollary 1.5.7, admits a corresponding version for the co-index of forms. For shortness, we will only state these results in the version for the index, and we will understand the version for the co-index. Similarly, results concerning negative (semi-)definite symmetric bilinear forms $B$ can be translated into results for positive (semi-)definite symmetric forms by replacing $B$ with $-B$.

1.5.9. PROPOSITION. If $B \in B_{\text{sym}}(V)$ and $V = Z \oplus W$ with $B$ positive definite in $Z$ and negative definite in $W$, then $B$ is nondegenerate.

PROOF. Let $v \in \ker(B)$; write $v = v_+ + v_-$ with $v_+ \in Z$ and $v_- \in W$. Then:

\begin{align}
(1.5.5) & \quad B(v, v_+) = B(v_+, v_+) + B(v, v_+) = 0, \\
(1.5.6) & \quad B(v, v_-) = B(v_+, v_-) + B(v, v_-) = 0;
\end{align}

from (1.5.5) we get that $B(v_+, v_-) \leq 0$, and from (1.5.6) we get $B(v_+, v_-) \geq 0$.

\begin{align}
\text{from which it follows } B(v_+, v_-) &= 0. \quad \text{Then, (1.5.5) implies } v_+ = 0 \text{ and (1.5.6) implies } v_- = 0. \hfill \square
\end{align}

1.5.10. THEOREM (Sylvester’s Inertia Theorem). Suppose $\dim(V) = n < +\infty$ and let $B \in B_{\text{sym}}(V)$; then, there exists a basis of $V$ with respect to which the matrix form of $B$ is given by:

\begin{equation}
(1.5.7) \quad B \sim \begin{pmatrix}
I_p & 0_{p \times q} & 0_{p \times r} \\
0_{q \times p} & -I_q & 0_{q \times r} \\
0_{r \times p} & 0_{r \times q} & 0_r
\end{pmatrix},
\end{equation}

where $0_{\alpha \times \beta}$, $0_{\alpha}$ and $I_{\alpha}$ denote respectively the zero $\alpha \times \beta$ matrix, the zero $\alpha \times \alpha$ matrix and the $\alpha \times \alpha$ identity matrix.

The numbers $p$, $q$ and $r$ are uniquely determined by the bilinear form $B$; we have:

\begin{equation}
(1.5.8) \quad n_+(B) = p, \quad n_-(B) = q, \quad \operatorname{dgn}(B) = r.
\end{equation}

PROOF. The existence of a basis $(b_i)_{i=1}^n$ with respect to which $B$ has the canonical form (1.5.7) follows from Theorem 1.1.14, after suitable rescaling of the vectors of the basis. To prove that $p$, $q$ and $r$ are uniquely determined by $B$, i.e., that they do not depend on the choice of the basis, it is actually enough to prove (1.5.8). To this aim, let $Z$ be the subspace generated by the vectors $\{b_i\}_{i=1}^p \cup \{b_i\}_{i=p+q+1}^n$ and $W$ the subspace generated by $\{b_i\}_{i=p+q+1}^n$; then $V = Z \oplus W$. $B$ is positive semi-definite in $Z$ and negative definite in $W$. It follows from Corollary 1.5.7 that $n_-(B) = \dim(W) = q$. Similarly, we get $n_+(B) = p$. It is easy to see that $\ker(B)$ is generated by the vectors $\{b_i\}_{i=p+q+1}^n$ and we conclude that $\operatorname{dgn}(B) = r$. \hfill $\square$
1.5.11. COROLLARY. Let $B \in B_{\text{sym}}(V)$, with $\dim(V) < +\infty$. If $g$ is an inner product in $V$ and if $T \in \text{Lin}(V)$ is such that $B = g(T \cdot , \cdot)$, then the index (resp., the co-index) of $B$ is equal to the sum of the multiplicities of the negative (resp., the positive) eigenvalues of $T$; the degeneracy of $B$ is equal to the multiplicity of the zero eigenvalue of $T$.

PROOF. Since $T$ is $g$-symmetric, there exists a $g$-orthonormal basis that diagonalizes $T$, and this diagonal matrix has in its diagonal entries the eigenvalues of $T$ repeated with multiplicity. In such basis, the bilinear form $B$ is represented by the same matrix. After suitable rescaling of the vectors of the basis, $B$ will be given in the canonical form (1.5.7); this operation does not change the signs of the elements in the diagonal of the matrix that represents $B$. The conclusion now follows from Theorem 1.5.10.

1.5.12. EXAMPLE. The conclusion of Corollary 1.5.11 holds in the more general case of a matrix $T$ that represents $B$ in any basis; indeed, observe that any basis is orthonormal with respect to some inner product of $V$. Recall that the determinant and the trace of a matrix are equal respectively to the product and the sum of its eigenvalues (repeated with multiplicity); in the case $\dim(V) = 2$ it follows that the determinant and the trace of a matrix that represents $B$ in any basis determine uniquely the numbers $n_-(B)$, $n_+(B)$ and $\text{dgn}(B)$.

1.5.13. LEMMA. Suppose that $B \in B_{\text{sym}}(V)$ is positive semi-definite; then $\text{Ker}(B) = \{v \in V : B(v, v) = 0\}$.

PROOF. Let $v \in V$ with $B(v, v) = 0$ and let $w \in V$ be arbitrary; we need to show that $B(v, w) = 0$. If $v$ and $w$ are linearly dependent, the conclusion is trivial; otherwise, $v$ and $w$ form the basis of a two-dimensional subspace of $V$ in which the restriction of $B$ is represented by the matrix:

\[
\begin{pmatrix}
B(v, v) & B(v, w) \\
B(v, w) & B(w, w)
\end{pmatrix}.
\]

It follows from Corollary 1.5.11 (see Example 1.5.12) that the determinant of (1.5.9) is non negative, that is:

\[B(v, w)^2 \leq B(v, v)B(w, w) = 0,
\]

which concludes the proof.

1.5.14. COROLLARY. If $B \in B_{\text{sym}}(V)$ is positive semi-definite and nondegenerate, then $B$ is positive definite.

We now prove a generalized version of the Cauchy–Schwarz inequality for symmetric bilinear forms:

1.5.15. PROPOSITION. Let $B \in B_{\text{sym}}(V)$ and vectors $v, w \in V$ be given. We have:

- if $v$, $w$ are linearly dependent or if $v$, $w$ generate a $B$-degenerate two-dimensional subspace, then
  \[B(v, w)^2 = B(v, v)B(w, w);
  \]

- if $v$, $w$ generate a $B$-positive or $B$-negative two-dimensional subspace, then
  \[B(v, w)^2 < B(v, v)B(w, w);
  \]
• if \( v, w \) generate a two-dimensional subspace where \( B \) has index equal to 1, then
\[
B(v, w)^2 > B(v, v)B(w, w);
\]
the above possibilities are exhaustive and mutually exclusive.

**Proof.** The case that \( v \) and \( w \) are linearly dependent is trivial; all the others follow directly from Corollary 1.5.11 (see also Example 1.5.12), keeping in mind that the matrix that represents the restriction of \( B \) to the subspace generated by \( v \) and \( w \) is given by (1.5.9).

1.5.16. **Definition.** Given \( B \in \text{B}_{\text{sym}}(V) \), we say that two subspaces \( V_1 \) and \( V_2 \) of \( V \) are orthogonal with respect to \( B \), or \( B \)-orthogonal, if \( B(v_1, v_2) = 0 \) for all \( v_1 \in V_1 \) and all \( v_2 \in V_2 \); a direct sum \( V = V_1 \oplus V_2 \) with \( V_1 \) and \( V_2 \) \( B \)-orthogonal will be called a \( B \)-orthogonal decomposition of \( V \).

1.5.17. **Lemma.** Let \( B \in \text{B}_{\text{sym}}(V) \); if \( V = V_1 \oplus V_2 \) is a \( B \)-orthogonal decomposition of \( V \) and if \( B \) is negative definite (resp., negative semi-definite) in \( V_1 \) and in \( V_2 \), then \( B \) is negative definite (resp., negative semi-definite) in \( V \).

**Proof.** It is obtained from the following simple computation:
\[
B(v_1 + v_2, v_1 + v_2) = B(v_1, v_1) + B(v_2, v_2), \quad v_1 \in V_1, \ v_2 \in V_2.
\]

1.5.18. **Definition.** Given \( B \in \text{B}_{\text{sym}}(V) \), we say that a subspace \( W \subset V \) is maximal negative with respect to \( B \) if \( W \) is \( B \)-negative and if it is not properly contained in any other \( B \)-negative subspace of \( V \). Similarly, we say that \( W \subset V \) is maximal positive with respect to \( B \) if \( W \) is \( B \)-positive and if it is not properly contained in any other \( B \)-positive subspace of \( V \).

1.5.19. **Corollary.** Let \( B \in \text{B}_{\text{sym}}(V) \) and \( W \subset V \) be a maximal negative subspace with respect to \( B \). Then, if \( Z \subset V \) is a subspace which is \( B \)-orthogonal to \( W \), it follows that \( B \) is positive semi-definite in \( Z \).

**Proof.** By Lemma 1.5.17, the sum of any non zero \( B \)-negative subspace of \( Z \) with \( W \) would be a \( B \)-negative subspace of \( V \) that contains properly \( W \). The conclusion follows.

Observe that Corollary 1.5.19 can be applied when \( n_-(B) < +\infty \) and \( W \) is a \( B \)-negative subspace with \( \dim(W) = n_-(B) \).

1.5.20. **Corollary.** Given \( B \in \text{B}_{\text{sym}}(V) \), then
\[
\dim(V) = n_+(B) + n_-(B) + \text{dgn}(B).
\]

**Proof.** If either one of the numbers \( n_+(B) \) or \( n_-(B) \) is infinite, the result is trivial. Suppose then that both numbers are finite; let \( W \subset V \) be a \( B \)-negative subspace with \( \dim(W) = n_-(B) \) and let \( Z \subset V \) be a \( B \)-positive subspace with \( \dim(Z) = n_+(B) \). By Proposition 1.5.9 we have that \( B \) is nondegenerate in \( Z \oplus W \), and it follows from Remark 1.5.5 that
\[
V = Z \oplus W \oplus (Z \oplus W)^\perp.
\]
By Corollary 1.5.19, we have that \( B \) is positive semi-definite and also negative semi-definite in \( (Z \oplus W)^\perp \), hence \( B \) vanishes in \( (Z \oplus W)^\perp \). It follows now that \( \text{Ker}(B) = (Z \oplus W)^\perp \), which concludes the proof.
1.5.21. Corollary. If \( W \subset V \) is a maximal negative subspace with respect to \( B \in \mathcal{B}_{\text{sym}}(V) \), then \( n_-(B) = \dim(W) \).

**Proof.** If \( \dim(W) = +\infty \) the result is trivial; for the general case, it follows from Remark 1.5.5 that \( V = W \oplus W^\perp \). By Corollary 1.5.19, \( B \) is positive semi-definite in \( W^\perp \), and then the conclusion follows from Corollary 1.5.7. \( \square \)

1.5.22. Remark. We can now conclude that the “supremum” that appears in the definition of index in (1.5.1) is in facts a maximum, i.e., there always exists a \( B \)-negative subspace \( W \subset V \) with \( n_-(B) = \dim(W) \). If \( n_-(B) \) is finite, this statement is trivial. If \( n_-(B) = +\infty \), it follows from Corollary 1.5.21 that no finite-dimensional subspace of \( V \) is maximal \( B \)-negative. If there were no infinite-dimensional \( B \)-negative subspace of \( V \), we could construct a strictly increasing sequence \( W_1 \subset W_2 \subset \cdots \) of \( B \)-negative subspaces; then \( W = \bigcup_{n \geq 1} W_n \) would be an infinite-dimensional \( B \)-negative subspace, in contradiction with the hypothesis.

As a matter of facts, it follows from Zorn’s Lemma that every symmetric bilinear form admits a maximal negative subspace (see Exercise 1.27).

1.5.23. Proposition. Let \( B \in \mathcal{B}_{\text{sym}}(V) \); if \( V = V_1 \oplus V_2 \) is a \( B \)-orthogonal decomposition, then:

\[
\begin{align*}
(1.5.10) & \quad n_+(B) = n_+(B|_{V_1 \times V_1}) + n_+(B|_{V_2 \times V_2}), \\
(1.5.11) & \quad n_-(B) = n_-(B|_{V_1 \times V_1}) + n_-(B|_{V_2 \times V_2}), \\
(1.5.12) & \quad \text{dgn}(B) = \text{dgn}(B|_{V_1 \times V_1}) + \text{dgn}(B|_{V_2 \times V_2}).
\end{align*}
\]

**Proof.** The identity (1.5.12) follows from

\[ \text{Ker}(B) = \text{Ker}(B|_{V_1 \times V_1}) \oplus \text{Ker}(B|_{V_2 \times V_2}). \]

Let us prove (1.5.11). If \( B \) has infinite index in \( V_1 \) or in \( V_2 \) the result is trivial; suppose then that these indices are finite. Let \( W_i \subset V_i \) be a \( B \)-negative subspace with \( n_-(B|_{V_i \times V_i}) = \dim(W_i) \), \( i = 1, 2 \). By Remark 1.5.5 we can find a \( B \)-orthogonal decomposition \( V_i = Z_i \oplus W_i \); it follows from Corollary 1.5.19 that \( B \) must be positive semi-definite in \( Z_i \). Then:

\[ V = (W_1 \oplus W_2) \oplus (Z_1 \oplus Z_2), \]

where, by Lemma 1.5.17, \( B \) is negative definite in \( W_1 \oplus W_2 \) and positive semi-definite in \( Z_1 \oplus Z_2 \). The identity (1.5.11) now follows from Corollary 1.5.7; the identity (1.5.10) follows by replacing \( B \) with \( -B \). \( \square \)

1.5.24. Corollary. Let \( B \in \mathcal{B}_{\text{sym}}(V) \) and let \( N \subset \text{Ker}(B) \); if \( W \subset V \) is any complementary subspace to \( N \) then the following identities hold:

\[
\begin{align*}
(1.5.13) & \quad n_+(B) = n_+(B|_{W \times W}), \quad n_-(B) = n_-(B|_{W \times W}), \\
& \quad \text{dgn}(B) = \text{dgn}(B|_{W \times W}) + \dim(N);
\end{align*}
\]

if \( N = \text{Ker}(B) \) then \( B \) is nondegenerate in \( W \).

**Proof.** The identities (1.5.13) follow immediately from Proposition 1.5.23, because \( V = W \oplus N \) is a \( B \)-orthogonal decomposition. If \( N = \text{Ker}(B) \), the nondegeneracy of \( B \) in \( W \) is obvious. \( \square \)

1.5.25. Corollary. Let \( B \in \mathcal{B}_{\text{sym}}(V) \). If \( V_1, V_2 \) are \( B \)-orthogonal subspaces of \( V \) with \( V = V_1 + V_2 \) then (1.5.10) and (1.5.11) hold.
Namely, the map (1.5.14) with \(v\) ple 1.5.4, setting \(v\) bilinear form \(B\) are not \(B\)-orthogonal. Observe that \(V_1 \cap V_2\) is contained in the kernel of \(B\) (and hence in the kernel of \(B|_{V_2 \times V_2}\)), so that, by Corollary 1.5.24:

\[ n_+ (B|_{V_2 \times V_2}) = n_+ (B|_{V_2' \times V_2'}), \quad n_- (B|_{V_2 \times V_2}) = n_- (B|_{V_2' \times V_2'}). \]

The conclusion follows from Proposition 1.5.23 applied to the \(B\)-orthogonal direct sum decomposition \(V = V_1 \oplus V_2'\).

1.5.26. Remark. If \(N\) is a subspace of \(\text{Ker}(B)\) then we can define by passing to the quotient a symmetric bilinear form \(\overline{B} \in B_{\text{sym}}(V/N)\):

\[ \overline{B}(v_1 + N, v_2 + N) = B(v_1, v_2), \quad v_1, v_2 \in V. \]

If \(W \subset V\) is any subspace complementary to \(N\), we have an isomorphism \(q : W \to V/N\) obtained by restriction of the quotient map; moreover, \(\overline{B}\) is the push-forward of \(B|_{W \times W}\) by \(q\). It follows from Corollary 1.5.24 (see also Example 1.5.4) that

\[ n_+ (B) = n_+ (\overline{B}), \quad n_- (B) = n_- (\overline{B}), \quad \text{dgn}(B) = \text{dgn}(\overline{B}) + \dim(N); \]

if \(N = \text{Ker}(B)\) then it follows also that \(\overline{B}\) is nondegenerate.

1.5.27. Example. Lemma 1.5.17 does not hold if the subspaces \(V_1\) and \(V_2\) are not \(B\)-orthogonal. For instance, if \(V = \mathbb{R}^2\) and if we consider the symmetric bilinear form \(B\) given in (1.5.4), then \(n_- (B) = n_+ (B) = 1\), but we can write \(\mathbb{R}^2\) as the direct sum of the subspaces generated respectively by \(v_1 = (0, 1)\) and \(v_2 = (1, 2)\), that are both \(B\)-negative.

1.5.28. Remark. If \(T : V_1 \to V_2\) is a surjective linear map and \(B \in B_{\text{sym}}(V_2)\) then:

\[ n_+ (T^\#(B)) = n_+ (B), \quad n_- (T^\#(B)) = n_- (B). \]

Namely, the map \(T\) induces an isomorphism \(\overline{T} : V_1/\text{Ker}(T) \to V_2\) and, by Example 1.5.4, setting \(\overline{B} = T^\#(B)\):

\[ n_+ (\overline{B}) = n_+ (B), \quad n_- (\overline{B}) = n_- (B). \]

Setting \(N = \text{Ker}(T)\) then \(\overline{B}\) is obtained from \(T^\#(B)\) by passing to the quotient, as in Remark 1.5.26; thus:

\[ n_+ (T^\#(B)) = n_+ (\overline{B}), \quad n_- (T^\#(B)) = n_- (\overline{B}). \]

In the next proposition we generalize the result of Lemma 1.5.17 by showing that if \(V = V_1 \oplus V_2\), where \(V_1\) and \(V_2\) are \(B\)-negative subspaces such that the product of elements of \(V_1\) with elements of \(V_2\) is “relatively small with respect to their lengths”, then \(V\) is \(B\)-negative.

1.5.29. Proposition. Let \(B \in B_{\text{sym}}(V)\) and assume that \(V\) is written as the direct sum of \(B\)-negative subspaces \(V = V_1 \oplus V_2\); if for all \(v_1 \in V_1\) and \(v_2 \in V_2\), with \(v_1, v_2 \neq 0\), it is

\[ B(v_1, v_2)^2 < B(v_1, v_1)B(v_2, v_2) \]

then \(B\) is negative definite in \(V\).
PROOF. Let \( v \in V \) be non zero and write \( v = v_1 + v_2 \), with \( v_1 \in V_1 \) and \( v_2 \in V_2 \). We need to show that \( B(v, v) < 0 \), and clearly it suffices to consider the case that both \( v_1 \) and \( v_2 \) are non zero. In this case, the hypothesis (1.5.14) together with Proposition 1.5.15 imply that the two-dimensional subspace generated by \( v_1 \) and \( v_2 \) is \( B \)-negative, which concludes the proof. \( \square \)

1.5.30. REMARK. It can also be shown a version of Proposition 1.5.29 assuming only that \( B \) is negative semi-definite in \( V_1 \) and in \( V_2 \), and that

\[
(1.5.15) \quad B(v_1, v_2)^2 \leq B(v_1, v_1)B(v_2, v_2),
\]

for all \( v_1 \in V_1 \), \( v_2 \in V_2 \). In this case, the conclusion is that \( B \) is negative semi-definite in \( V \) (see Exercise 1.28).

**Exercises for Chapter 1**

**Exercise 1.1.** Show that the isomorphism between the spaces \( \text{Lin}(V, W^*) \) and \( B(V, W) \) given in (1.1.1) is natural in the sense that it gives a natural isomorphism of the functors \( \text{Lin}(\cdot, \cdot) \) and \( B(\cdot, \cdot) \) from the category of pairs of vector spaces to the category of vector spaces.

**Exercise 1.2.** Let \( V, W \) be vector spaces and \( T : V \to W \) be a linear map. Show that:

\[
\ker(T^*) = \text{im}(T)^\circ \subset W^*, \quad \text{im}(T^*) = \ker(T)^\circ \subset V^*.
\]

**Exercise 1.3.** Prove that \( B(V) = B_{\text{sym}}(V) \oplus B_{a-sym}(V) \).

**Exercise 1.4.** Let \( W \) be a vector space, \( S, Z_1 \) and \( Z_2 \) be subspaces of \( W \) with \( Z_1 \cap Z_2 = \{0\} \) and \( Z_2 \cap S = \{0\} \). Denote by \( q : W \to W/S \) the quotient map. Show that \( q(Z_1) \cap q(Z_2) = \{0\} \) if and only if:

\[
(Z_1 + Z_2) \cap S = Z_1 \cap S.
\]

**Exercise 1.5.** Prove Lemma 1.2.3.

**Exercise 1.6.** Prove Proposition 1.2.6.

**Exercise 1.7.** Prove Proposition 1.3.3.

**Exercise 1.8.** Prove Corollary 1.3.4.

**Exercise 1.9.** Prove Lemma 1.3.9.

**Exercise 1.10.** Generalize the results of Section 1.3, in particular Proposition 1.3.3, Lemma 1.3.10 and Lemma 1.3.11, to the case of anti-linear, multi-linear and sesquilinear maps.

**Exercise 1.11.** Prove that if \( V \) is a non trivial complex vector space, then there exists no \( C \)-bilinear form on \( V \) which is positive definite.

**Exercise 1.12.** Let \( (V_1, \omega_1), (V_2, \omega_2) \) be symplectic spaces and set \( V = V_1 \oplus V_2 \). Show that the bilinear form \( \omega = \omega_1 + \omega_2 \) on \( V \) defined by:

\[
\omega((v_1, v_2), (w_1, w_2)) = \omega_1(v_1, w_1) + \omega_2(v_2, w_2),
\]

is a symplectic form on \( V \). We call \((V, \omega)\) the *direct sum* of the symplectic spaces \((V_1, \omega_1)\) and \((V_2, \omega_2)\). Show that if \( L_1 \) is Lagrangian subspaces of \( V_1 \) and \( L_2 \) is a Lagrangian subspaces of \( V_2 \) then \( L_1 \oplus L_2 \) is a Lagrangian subspace of \( V \).
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Exercise 1.13. Let \((V, \omega)\) be a symplectic spaces and \(V_1\) be a subspace of \(V\) such that \(\omega_1 = \omega|_{V_1 \times V_1}\) is nondegenerate. We call \((V_1, \omega_1)\) a symplectic subspace of \((V, \omega)\). Set \(V_2 = V_1^\perp\) and \(\omega_2 = \omega|_{V_2 \times V_2}\). Show that \((V_2, \omega_2)\) is a symplectic subspace of \((V, \omega)\) and that \((V, \omega)\) is symplectomorphic to the direct sum of \((V_1, \omega_1)\) with \((V_2, \omega_2)\).

Exercise 1.14. Let \((V, \omega)\) be a symplectic space. Two isotropic subspaces \(S\) and \(R\) of \(V\) are called complementary if \(V = S \oplus R^\perp\).

(a) Given isotropic subspaces \(R, S\) of \(V\), show that \(V = S \oplus R^\perp\) if and only if \(V = R \oplus S^\perp\).

(b) Given complementary isotropic subspaces \(R, S\) of \(V\), show that:

\[
\dim(R) = \dim(S).
\]

(c) Given complementary isotropic subspaces \(R, S\) of \(V\), show that \(R \oplus S\) (and also \((R \oplus S)^\perp = R^\perp \cap S^\perp\)) is a symplectic subspace of \(V\).

(d) Given complementary isotropic subspaces \(R, S\) of \(V\) complementary isotropic subspaces \(R', S'\) of a symplectic space \(V'\) with \(\dim(V) = \dim(V')\), \(\dim(R) = \dim(R')\), show that there exists a symplectomorphism \(T : V \rightarrow V'\) with \(T(R) = R'\) and \(T(S) = S'\).

Exercise 1.15. Let \((V, \omega)\), \((V', \omega')\) be symplectic spaces, \(L \subset V\), \(L' \subset V'\) be Lagrangian subspaces and \(S \subset V\), \(S' \subset V'\) be isotropic subspaces with \(\dim(V) = \dim(V')\), \(\dim(S) = \dim(S')\) and \(\dim(L \cap S) = \dim(L' \cap S')\). Show that there exists a symplectomorphism \(T : V \rightarrow V'\) with \(T(L) = L'\) and \(T(S) = S'\).

Exercise 1.16. Prove that \(T \in \text{Lin}(V)\) is a symplectomorphism of \((V, \omega)\) if and only if its matrix representation with respect to a symplectic basis of \((V, \omega)\) satisfies the relations (1.4.8).

Exercise 1.17. Consider the symplectic space \(\mathbb{R}^n \oplus \mathbb{R}^{n*}\) endowed with its canonical symplectic structure. Prove that to each Lagrangian subpace \(L\) there corresponds a unique pair \((P, S)\), where \(P \subset \mathbb{R}^n\) is a subspace and \(S : P \times P \rightarrow \mathbb{R}\) is a symmetric bilinear form on \(P\), such that:

\[
L = \{ (v, \alpha) \in \mathbb{R}^n \oplus \mathbb{R}^{n*} : v \in P, \alpha|_P + S(v, \cdot) = 0 \}. 
\]

More generally, if \((L_0, L_1)\) is a Lagrangian decomposition of the symplectic space \((V, \omega)\), there exists a bijection between the Lagrangian subspaces \(L \subset V\) and the pairs \((P, S)\), where \(P \subset L_1\) is any subspace and \(S \in B_{\text{sym}}(P)\) is a symmetric bilinear form on \(P\), so that (recall formula (1.4.11)):

\[
L = \{ v + w : v \in P, w \in L_0, \rho_{L_1, L_0}(w)|_P + S(v, \cdot) = 0 \}. 
\]

Exercise 1.18. Let \(T = \begin{pmatrix} A & B \\ C & D \end{pmatrix}\) be an element in \(\text{Sp}(2n, \mathbb{R})\) (recall formula (1.4.8)) and let \(L_0 = \{0\} \oplus \mathbb{R}^{n*}\). Prove that the following two statements are equivalent:

(a) \(T(L_0)\) is transverse to \(L_0\);

(b) \(B\) is invertible.

Prove also that, in this case, the \(n \times n\) matrices \(DB^{-1}, B^{-1}A\) and \(C - DB^{-1}A - B^{-1}\) are symmetric.
EXERCISE 1.19. Prove that the transpose of a symplectic matrix in $\text{Sp}(2n, \mathbb{R})$ is again symplectic.

EXERCISE 1.20. Every invertible matrix $M$ can be written in polar form:

$$M = PO, \quad P = (MM^*)^{\frac{1}{2}}, \quad O = P^{-1}M,$$

where $P$ is symmetric and positive definite and $O$ is orthogonal. Such decomposition is unique and it depends continuously on $M$.

Prove that $M \in \text{Sp}(2n, \mathbb{R})$ if and only if both $P$ and $O$ are in $\text{Sp}(2n, \mathbb{R})$.

EXERCISE 1.21. Prove that the direct sum of symplectic spaces is not categorical, i.e., it is not true in general that if a linear map $T : V_1 \oplus V_2 \to W$ is such that its restrictions $T|_{V_1}$ and $T|_{V_2}$ are symplectic, then $T$ is symplectic.

EXERCISE 1.22. Prove that a complex structure on a symplectic space which is compatible with the symplectic form is a symplectomorphism.

EXERCISE 1.23. Let $V$ be a real vector space and $g$ a positive inner product. Prove that a complex structure $J$ in $V$ is $g$-anti-symmetric iff it is $g$-orthogonal.

EXERCISE 1.24. Let $V$ be a complex space, $g$ a positive Hermitian product in $V$ and $T \in \text{Lin}(V)$ a $g$-normal linear map. Show that $T$ is diagonalizable in a $g$-orthonormal basis of $V$.

EXERCISE 1.25. Given a Lagrangian decomposition $(L_0, L_1)$ of a symplectic space $(V, \omega)$, prove that the map $\rho_{L_0, L_1} : L_1 \to L_0^*$ defined in (1.4.11) page 24 is an isomorphism.

EXERCISE 1.26. Let $(V, \omega)$ be a symplectic space, $S \subset V$ an isotropic subspace, and consider the quotient symplectic space $(S^+/S, \omega)$ defined in Example 1.4.17. Prove that if $L \subset V$ is a Lagrangian subspace of $(V, \omega)$, then $\pi(L)$ is Lagrangian in $(S^+/S, \omega)$, where $\pi : S^+ \to S^+/S$ is the projection.

EXERCISE 1.27. Prove that every symmetric bilinear form $B \in B_{\text{sym}}(V)$ admits a maximal negative subspace.

EXERCISE 1.28. Suppose that $B \in B_{\text{sym}}(V)$, with $V = V_1 \oplus V_2$ and $B$ is negative semi-definite in $V_1$ and in $V_2$. If the inequality (1.5.15) holds for all $v_1 \in V_1$ and $v_2 \in V_2$, then $B$ is negative semi-definite in $V$.

EXERCISE 1.29. Let $V$ be an $n$-dimensional real vector space, $B \in B_{\text{sym}}(V)$ a symmetric bilinear form and assume that the matrix representation of $B$ in some basis $\{v_1, \ldots, v_n\}$ of $V$ is given by:

$$\begin{pmatrix} X & Z \\ Z^* & Y \end{pmatrix},$$

where $X$ is a $k \times k$ symmetric matrix and $Y$ is a $(n-k) \times (n-k)$ symmetric matrix. Prove that, if $X$ is invertible, then:

$$n_-(B) = n_-(X) + n_-(Y - Z^*X^{-1}Z), \quad \text{dgn}(B) = \text{dgn}(Y - Z^*X^{-1}Z), \quad \text{and} \quad n_+(B) = n_+(X) + n_+(Y - Z^*X^{-1}Z).$$
Exercise 1.30. Let $V$ be a finite dimensional vector space, $W \subset V$ a subspace and $B \in B_{\text{sym}}(V)$ a nondegenerate symmetric bilinear form. Denote by $W^\perp$ the $B$-orthogonal complement of $W$. Prove the following equalities:

(1.5.17) \[ n_-(B) = n_-(B|_W) + n_-(B|_{W^\perp}) + \dim(W \cap W^\perp), \]

(1.5.18) \[ n_+(B) = n_+(B|_W) + n_+(B|_{W^\perp}) + \dim(W \cap W^\perp). \]

Exercise 1.31. Let $V$ be a finite dimensional real vector space and let $U, Z \in B_{\text{sym}}(V)$ be nondegenerate symmetric bilinear forms on $V$ such that $U - Z$ is also nondegenerate. Prove that $U^{-1} - Z^{-1}$ is nondegenerate and that:

\[ n_-(Z) - n_-(U) = n_-(Z^{-1} - U^{-1}) - n_-(U - Z). \]
CHAPTER 2

The Geometry of Grassmannians

2.1. Differentiable manifolds and Lie groups

In this section we give the basic definitions and we fix some notations concerning calculus on manifolds. In this text, the term “manifold” will always mean a real, finite dimensional differentiable manifold whose topology satisfies the Hausdorff property and the second countability axiom, i.e., it admits a countable basis of open sets. The term “differentiable” will always mean “of class $C^\infty$”; we will describe below the terminology used in the construction of a differentiable manifold structure.

Let $M$ be a set; a chart in $M$ is a bijection:

$$\phi : U \to \tilde{U},$$

where $U \subset M$ is any subset and $\tilde{U}$ is an open set in some Euclidean space $\mathbb{R}^n$; in some situation, with a slight abuse of terminology, we will allow that $\tilde{U}$ be an open subset of some arbitrary real finite dimensional vector space.

We say that two charts $\phi : U \to \tilde{U}$ and $\psi : V \to \tilde{V}$ in $M$ are compatible if $U \cap V = \emptyset$ or if $\phi(U \cap V)$ and $\psi(U \cap V)$ are both open sets and the transition function:

$$\psi \circ \phi^{-1} : \phi(U \cap V) \to \psi(U \cap V)$$

is a differentiable diffeomorphism. A differentiable atlas $\mathcal{A}$ in $M$ is a set of charts in $M$ that are pairwise compatible and whose domains form a covering of $M$. A chart is said to be compatible with a differentiable atlas if it is compatible with all the charts of the atlas; it is easy to see that two charts that are compatible with an atlas are compatible with each other. Hence, every differentiable atlas $\mathcal{A}$ is contained in a unique maximal differentiable atlas which is obtained as the collection of all the charts in $M$ that are compatible with $\mathcal{A}$.

A differentiable atlas $\mathcal{A}$ induces on $M$ a unique topology $\tau$ such that each chart of $\mathcal{A}$ is a homeomorphism defined in an open subset of $(M, \tau)$; such topology $\tau$ is defined as the set of parts $A \subset M$ such that $\phi(A \cap U)$ is an open subset of $U$ for every chart $\phi : U \to \tilde{U}$ in $\mathcal{A}$.

A (differentiable) manifold is then defined as a pair $(M, \mathcal{A})$, where $M$ is a set and $\mathcal{A}$ is a maximal differentiable atlas in $M$ whose corresponding topology $\tau$ is Hausdorff and second countable; a chart, or a coordinate system, in a differentiable manifold $(M, \mathcal{A})$ is a chart that belongs to $\mathcal{A}$.

2.1.1. REMARK. Observe that some authors replace the assumption of second countability for a differentiable manifold with the assumption of paracompactness. In Exercise 2.1 the reader is asked to show that such assumption is “weaker”, but indeed “not so much weaker”.
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Let \( M \) be a manifold and \( N \subset M \) be a subset; we say that a chart \( \phi : U \to \tilde{U} \subset \mathbb{R}^n \) is a submanifold chart for \( N \) if \( \phi(U \cap N) \) is equal to the intersection of \( \tilde{U} \) with a vector subspace \( S \) of \( \mathbb{R}^n \). We then say that:

\[
\phi|_{U \cap N} : U \cap N \to \tilde{U} \cap S
\]

is the chart in \( N \) induced by \( \phi \). The subset \( N \) is said to be an embedded submanifold of \( M \) if for all \( x \in N \) there exists a submanifold chart for \( N \) whose domain contains \( x \). The inclusion \( i : N \to M \) will then be an embedding of \( N \) in \( M \), i.e., a differentiable immersion which is a homeomorphism onto its image endowed with the relative topology.

An immersed submanifold \( N \) in \( M \) is a manifold \( N \) such that \( N \) is a subset of \( M \) and such that the inclusion \( i : N \to M \) is a differentiable immersion. Observe that a subset \( N \subset M \) may admit several differentiable structures that make it into an immersed submanifold; however, if we fix a topology in \( N \), then there exists at most one differentiable structure in \( N \) compatible with such topology and for which \( N \) is an immersed submanifold of \( M \) (see Exercise 2.3).

In general, if \( N \) and \( M \) are any two manifolds, and if \( f : N \to M \) is an injective differentiable immersion, then there exists a unique differentiable structure on \( f(N) \) that makes \( f \) into a differentiable diffeomorphism onto \( f(N) \); hence, \( f(N) \) is an immersed submanifold of \( M \). If \( f \) is an embedding, then it follows from the local form of immersions that \( f(N) \) is an embedded submanifold of \( M \).

From now on, unless otherwise stated, by “submanifold” we will always mean “embedded submanifold”.

2.1.2. REMARK. If \( P \) and \( M \) are two manifolds, \( N \subset M \) is an embedded submanifold and \( f : P \to M \) is a differentiable map such that \( f(P) \subset N \), then there exists a unique map \( f_0 : P \to N \) such that the following diagram commutes:

\[
\begin{array}{ccc}
M & \xrightarrow{\phi} & N \\
\downarrow{i} & & \downarrow{f_0} \\
P & \xrightarrow{f} & \end{array}
\]

where \( i \) denotes the inclusion. We say that \( f_0 \) is obtained from \( f \) by change of counterdomain, and we will often use the same symbol \( f \) for \( f_0 \); the map \( f_0 \) is differentiable. The same results does not hold in general if \( N \) is only an immersed submanifold; it holds under the assumption of continuity for \( f_0 \) (see Exercise 2.2).

Immersed submanifolds \( N \subset M \) for which the differentiability of \( f \) in (2.1.1) implies the differentiability of \( f_0 \) are known as almost embedded submanifolds of \( M \); examples of such submanifolds are integral submanifolds of involutive distributions, or immersed submanifolds that are subgroups of Lie groups.

2.1.3. REMARK. If \( f : M \to N \) is a differentiable submersion, then it follows from the local form of the submersions that for all \( y \in \text{Im}(f) \) and for all \( x \in f^{-1}(y) \subset M \) there exists a local differentiable section of \( f \) that takes \( y \) into \( x \), i.e., there exists a differentiable map \( s : U \to M \) defined in an open neighborhood \( U \) of \( y \) in \( N \) such that \( s(y) = x \) and such that \( f(s(z)) = z \) for all \( z \in U \).

The existence of local differentiable sections allows to prove that differentiable submersions that are surjective have the quotient property; this means that if \( f : M \to N \) is a surjective submersion and \( g : M \to P \) is a differentiable map, and if
there exists a map $\bar{g} : N \to P$ such that the following diagram commutes:

\[
\begin{array}{ccc}
M & \xrightarrow{f} & N \\
\downarrow & & \downarrow \bar{g} \\
 & \xrightarrow{g} & P
\end{array}
\]

then also $\bar{g}$ is differentiable.

In particular, if $M$ is a manifold and $f : M \to N$ is a surjective map, then there exists at most one differentiable structure on $N$ that makes $f$ into a differentiable submersion; such structure is called a quotient differentiable structure induced by $f$.

2.1.1. Classical Lie groups and Lie algebras. In this subsection we give a short description and we introduce the notations for the classical Lie groups and Lie algebras that will be used in the text.

A **Lie group** is a group $G$ endowed with a differentiable structure such that the map $G \times G \ni (x,y) \mapsto xy^{-1} \in G$ is differentiable; the unit of $G$ will be denoted $1 \in G$.

A **Lie group homomorphism** will always mean a group homomorphism which is also continuous; then, it will be automatically differentiable (see for instance [19, Theorem 2.11.2] and [20, Theorem 3.39]).

For $g \in G$, we denote by $l_g$ and $r_g$ respectively the diffeomorphisms of $G$ given by the left-translation $l_g(x) = gx$ and by the right-translation $r_g(x) = xg$; by $I_g = l_g \circ r_g^{-1}$ we denote the inner automorphism of $G$ associated to $g$. If $g \in G$ and $v \in T_xG$ is a tangent vector to $G$, we write:

\[ gv = d_l_g(x) \cdot v, \quad vg = d_r_g(x) \cdot v; \]

for all $X \in T_1G$ we define vector fields $X^L$ and $X^R$ in $G$ by setting:

\[ X^L(g) = gX, \quad X^R(g) = Xg, \]

for all $g \in G$. We say that $X^L$ (respectively, $X^R$) is the left-invariant (respectively, the right-invariant) vector field in $X$ associated to $X \in T_1G$.

The **Lie algebra** corresponding to $G$, denoted by $\mathfrak{g}$, is defined as the tangent space at 1 of the manifold $G$: $\mathfrak{g} = T_1G$; the Lie bracket, or commutator, in $\mathfrak{g}$ is obtained as the restriction of the Lie brackets of vector fields in $G$ where we identify each $X \in \mathfrak{g}$ with the left-invariant vector field $X^L$.

We denote by $\exp : \mathfrak{g} \to G$ the exponential map of $G$, defined in such a way that, for each $X \in \mathfrak{g}$, the map:

\[ \mathbb{R} \ni t \longmapsto \exp(tX) \in G \]

is a Lie group homomorphism whose derivative at $t = 0$ is equal to $X$. Then, the curve (2.1.3) is an integral curve of the vector fields $X^L$ and $X^R$, that is:

\[ \frac{d}{dt} \exp(tX) = X^L(\exp(tX)) = X^R(\exp(tX)), \]

for all $t \in \mathbb{R}$ (see [20, Theorem 3.31]).

A **Lie subgroup** of $G$ is an immersed submanifold which is also a subgroup of $G$; then, $H$ is also a Lie group with the group and the differentiable structure inherited from those of $G$ (see Remark 2.1.2). A Lie subgroup $H \subset G$ will be an embedded submanifold if and only if $H$ is closed in $G$ (see [19, Theorem 2.5.4].
If \( H \subset G \) is a Lie subgroup, then the differential of the inclusion map allows to identify the Lie algebra \( h \) of \( H \) with a Lie subalgebra of \( g \) (see [20, Proposition 3.33]); explicitly, we have:

\[
    h = \{ X \in g : \exp(tX) \in H, \forall t \in \mathbb{R} \}.
\]

Observe that every discrete subgroup \( H \subset G \) is an embedded (and closed) Lie subgroup of \( G \) with \( \dim(H) = 0 \); in this case \( h = \{0\} \).

If \( G^o \) denotes the connected component of \( G \) containing the identity (which is also an arc-connected component), then it is easy to see that \( G^o \) is a normal subgroup of \( G \) which is closed and open. Actually, every open subgroup of \( G \) is also closed, as its complementary is union of cosets of this subgroup, that are open. It follows that every open subgroup of \( G \) is the union of some connected components of \( G \), and the Lie algebra of an open subgroup of \( G \) is identified with the Lie algebra of \( G \).

2.1.4. REMARK. If \( G \) is a Lie group and \( h \) is a subspace of \( g \), then there exists a unique left-invariant distribution \( D^L \) and a unique right-invariant distribution \( D^R \) in \( G \) such that \( D^L(1) = D^R(1) = h \). We have that \( D^L \), or \( D^R \), is involutive if and only if \( h \) is a Lie subalgebra of \( g \). In this case, the maximal connected integral submanifold of \( D^L \), or of \( D^R \), passing through \( 1 \in G \) is a (connected) Lie subgroup of \( G \) whose Lie algebra is \( h \); moreover, if \( H \subset G \) is any Lie subgroup whose Lie algebra is \( h \), then \( H^o \) is the maximal connected integral submanifold of \( D^L \), or of \( D^R \) passing through \( 1 \in G \). The other maximal connected integral submanifolds of \( D^L \) (respectively, of \( D^R \)) are the left cosets \( gH \) (respectively, the right cosets \( Hg \)) of \( H \). A proof of these facts can be found in [19, Theorem 2.5.2] and [20, Corollary (b), Theorem 3.19]; for the basic notions of involutive distributions, integral submanifolds and the Frobenius Theorem the reader may use, for instance, [19, Section 1.3] or [20, pages 41–49].

From the above observations we obtain that a curve \( t \mapsto \gamma(t) \in G \) of class \( C^1 \) has image contained in some left coset of \( H \) if and only if

\[
    \gamma(t)^{-1} \gamma'(t) \in h,
\]

for all \( t \); similarly, it has image in some right coset of \( H \) if and only if:

\[
    \gamma'(t) \gamma(t)^{-1} \in h,
\]

for all \( t \).

We will now present a short list of the classical Lie groups that will be encountered in this text, and we will describe their Lie algebras. All these groups and algebras are formed by real or complex matrices, or by linear maps on real or complex vector spaces. The group multiplication will always be the multiplication of matrices, or the map composition, and the Lie bracket will always be given by:

\[
    [X, Y] = XY - YX;
\]

finally, the exponential map will always be:

\[
    \exp(X) = \sum_{n=0}^{\infty} \frac{X^n}{n!}.
\]
Typically, we will use capital letters to denote Lie groups and the corresponding small letters to denote their Lie algebras; all the vector spaces below will be meant to be finite dimensional.

- **The general linear group.** Let \( V \) be a real or a complex vector space; we denote by \( \text{GL}(V) \) the group of all linear automorphisms of \( V \); its Lie algebra \( \text{gl}(V) \) coincides with the space of all linear endomorphisms \( \text{Lin}(V) \) of \( V \). We call \( \text{GL}(V) \) the general linear group of \( V \).
  
  We write \( \text{GL}(\mathbb{R}^n) = \text{GL}(n, \mathbb{R}) \), \( \text{gl}(\mathbb{R}^n) = \text{gl}(n, \mathbb{R}) \), \( \text{GL}(\mathbb{C}^n) = \text{GL}(n, \mathbb{C}) \) and \( \text{gl}(\mathbb{C}^n) = \text{gl}(n, \mathbb{C}) \); obviously, we can identify \( \text{GL}(n, \mathbb{R}) \) (respectively, \( \text{GL}(n, \mathbb{C}) \)) with the group of invertible real (respectively, complex) \( n \times n \) matrices, and \( \text{gl}(n, \mathbb{R}) \) (resp., \( \text{gl}(n, \mathbb{C}) \)) with the algebra of all real (resp., complex) \( n \times n \) matrices.
  
  Observe that if \( V \) is a real space and \( J \) is a complex structure on \( V \), so that \((V, J)\) is identified with a complex space, then \( \text{GL}(V, J) \) (resp., \( \text{gl}(V, J) \)) can be seen as the subgroup (resp., the subalgebra) of \( \text{GL}(V) \) (resp., of \( \text{gl}(V) \)) consisting of those maps that commute with \( J \) (see Lemma 1.2.3).
  
  In this way we obtain an inclusion of \( \text{GL}(n, \mathbb{C}) \) into \( \text{GL}(2n, \mathbb{R}) \) and of \( \text{gl}(n, \mathbb{C}) \) into \( \text{gl}(2n, \mathbb{R}) \) (see Example 1.2.2 and Remark 1.2.9).

- **The special linear group.**
  
  If \( V \) is a real or complex vector space, we denote by \( \text{SL}(V) \) the special linear group of \( V \), given by the closed subgroup of \( \text{GL}(V) \) consisting of those endomorphisms with determinant equal to 1. Its Lie algebra \( \text{sl}(V) \) is given by the set of endomorphisms of \( V \) with null trace. We also write \( \text{SL}(\mathbb{R}^n) = \text{SL}(n, \mathbb{R}) \), \( \text{SL}(\mathbb{C}^n) = \text{SL}(n, \mathbb{C}) \), \( \text{sl}(\mathbb{R}^n) = \text{sl}(n, \mathbb{R}) \) and \( \text{sl}(\mathbb{C}^n) = \text{sl}(n, \mathbb{C}) \). We identify \( \text{SL}(n, \mathbb{R}) \) (resp., \( \text{SL}(n, \mathbb{C}) \)) with the group of real (resp., complex) \( n \times n \) matrices with determinant equal to 1, and \( \text{sl}(n, \mathbb{R}) \) (resp., \( \text{sl}(n, \mathbb{C}) \)) with the algebra of real (resp., complex) \( n \times n \) matrices with null trace.

  As in the case of the general linear group, we have inclusions: \( \text{SL}(n, \mathbb{C}) \subset \text{SL}(2n, \mathbb{R}) \) and \( \text{sl}(n, \mathbb{C}) \subset \text{sl}(2n, \mathbb{R}) \).

- **The orthogonal and the special orthogonal groups.**
  
  If \( V \) is a real vector space endowed with a positive inner product \( g \), we denote by \( \text{O}(V, g) \) the orthogonal group of \( (V, g) \), which is the closed subgroup of \( \text{GL}(V) \) consisting of the \( g \)-orthogonal linear maps. The special orthogonal group of \( (V, g) \) is defined by:

  \[
  \text{SO}(V, g) = \text{O}(V, g) \cap \text{SL}(V).
  \]

  The Lie algebras of \( \text{O}(V, g) \) and of \( \text{SO}(V, g) \) coincide, and they are both denoted by \( \text{so}(V, g) \); this is the subalgebra of \( \text{gl}(V) \) consisting of \( g \)-anti-symmetric linear maps.

  If \( V = \mathbb{R}^n \) and \( g \) is the canonical inner product, then we write \( \text{O}(\mathbb{R}^n, g) = \text{O}(n) \), \( \text{SO}(\mathbb{R}^n, g) = \text{SO}(n) \) and \( \text{so}(\mathbb{R}^n, g) = \text{so}(n) \): \( \text{O}(n) \) is identified with the group of \( n \times n \) orthogonal matrices (a matrix is orthogonal if its transpose coincides with its inverse), \( \text{SO}(n) \) is the subgroup of \( \text{O}(n) \) consisting of those matrices with determinant equal to 1, and \( \text{so}(n) \) is the Lie algebra of real \( n \times n \) anti-symmetric matrices.
• The unitary and the special unitary groups. Let $\mathcal{V}$ be a complex vector space endowed with a positive Hermitian product $g_s$. The unitary group of $(\mathcal{V}, g_s)$, denoted by $U(\mathcal{V}, g_s)$, is the closed subgroup of $\text{GL}(\mathcal{V})$ consisting of the $g_s$-unitary linear maps on $\mathcal{V}$; the special unitary group of $(\mathcal{V}, g_s)$ is defined by:

$$SU(\mathcal{V}, g_s) = U(\mathcal{V}, g_s) \cap \text{SL}(\mathcal{V}).$$

The Lie algebra $\mathfrak{u}(\mathcal{V}, g_s)$ of $U(\mathcal{V}, g_s)$ is the subalgebra of $\mathfrak{gl}(\mathcal{V})$ consisting of the $g_s$-anti-Hermitian linear maps, and the Lie algebra $\mathfrak{su}(\mathcal{V}, g_s)$ is the subalgebra of $\mathfrak{u}(\mathcal{V}, g_s)$ consisting of linear maps with null trace.

If $V$ is a real space and $J$ is a complex structure in $V$ in such a way that $(V, J)$ is identified with a complex vector space $\mathcal{V}$, then given a Hermitian product $g_s$ in $(V, J)$ we also write $U(\mathcal{V}, g_s) = U(V, J, g_s)$, $SU(\mathcal{V}, g_s) = SU(V, J, g_s)$, $u(\mathcal{V}, g_s) = u(V, J, g_s)$ and $su(\mathcal{V}, g_s) = su(V, J, g_s)$.

If $\mathcal{V} = \mathbb{C}^n$ and $g_s$ is the canonical Hermitian product in $\mathbb{C}^n$, then we write $U(\mathbb{C}^n, g_s) = U(n)$, $SU(\mathbb{C}^n, g_s) = SU(n)$, $u(\mathbb{C}^n, g_s) = u(n)$ and $su(\mathbb{C}^n, g_s) = su(n)$; then $U(n)$ is the group of complex $n \times n$ unitary matrices (a matrix is unitary if its conjugate transpose is equal to its inverse), $SU(n)$ is the subgroup of $U(n)$ consisting of matrices with determinant equal to 1, $u(n)$ is the Lie algebra of all complex $n \times n$ anti-Hermitian matrices (a matrix is anti-Hermitian if its conjugate transpose equals its opposite), and $su(n)$ is the subalgebra of $u(n)$ consisting of matrices with null trace.

• The symplectic group.

Let $(V, \omega)$ be a symplectic space; in Definition 1.4.10 we have introduced the symplectic group $\text{Sp}(V, \omega)$. We have that $\text{Sp}(V, \omega)$ is a closed subgroup of $\text{GL}(V)$; its Lie algebra consists of those linear endomorphisms $X$ of $V$ such that $\omega(X \cdot, \cdot)$ is a symmetric bilinear form, that is:

$$\omega(X(v), w) = \omega(X(w), v), \quad v, w \in V. \tag{2.1.6}$$

In terms of the linear map $\omega : V \to V^*$, formula (2.1.6) is equivalent to the identity:

$$\omega \circ X = - X^* \circ \omega. \tag{2.1.7}$$

If $\omega$ is the canonical symplectic form of $\mathbb{R}^{2n}$, then we write $\text{Sp}(\mathbb{R}^{2n}, \omega) = \text{Sp}(2n, \mathbb{R})$ and $\text{sp}(\mathbb{R}^{2n}, \omega) = \text{sp}(2n, \mathbb{R})$. The matrix representations of elements of $\text{Sp}(V, \omega)$ with respect to a symplectic basis are described in formulas (1.4.7) and (1.4.8). Using (2.1.7) it is easy to see that the matrix representation of elements of $\text{sp}(V, \omega)$ in a symplectic basis is of the form:

$$\begin{pmatrix} A & B \\ C & -A^* \end{pmatrix}, \quad B, C \text{ symmetric},$$

where $A^*$ denotes the transpose of $A$.

2.1.2. Actions of Lie groups and homogeneous manifolds. In this subsection we state some results concerning actions of Lie groups on manifolds and we study the homogeneous manifolds, that are manifolds obtained as quotients of Lie groups.

If $G$ is a group and $M$ is a set, a (left) action of $G$ on $M$ is a map:

$$G \times M \ni (g, m) \mapsto g \cdot m \in M. \tag{2.1.8}$$
such that \( g_1 \cdot (g_2 \cdot m) = (g_1g_2) \cdot m \) and \( 1 \cdot m = m \) for all \( g_1, g_2 \in G \) and for all \( m \in M \), where 1 is the unit of \( G \). Given an action of \( G \) on \( M \), we get a map
\[
(2.1.9) \quad \beta_m : G \rightarrow M
\]
given by \( \beta_m(g) = g \cdot m \), and for all \( g \in G \) we get a bijection:
\[
\gamma_g : M \rightarrow M
\]
of \( M \) given by \( \gamma_g(m) = g \cdot m \); the map \( g \mapsto \gamma_g \) is a group homomorphism from \( G \) to the group of bijections of \( M \).

For all \( m \in M \), we define the orbit of \( m \) relative to the action of \( G \) by:
\[
G(m) = \{ g \cdot m : g \in G \};
\]
the orbits of the action of \( G \) form a partition of \( M \); we also define the isotropy group of the element \( m \in M \) by:
\[
G_m = \{ g \in G : g \cdot m = m \}.
\]
It is easy to see that \( G_m \) is a subgroup of \( G \).

We say that the action of \( G \) on \( M \) is transitive if \( G(m) = M \) for some, hence for all, \( m \in M \); we say that the action is free, or without fixed points, if \( G_m = \{1\} \) for all \( m \in M \). The action is effective if the homomorphism \( g \mapsto \gamma_g \) is injective, i.e., if \( \bigcap_{m \in M} G_m = \{1\} \).

If \( H \) is a subgroup of \( G \), we will denote by \( G/H \) the set of left cosets of \( H \) in \( G \):
\[
G/H = \{ gH : g \in G \},
\]
where \( gH = \{ gh : h \in H \} \) is the left coset of \( g \in G \). We have a natural action of \( G \) on \( G/H \) given by:
\[
(2.1.10) \quad G \times G/H \ni (g_1, g_2H) \mapsto (g_1g_2)H \in G/H;
\]
this action is called action by left translation of \( G \) in the left cosets of \( H \). The action \( (2.1.10) \) is always transitive.

If \( G \) acts on \( M \) and \( G_m \) is the isotropy group of the element \( m \in M \), then the map \( \beta_m \) of \((2.1.9)\) passes to the quotient and defines a bijection:
\[
(2.1.11) \quad \bar{\beta}_m : G/G_m \rightarrow G(m)
\]
given by \( \bar{\beta}_m(gG_m) = g \cdot m \). We therefore have the following commutative diagram:
\[
\begin{array}{ccc}
G & \xrightarrow{\beta_m} & G/G_m \\
\downarrow{q} & & \downarrow{\bar{\beta}_m} \\
M & \end{array}
\]
where \( q : G \rightarrow G/G_m \) denotes the quotient map.

2.1.5. Definition. Given actions of the group \( G \) on sets \( M \) and \( N \), we say that a map \( \phi : M \rightarrow N \) is \( G \)-equivariant if the following identity holds:
\[
\phi(g \cdot m) = g \cdot \phi(m),
\]
for all \( g \in G \) and all \( m \in M \). If \( \phi \) is an equivariant bijection, we say that \( \phi \) is an equivariant isomorphism; in this case \( \phi^{-1} \) is automatically equivariant.
The bijection (2.1.11) is an equivariant isomorphism when we consider the action of \( G \) on \( G/G_m \) by left translation and the action of \( G \) on \( G(m) \) obtained by the restriction of the action of \( G \) on \( M \).

2.1.6. Remark. It is possible to define also a right action of a group \( G \) on a set \( M \) as a map:

\[
M \times G \ni (m, g) \mapsto m \cdot g \in M
\]

that satisfies \((m \cdot g_1) \cdot g_2 = m \cdot (g_1 g_2)\) and \(m \cdot 1 = m\) for all \(g_1, g_2 \in G\) and all \(m \in M\). A theory totally analogous to the theory of left actions can be developed for right actions; as a matter of facts, every right action (2.1.12) defines a left action by \((g, m) \mapsto m \cdot g^{-1}\). Observe that in the theory of right actions, in order to define properly the bijection \( \bar{\beta}_m \) in formula (2.1.11), the symbol \( G/H \) has to be meant as the set of right cosets of \( H \).

Let’s assume now that \( G \) is a Lie group and that \( M \) is a manifold; in this context we will always assume that the map (2.1.8) is differentiable, and we will say that \( G \) acts differentiably on \( M \). If \( H \) is a closed subgroup of \( G \), then there exists a unique differentiable structure in the set \( G/H \) such that the quotient map:

\[
q : G \longrightarrow G/H
\]

is a differentiable submersion (see Remark 2.1.3). The kernel of the differential \( dq(1) \) is precisely the Lie algebra \( \mathfrak{h} \) of \( H \), so that the tangent space to \( G/H \) at the point \( 1H \) may be identified with the quotient space \( \mathfrak{g}/\mathfrak{h} \). Observe that, since \( q \) is open and surjective, it follows that \( G/H \) has the quotient topology induced by \( q \) from the topology of \( G \).

By continuity, for all \( m \in M \), the isotropy group \( G_m \) is a closed subgroup of \( G \), hence we get a differentiable structure on \( G/G_m \); it can be shown that the map \( g G_m \mapsto g \cdot m \) is a differentiable immersion, from which we obtain the following:

2.1.7. Proposition. If \( G \) is a Lie group that acts differentiably on the manifold \( M \), then for all \( m \in M \) the orbit \( G(m) \) has a unique differentiable structure that makes (2.1.11) into a differentiable diffeomorphism; with such structure \( G(m) \) is an immersed submanifold of \( M \), and the tangent space \( T_m G(m) \) coincides with the image of the map:

\[
d\beta_m(1) : \mathfrak{g} \longrightarrow T_m M,
\]

where \( \beta_m \) is the map defined in (2.1.9).

2.1.8. Remark. If we choose a different point \( m' \in G(m) \), so that \( G(m') = G(m) \), then it is easy to see that the differentiable structure induced on \( G(m) \) by \( \bar{\beta}_{m'} \) coincides with that induced by \( \bar{\beta}_m \).

We also have the following:

2.1.9. Corollary. If \( G \) acts transitively on \( M \), then for all \( m \in M \) the map (2.1.11) is a differentiable diffeomorphism of \( G/G_m \) onto \( M \); in particular, the map \( \beta_m \) of (2.1.9) is a surjective submersion.

In the case of transitive actions, when we identify \( G/G_m \) with \( M \) by the diffeomorphism (2.1.11), we will say that \( m \) is the base point for such identification; we then say that \( M \) (or \( G/G_m \)) is a homogeneous manifold.
2.1.10. COROLLARY. Let $M, N$ be manifolds and let $G$ be a Lie group that acts differentiably on both $M$ and $N$. If the action of $G$ on $M$ is transitive, then every equivariant map $\phi : M \rightarrow N$ is differentiable.

**Proof.** Choose $m \in M$; the equivariance property of $\phi$ gives us the following commutative diagram:

\[
\begin{array}{ccc}
G & \xrightarrow{\beta_m} & M \\
\downarrow{\beta_{\phi(m)}} & & \downarrow{\phi} \\
M & \rightarrow & N
\end{array}
\]

and the conclusion follows from Corollary 2.1.9 and Remark 2.1.3. □

In some situations we will need to know if a given orbit of the action of a Lie group is an embedded submanifold. Let us give the following definition:

2.1.11. DEFINITION. Let $X$ be a topological space; a subset $S \subset X$ is said to be locally closed if $S$ is given by the intersection of an open and a closed subset of $X$. Equivalently, $S$ is locally closed when it is open in the relative topology of its closure $\overline{S}$.

Exercise 2.4 is dedicated to the notion of locally closed subsets.

We have the following:

2.1.12. THEOREM. Let $G$ be a Lie group acting differentiably on the manifold $M$. Given $m \in M$, the orbit $G(m)$ is an embedded submanifold of $M$ if and only if $G(m)$ is locally closed in $M$.

**Proof.** See [19, Theorem 2.9.7]. □

We conclude the subsection with a result that relates the notions of fibration and homogeneous manifold.

2.1.13. DEFINITION. Given manifolds $F, E$ and $B$ and a differentiable map $p : E \rightarrow B$, we say that $p$ is a differentiable fibration with typical fiber $F$ if for all $b \in B$ there exists a diffeomorphism:

\[
\alpha : p^{-1}(U) \rightarrow U \times F
\]

such that $\pi_1 \circ \alpha = p|_{p^{-1}(U)}$, where $U \subset B$ is an open neighborhood of $b$ in $B$ and $\pi_1 : U \times F \rightarrow U$ is the projection onto the first factor. In this case, we say that $\alpha$ is a local trivialization of $p$ around $b$.

2.1.14. THEOREM. Let $G$ be a Lie group and $H, K$ closed subgroups of $G$ with $K \subset H$; then the map:

\[
p : G/K \rightarrow G/H
\]

defined by $p(gK) = gH$ is a differentiable fibration with typical fiber $H/K$.

**Proof.** It follows from Remark 2.1.3 that $p$ is differentiable. Given $gH \in G/H$, let $s : U \rightarrow G$ be a local section of the submersion $q : G \rightarrow G/H$ defined in an open neighborhood $U \subset G/H$ of $gH$; it follows that $q \circ s$ is the inclusion of $U$ in $G/H$. We define a local trivialization of $p$:

\[
\alpha : p^{-1}(U) \rightarrow U \times H/K
\]

by setting $\alpha(xK) = (xH, s(xH)^{-1}xK)$. The conclusion follows. □
2.1.15. **Corollary.** Under the assumptions of Corollary 2.1.9, the map $\beta_m$ given in (2.1.9) is a differentiable fibration with typical fiber $G_m$. □

2.1.16. **Corollary.** Let $\phi : G \to G'$ be a Lie group homomorphism and let $H \subset G$, $H' \subset G'$ be closed subgroups such that $\phi(H) \subset H'$; consider the map:

$$\hat{f} : G/H \to G'/H'$$

induced from $f$ by passage to the quotient, i.e., $\hat{f}(gH) = f(g)H'$ for all $g \in G$. If $\hat{f}$ is surjective, then $\hat{f}$ is a differentiable fibration with typical fiber $f^{-1}(H')/H$.

**Proof.** Consider the action of $G$ on $G'/H'$ given by

$$G \times G'/H' \ni (g, g'H') \mapsto (f(g)g'H') \in G'/H'.$$

The orbit of the element $1H' \in G'/H'$ is the image of $\hat{f}$, and its isotropy group is $f^{-1}(H')$; since $\hat{f}$ is surjective, it follows from Corollary 2.1.9 that the map $\hat{f} : G/f^{-1}(H') \to G'/H'$ induced from $f$ by passage to the quotient is a diffeomorphism. We have the following commutative diagram:

\[
\begin{array}{ccc}
G/H & \xrightarrow{f} & G'/H' \\
\downarrow{p} & & \downarrow{\bar{f}} \\
G/f^{-1}(H') & \xrightarrow{\hat{f}} & G'/H'
\end{array}
\]

where $p$ is induced from the identity of $G$ by passage to the quotient; it follows from Theorem 2.1.14 that $p$ is a differentiable fibration with typical fiber $f^{-1}(H')/H$. This concludes the proof. □

A differentiable covering is a differentiable fibering whose fiber is a discrete manifold (i.e., zero dimensional). We have the following:

2.1.17. **Corollary.** Under the assumptions of Corollary 2.1.16, if $H$ and $f^{-1}(H')$ have the same dimension, then $\hat{f}$ is a differentiable covering. □

2.1.18. **Remark.** Given a differentiable fibration $p : E \to B$ with typical fiber $F$, then every curve $\gamma : [a, b] \to B$ of class $C^k$, $0 \leq k \leq +\infty$, admits a lift $\tilde{\gamma} : [a, b] \to E$ (i.e., $p \circ \tilde{\gamma} = \gamma$) which is of class $C^k$:

\[
\begin{array}{ccc}
E & \xrightarrow{p} & B \\
\tilde{\gamma} & \downarrow{\gamma} & \\
[a, b] & \xrightarrow{\gamma} & B
\end{array}
\]

The proof of this fact is left to the reader in Exercise 2.13.

2.1.3. **Linearization of the action of a Lie group on a manifold.** In this subsection we will consider a Lie group $G$ with a differentiable (left) action on the manifold $M$; we show that such action defines an anti-homomorphism of the Lie algebra $g$ of $G$ to the Lie algebra of the differentiable vector fields on $M$.

Given $X \in g$, we define a differentiable vector field $X^*$ on $M$ by setting:

$$X^*(m) = d\beta_m(1) \cdot X, \quad m \in M,$$

where $\beta_m$ is the map defined in (2.1.9).
Recall that if \( f : N_1 \to N_2 \) is a differentiable map, the vector fields \( Y_1 \) and \( Y_2 \) on \( N_1 \) and \( N_2 \) respectively are said to be \( f \)-related if:
\[
Y_2(f(n)) = df_n(Y_1(n)), \quad \forall n \in N_1.
\]

2.1.19. Remark. If \( Y_1, Z_1 \) are differentiable vector fields on the manifold \( N_1 \) that are \( f \)-related respectively with the fields \( Y_2, Z_2 \) on the manifold \( N_2 \), then the Lie bracket \([Y_1, Z_1]\) is \( f \)-related to the Lie bracket \([Y_2, Z_2]\).

Observe that, for all \( g \in G \) and all \( m \in M \), we have
\[
\beta_{gm} = \beta_m \circ r_g,
\]
hence
\[
d\beta_{gm}(1) = d\beta_m(g) \circ dr_g(1).
\]
If \( X^R \) denotes the right invariant vector field on \( G \) corresponding to the element \( X \in \mathfrak{g} \), then, using (2.1.13), we have:
\[
X^*(g \cdot m) = d\beta_m(g) \cdot X^R(g), \quad \forall m \in M.
\]
The identity (2.1.14) tells us that, for all \( m \in M \), the field \( X^* \) in \( M \) is \( \beta_m \)-related with the field \( X^R \) in \( G \).

2.1.20. Remark. Let us denote by \( X^L \) the left invariant vector field on \( G \) corresponding to \( X \in \mathfrak{g} \); if \( G \) acts on the left on \( M \), then in general it is not possible to construct a vector field in \( M \) which is \( \beta_m \)-related to \( X^L \). Observe also that, in general, the field \( X^* \) is not invariant by the action of \( G \) in \( M \); actually, it is not possible in general to construct a vector field on \( M \) which is invariant by the action of \( G \) and whose value at a given point is given.

As a corollary of (2.1.14) we get the following:

2.1.21. Proposition. Given \( X, Y \in \mathfrak{g} \), then we have:
\[
[X, Y]^* = -[X^*, Y^*],
\]
where the bracket on the left of the equality is the Lie product in \( \mathfrak{g} \) and the bracket on the right denotes the Lie bracket of vector fields in \( M \).

Proof. Choose \( m \in M \); since the vector fields \( X^* \) and \( Y^* \) are \( \beta_m \)-related respectively to the right invariant vector fields \( X^R \) and \( Y^R \), it follows from Remark 2.1.19 that \([X^*, Y^*]\) is \( \beta_m \)-related to \([X^R, Y^R]\). To conclude the proof, we will show that:
\[
[X^R, Y^R] = -[X, Y]^R;
\]
observe now that from (2.1.15) it will follow that both \([X^*, Y^*]\) and \(-[X, Y]^*\) are \( \beta_m \)-related to \([X^R, Y^R]\), hence they must coincide on \( \text{Im}(\beta_m) = G(m) \). Since \( m \) is arbitrary, the proof of Proposition 2.1.21 will follow.

In order to show (2.1.15), consider the inversion map \( \text{inv} : G \to G \) given by \( \text{inv}(g) = g^{-1} \); we have that \( d(\text{inv})(1) = -\text{Id} \). Then, it is easy to see that \( X^R \) is \( \text{inv} \)-related to the left invariant field \(-X^L\), and, by Remark 2.1.19, \([X^R, Y^R]\) is \( \text{inv} \)-related to \([X^L, Y^L] = [X, Y]^L\); also, \(-[X, Y]^R\) is \( \text{inv} \)-related to \([X, Y]^L\). The conclusion now follows from the fact that \( \text{inv} \) is surjective. \( \square \)

The map \( X \mapsto X^* \) is called the linearization of the action of \( G \) in \( M \); Proposition 2.1.21 tells us that this map is an anti-homomorphism of the Lie algebra \( \mathfrak{g} \) into the Lie algebra of differentiable vector fields on \( M \).
2.1.22. Remark. From (2.1.14) it follows easily that, for all \( m \in M \), the map \( t \mapsto \exp(tX) \cdot m \) is an integral curve of \( X^* \).

More generally, given any map \( I \ni t \mapsto X(t) \in \mathfrak{g} \) defined in an interval \( I \subset \mathbb{R} \), we obtain a \textit{time-dependent right invariant vector field} in \( G \) given by:

\[
(2.1.16) \quad I \times G \ni (t,g) \mapsto X(t)^R(g) = X(t)g \in T_gG;
\]

we also have a time-dependent vector field in \( M \) by setting:

\[
(2.1.17) \quad I \times M \ni (t,m) \mapsto X(t)^*(m) \in T_mM.
\]

From (2.1.14) it follows also that, for any \( m \in M \), the map \( \beta_m \) takes integral curves of (2.1.16) into integral curves of (2.1.17); more explicitly, if \( t \mapsto \gamma(t) \in G \) satisfies

\[
\gamma'(t) = X(t)\gamma(t),
\]

for all \( t \) then:

\[
\frac{d}{dt}(\gamma(t) \cdot m) = X(t)^*(\gamma(t) \cdot m).
\]

2.2. Grassmannians and their differentiable structure

In this section we will study the geometry of the set of all \( k \)-dimensional subspaces of a Euclidean space.

Let \( n, k \) be fixed integers, with \( n \geq 0 \) and \( 0 \leq k \leq n \); we will denote by \( G_k(n) \) the set of all \( k \)-dimensional vector subspaces of \( \mathbb{R}^n \); \( G_k(n) \) is called the \textit{Grassmannian of \( k \)-dimensional subspaces of \( \mathbb{R}^n \)}.

Our goal is to describe a differentiable atlas for \( G_k(n) \), and the main idea is to view the points of \( G_k(n) \) as \textit{graphs} of linear maps defined on a fixed \( k \)-dimensional subspace of \( \mathbb{R}^n \) and taking values in another fixed \( (n-k) \)-dimensional subspace of \( \mathbb{R}^n \), where these two fixed subspaces are transversal.

To this aim, we consider a direct sum decomposition \( \mathbb{R}^n = W_0 \oplus W_1 \), where \( \dim(W_0) = k \) (and obviously \( \dim(W_1) = n-k \)). For every linear map \( T : W_0 \to W_1 \), the \textit{graph} of \( T \) given by:

\[
\text{Gr}(T) = \{ v + T(v) : v \in W_0 \}
\]

is an element in \( G_k(n) \). Moreover, an element \( W \in G_k(n) \) is of the form \( \text{Gr}(T) \) if and only if it is transversal to \( W_1 \), i.e., iff it belongs to the set:

\[
G^0_k(n, W_1) = \{ W \in G_k(n) : W \cap W_1 = \{0\} \} \subset G_k(n).
\]

In this situation, the linear map \( T \) is uniquely determined by \( W \). We can therefore define a bijection:

\[
(2.2.1) \quad \phi_{W_0, W_1} : G_k^0(n, W_1) \longrightarrow \text{Lin}(W_0, W_1),
\]

by setting \( \phi_{W_0, W_1}(W) = T \) when \( W = \text{Gr}(T) \).

More concretely, if \( \pi_0 \) and \( \pi_1 \) denote respectively the projections onto \( W_0 \) and \( W_1 \) in the decomposition \( \mathbb{R}^n = W_0 \oplus W_1 \), then the linear map \( T = \phi_{W_0, W_1}(W) \) is given by:

\[
T = (\pi_1|_W) \circ (\pi_0|_W)^{-1}.
\]

Observe that the condition that \( W \) be transversal to \( W_1 \) is equivalent to the condition that the restriction \( \pi_0|_W \) be an isomorphism onto \( W_0 \).

We will now show that the collection of the charts \( \phi_{W_0, W_1} \), when \( (W_0, W_1) \) run over the set of all direct sum decomposition of \( \mathbb{R}^n \) with \( \dim(W_0) = k \), is a
differentiable atlas for $G_k(n)$. To this aim, we need to study the transition functions between these charts. Let us give the following:

2.2.1. Definition. Given subspaces $W_0, W_1' \subset \mathbb{R}^n$ and given a common complementary subspace $W_1 \subset \mathbb{R}^n$ of theirs, i.e., $\mathbb{R}^n = W_0 \oplus W_1 = W_0' \oplus W_1$, then we have an isomorphism:

$$\eta = \eta_{W_0, W_0'}: W_0 \rightarrow W_0',$$

obtained by the restriction to $W_0$ of the projection onto $W_0'$ relative to the decomposition $\mathbb{R}^n = W_0' \oplus W_1$. We say that $\eta_{W_0, W_0'}$ is the isomorphism of $W_0$ and $W_0'$ determined by the common complementary subspace $W_1$.

The inverse of $\eta_{W_0, W_0'}$ is simply $\eta_{W_0', W_0}$; we have the following commutative diagram of isomorphisms:

$$\begin{array}{ccc}
\mathbb{R}^n/W_1 & \xrightarrow{q|_{W_0}} & W_0' \\
q|_{W_0} & \downarrow & \downarrow \\
W_0 & \xrightarrow{\eta_{W_0, W_0'}} & W_0'
\end{array}$$

where $q: \mathbb{R}^n \rightarrow \mathbb{R}^n/W_1$ is the quotient map.

Let us consider charts $\phi_{W_0, W_1}$ and $\phi_{W_0', W_1}$ in $G_k(n)$, with $k = \dim(W_0) = \dim(W_0')$; observe that they have the same domain. In this case it is easy to obtain the following formula for the transition function:

(2.2.2) \[ \phi_{W_0, W_1} \circ (\phi_{W_0, W_1'})^{-1}(T) = (\pi_1 W_0 + T) \circ \eta_{W_0, W_0'}, \]

where $\pi_1$ denotes the projection onto $W_1$ relative to the decomposition $\mathbb{R}^n = W_0' \oplus W_1$.

Let us now consider decompositions $\mathbb{R}^n = W_0 \oplus W_1 = W_0 \oplus W_1'$, with $\dim(W_0) = k$, and let us look at the transition function $\phi_{W_0, W_1'} \circ (\phi_{W_0, W_1'})^{-1}$. First, we observe that its domain consists of those linear maps $T \in \text{Lin}(W_0, W_1)$ such that $\text{Gr}(T) \in G_k(n, W_1)$; it is easy to see that this condition is equivalent to the invertibility of the map:

$$\text{Id} + (\pi_0|W_1) \circ T,$$

where $\pi_0'$ denotes the projection onto $W_0$ relative to the decomposition $\mathbb{R}^n = W_0' \oplus W_1'$ and $\text{Id}$ is the identity map on $W_0$. We have the following formula for $\phi_{W_0, W_1'} \circ (\phi_{W_0, W_1'})^{-1}$:

(2.2.3) \[ \phi_{W_0, W_1'} \circ (\phi_{W_0, W_1'})^{-1}(T) = \eta_{W_1, W_1'} \circ T \circ (\text{Id} + (\pi_0|W_1) \circ T)^{-1}. \]

We have therefore proven the following:

2.2.2. Proposition. The set of all charts $\phi_{W_0, W_1}$ in $G_k(n)$, where the pair $(W_0, W_1)$ run over the set of all direct sum decompositions of $\mathbb{R}^n$ with $\dim(W_0) = k$, is a differentiable atlas for $G_k(n)$. 
PROOF. Since every subspace of \( \mathbb{R}^n \) admits one complementary subspace, it follows that the domains of the charts \( \phi_{W_0,W_1} \) cover \( G_k(n) \). The transition functions (2.2.2) and (2.2.3) are differentiable maps defined in open subsets of the vector space \( \text{Lin}(W_0,W_1) \). The general case of compatibility between charts \( \phi_{W_0,W_1} \) and \( \phi_{W_0',W_1'} \) follows from transitivity. \( \square 

2.2.3. REMARK. As to the argument of transitivity mentioned in the proof of Proposition 2.2.2, we observe that in general the property of the compatibility of charts is not transitive. However, the following weaker transitivity property holds, and that applies to the case of Proposition 2.2.2: if \( \psi_0, \psi_1 \) and \( \psi_2 \) are charts on a set such that \( \psi_0 \) is compatible with \( \psi_1 \), \( \psi_1 \) is compatible with \( \psi_2 \) and the domain of \( \psi_0 \) coincides with the domain of \( \psi_1 \), then \( \psi_0 \) is compatible with \( \psi_2 \).

2.2.4. REMARK. Formulas (2.2.2) and (2.2.3) show indeed that the charts \( \phi_{W_0,W_1} \) form a real analytic atlas for \( G_k(n) \).

2.2.5. REMARK. Given a finite collection \( V_1, \ldots, V_r \) of \( k \)-dimensional subspaces of \( \mathbb{R}^n \), it is possible to find a subspace \( W \) which is complementary to all of the \( V_i \)'s. For, if \( k < n \), we can choose a vector \( v_1 \in \mathbb{R}^n \setminus \bigcup V_i \). Let us now consider the subspaces \( V'_i = V_i + v_1 \) of dimension \( k+1 \); by repeating the construction to the \( V_i' \)'s, we determine inductively vectors \( v_1, \ldots, v_{n-k} \) that form a basis for a common complementary to the \( V_i \)'s. This argument shows that every finite subset of \( G_k(n) \) belongs to the domain of some chart \( \phi_{W_0,W_1} \). In Exercise 2.8 the reader is asked to show that the same holds for countable subsets of \( G_k(n) \).

We finally prove that \( G_k(n) \) is a manifold:

2.2.6. THEOREM. The differentiable atlas in Proposition 2.2.2 makes \( G_k(n) \) into a differentiable manifold of dimension \( k(n-k) \).

PROOF. If \( \dim(W_0) = k \) and \( \dim(W_1) = n-k \), then \( \dim(\text{Lin}(W_0,W_1)) = k(n-k) \). It remains to prove that the topology defined by the atlas is Hausdorff and second countable. The Hausdorff property follows from the fact that every pair of points of \( G_k(n) \) belongs to the domain of a chart. The second countability property follows from the fact that, if we consider the finite set of chart \( \phi_{W_0,W_1} \), where both \( W_0 \) and \( W_1 \) are generated by elements of the canonical basis of \( \mathbb{R}^n \), we obtain a finite differentiable atlas for \( G_k(n) \). \( \square 

2.2.7. REMARK. It follows immediately from the definition of topology induced by a differentiable atlas that the subsets \( G_k^0(n,W_1) \subset G_k(n) \) are open; moreover, since the charts \( \phi_{W_0,W_1} \) are surjective, it follows that \( G_k^0(n,W_1) \) is homeomorphic (and diffeomorphic) to the vector space \( \text{Lin}(W_0,W_1) \).

2.2.8. EXAMPLE. The Grassmannian \( G_1(n) \) of all the lines through the origin in \( \mathbb{R}^n \) is also known as the real projective space \( \mathbb{R}P^{n-1} \). By taking \( W_0 = \{0\}^{n-1} + \mathbb{R} \) and \( W_1 = \mathbb{R}^{n-1} + \{0\} \), the chart \( \phi_{W_0,W_1} \) gives us what is usually known in projective geometry as the homogeneous coordinates. The space \( \mathbb{R}P^{n-1} \) can also be described as the quotient of the sphere \( S^{n-1} \) obtained by identifying the antipodal points.

The real projective line \( \mathbb{R}P^1 \) is diffeomorphic to the circle \( S^1 \); in fact, considering \( S^1 \subset \mathbb{C} \), the map \( z \mapsto z^2 \) is a two-fold covering of \( S^1 \) over itself that identifies antipodal points.
2.2.9. Remark. The theory of this section can be repeated verbatim to define a manifold structure in the Grassmannian of all \( k \)-dimensional complex subspaces of \( \mathbb{C}^n \). Formulas (2.2.2) and (2.2.3) are holomorphic, which says that such Grassmannian is a complex manifold, whose complex dimension is \( k(n-k) \).

2.3. The tangent space to a Grassmannian

In this section we give a concrete description of the tangent space \( T_W G_k(n) \) for \( W \in G_k(n) \), by showing that it can be naturally identified with the space \( \text{Lin}(W, \mathbb{R}^n/W) \). This identification will allow to compute in a simple way the derivative of a curve in \( G_k(n) \).

We start with an informal approach. Suppose that we are given a differentiable curve \( t \mapsto W(t) \) in \( G_k(n) \), i.e., for all instants \( t \) we have \( k \)-dimensional subspace \( W(t) \) of \( \mathbb{R}^n \). How can we think of the derivative \( W'(t_0) \) in an intuitive way? Consider a curve of vectors \( t \mapsto w(t) \in \mathbb{R}^n \), with \( v(t) \in W(t) \) for all \( t \); in some sense, the derivative \( v'(t_0) \) must encode part of the information contained in the derivative \( W'(t_0) \). We now try to formalize these ideas.

For all \( t \), write \( W(t) = \ker(A(t)) \), where \( A(t) \in \text{Lin}(\mathbb{R}^n, \mathbb{R}^{n-k}) \); differentiating the identity \( A(t)w(t) = 0 \) in \( t = t_0 \) we get:

\[
A'(t_0)w(t_0) + A(t_0)v'(t_0) = 0.
\]

This identity shows that the value of \( w'(t_0) \) is totally determined by \( w(t_0) \) up to elements of \( W(t_0) \). More precisely, to all \( w_0 \in W(t_0) \), we can associate a class \( w_0' + W(t_0) \in \mathbb{R}^n/W(t_0) \) by setting \( w_0' = w'(t_0) \), where \( t \mapsto w(t) \) is any differentiable curve in \( \mathbb{R}^n \) with \( w(t) \in W(t) \) for all \( t \) and \( w(0) = w_0 \). Using the above identity it is easy to see that such map is well defined, i.e., it does not depend on the choice of the curve \( w(t) \). The map \( w_0 \mapsto w_0' + W(t_0) \) is a linear map from \( W(t_0) \) to \( \mathbb{R}^n/W(t_0) \), and we can look at it as the derivative of the curve of subspaces \( W(t) \) in \( t = t_0 \).

We can now prove the existence of a canonical isomorphism of the tangent space \( T_W G_k(n) \) with \( \text{Lin}(W, \mathbb{R}^n/W) \); in the following proposition we will use the abstract formalism concerning the functor \( \text{Lin}(-, -) \) introduced in Remark 1.1.1.

2.3.1. Proposition. Let \( W \in G_k(n) \) and \( W_1 \) be a complementary subspace of \( W \) in \( \mathbb{R}^n \). Denote by \( q_1 : W_1 \to \mathbb{R}^n/W \) the restriction of the quotient map onto \( \mathbb{R}^n/W \). We have an isomorphism:

\[
(2.3.1) \quad \text{Lin}(\text{Id}, q_1) \circ \phi_{W,W_1}(W) : T_W G_k(n) \to \text{Lin}(W, \mathbb{R}^n/W),
\]

where

\[
(2.3.2) \quad \text{Lin}(\text{Id}, q_1) : \text{Lin}(W, W_1) \to \text{Lin}(W, \mathbb{R}^n/W)
\]

is the map of composition on the left \( T \mapsto q_1 \circ T \) (recall formulas (1.1.2) and (1.1.3)).

The isomorphism (2.3.1) does not depend on the choice of the complementary subspace \( W_1 \).

Proof. Since \( q_1 \) is an isomorphism and \( \phi_{W,W_1} \) is a chart around \( W \), obviously (2.3.1) is an isomorphism. The only non trivial fact in the statement is the independence of (2.3.1) from the choice of the subspace \( W_1 \). To prove this fact, consider a different complementary subspace \( W'_1 \) of \( W \) in \( \mathbb{R}^n \); observe that
\( \phi_{W;W_1}(W) = \phi_{W;W_1'}(W) = 0 \). By differentiating the transition function (2.2.3) in \( T = 0 \) we see that the following diagram commutes:

\[
\begin{array}{ccc}
W, W_1 & \xrightarrow{\text{Lin}(W, W_1)} & \text{Lin}(W, W_1') \\
d\phi_{W;W_1}(W) & & d\phi_{W;W_1'}(W) \\
\text{T}_{W}G_k(n) & \xrightarrow{\text{Lin}(\text{Id}, \eta_{W_1,W_1'})} & \text{Lin}(W, W_1') \\
\end{array}
\]

The conclusion now follows easily from the observation that also the diagram

\[
W_1 \xrightarrow{\eta_{W_1,W_1'}} W_1' \\
\downarrow q_1 \quad \quad \downarrow q_1' \\
\mathbb{R}^n/W
\]

(2.3.3)

is commutative, where \( q_1' \) denotes the restriction to \( W_1' \) of the quotient map onto \( \mathbb{R}^n/W \).

\( \square \)

2.3.2. **Remark.** Observe that, from a functorial point of view, the conclusion of Proposition 2.3.1 follows by applying the functor \( \text{Lin}(W, \cdot) \) to the diagram (2.3.3).

Keeping in mind Proposition 2.3.1, we will henceforth identify the spaces \( T_W G_k(n) \) and \( \text{Lin}(W, \mathbb{R}^n/W) \). Our next proposition will provide a justification for the informal reasons of such identification given at the beginning of the section:

2.3.3. **Proposition.** Let \( W : I \rightarrow G_k(n) \) and \( w : I \rightarrow \mathbb{R}^n \) be curves defined in an interval \( I \) containing \( t_0 \), both differentiable at \( t = t_0 \). Suppose that \( w(t) \in W(t) \) for all \( t \in I \). Then, the following identity holds:

\[ W'(t_0) \cdot w(t_0) = w'(t_0) + W(t_0) \in \mathbb{R}^n/W(t_0), \]

where we identify \( W'(t_0) \) with an element in \( \text{Lin}(W, \mathbb{R}^n/W(t_0)) \) using the isomorphism (2.3.1).

**Proof.** Set \( W_0 = W(t_0) \) and choose a complementary subspace \( W_1 \) of \( W_0 \) in \( \mathbb{R}^n \). Set \( T = \phi_{W_0,W_1} \circ W \), so that, for all \( t \in I \) sufficiently close to \( t_0 \), we have \( W(t) = \text{Gr}(T(t)) \). Denoting by \( \pi_0 \) the projection onto \( W_0 \) relative to the decomposition \( \mathbb{R}^n = W_0 \oplus W_1 \), we set \( u = \pi_0 \circ w \).

Since \( w(t) \in W(t) \), we have:

\[
(2.3.4) \quad w(t) = u(t) + T(t) \cdot u(t), \quad t \in I.
\]

Using the isomorphism (2.3.1) we see that \( W'(t_0) \in T_{W_0}G_k(n) \) is identified with:

\[
\text{Lin}(\text{Id}, q_1) \circ d\phi_{W_0,W_1}(W_0) \cdot W'(t_0) = q_1 \circ T'(t_0) \in \text{Lin}(W_0, \mathbb{R}^n/W_0),
\]

where \( q_1 \) and \( \text{Lin}(\text{Id}, q_1) \) are defined as in the statement of Proposition 2.3.1.

Hence, it remains to show that:

\[
q_1 \circ T'(t_0) \cdot w(t_0) = w'(t_0) + W_0 \in \mathbb{R}^n/W_0.
\]

Differentiating (2.3.4) in \( t = t_0 \) and observing that \( T(t_0) = 0, u(t_0) = w(t_0) \), we obtain:

\[
w'(t_0) = u'(t_0) + T'(t_0) \cdot w(t_0),
\]

where \( u'(t_0) \in W_0 \). The conclusion follows. \( \square \)
2.3.4. Remark. Given a curve \( W : I \to G_k(n) \), \( t_0 \in I \) and a vector \( w_0 \in W_0 = W(t_0) \), we can always find a curve \( t \mapsto w(t) \in \mathbb{R}^n \) defined in a neighborhood of \( t_0 \) in \( I \), with \( w(t) \in W(t) \) for all \( t \), with \( w(t_0) = w_0 \) and such that \( w \) has the same regularity as \( W \). Indeed, for \( t \) near \( t_0 \), we write \( W \) in the form \( W(t) = \text{Gr}(T(t)) \) using a local chart \( \phi_{W_0,W_1} \); then we can define \( w(t) = w_0 + T(t) \cdot w_0 \).

This implies that Proposition 2.3.3 can always be used to compute differentials of functions defined on, or taking values in, Grassmannian manifolds. Indeed, the computation of differentials may always be reduced to the computation of tangent vectors to curves, and to this aim we can always use Proposition 2.3.3 (see for instance the proofs of Lemma 2.3.5, Proposition 2.4.11 and Proposition 2.4.12).

We now compute the differential of a chart \( \phi_{W_0,W_1} \) at a point \( W \) of its domain using the identification \( T_W G_k(n) \simeq \text{Lin}(W, \mathbb{R}^n/W) \):

\[
\text{Lin}(\eta_{W_0,W_1}^{-1}) : \text{Lin}(W, \mathbb{R}^n/W) \to \text{Lin}(W_0, W_1),
\]

that is:

\[
d\phi_{W_0,W_1}(W) \cdot Z = q_1^{-1} \circ Z \circ \eta_{W_0,W_1}^{-1}, \quad Z \in \text{Lin}(W, \mathbb{R}^n/W) \cong T_W G_k(n),
\]

where \( q_1 \) denotes the restriction to \( W_1 \) of the quotient map onto \( \mathbb{R}^n/W \) and \( \eta_{W_0,W_1} \) is the isomorphism of \( W_0 \) onto \( W \) determined by the common complementary \( W_1 \) (cf. Definition 2.2.1).

Proof. It is a direct application of the technique described in Remark 2.3.4.

Let \( t \mapsto \mathfrak{M}(t) \) be a differentiable curve in \( G_k(n) \) with \( \mathfrak{M}(0) = W, \mathfrak{M}'(0) = Z \); write \( T(t) = \phi_{W_0,W_1}(\mathfrak{M}(t)) \), so that \( \mathfrak{M}(t) = \text{Gr}(T(t)) \) for all \( t \); observe that \( T'(0) = d\phi_{W_0,W_1}(W) \cdot Z \).

Let \( w \in W \); since \( W = \text{Gr}(T(0)) \), we can write \( w = w_0 + T(0) \cdot w_0 \) with \( w_0 \in W_0 \). Then, \( t \mapsto w(t) = w_0 + T(t) \cdot w_0 \) is a curve in \( \mathbb{R}^n \) with \( w(t) \in \mathfrak{M}(t) \) for all \( t \) and \( w(0) = w \). By Proposition 2.3.3 we have:

\[
\mathfrak{M}'(0) \cdot w = Z \cdot w = w'(0) + W = T'(0) \cdot w_0 + W, \quad w \in \mathbb{R}^n/W.
\]

Observing that \( w_0 = \eta_{W_0,W_1}(w) \), we conclude that

\[
Z = q_1 \circ T'(0) \circ \eta_{W_0,W_1}^{-1}.
\]

The conclusion follows.

\[\square\]

2.4. The Grassmannian as a homogeneous space

In this section we will show that the natural action of the general linear group of \( \mathbb{R}^n \) on \( G_k(n) \) is differentiable. This action is transitive, even when restricted to the special orthogonal group; it will follow that the Grassmannian is a quotient of this group, and therefore it is a compact and connected manifold.

Each linear isomorphism \( A \in \text{GL}(n, \mathbb{R}) \) defines a bijection of \( G_k(n) \) that associates to each \( W \in G_k(n) \) its image \( A(W) \); with a slight abuse of notation, this bijection will be denoted by the same symbol \( A \). We therefore have a (left)
action of $\text{GL}(n, \mathbb{R})$ on $G_k(n)$, that will be called the natural action of $\text{GL}(n, \mathbb{R})$ on $G_k(n)$.

We start by proving the differentiability of this action:

2.4.1. **Proposition.** The natural action $\text{GL}(n, \mathbb{R}) \times G_k(n) \to G_k(n)$ is differentiable.

**Proof.** We simply compute the representation of this action in local charts.

Let $A \in \text{GL}(n, \mathbb{R})$ and $W_0 \in G_k(n)$ be fixed. Let $W_1$ be a common complement for $W_0$ and $A(W_0)$; hence, $\phi_{W_0,W_1}$ is a chart whose domain contains both $W_0$ and $A(W_0)$. We compute $\phi_{W_0,W_1}(B(W))$ for $B$ in a neighborhood of $A$ and $W$ in a neighborhood of $W_0$; writing $T = \phi_{W_0,W_1}(W)$ we have:

$$
(2.4.1) \quad \phi_{W_0,W_1}(B(W)) = (B_{10} + B_{11} \circ T) \circ (B_{00} + B_{01} \circ T)^{-1},
$$

where $B_{ij}$ denotes the component $\pi_i \circ (B|_{W_j})$ of $B$ and $\pi_i, i = 0, 1$, denotes the projection onto $W_i$ relative to the decomposition $\mathbb{R}^n = W_0 \oplus W_1$. Obviously, (2.4.1) is a differentiable function of the pair $(B, T)$.

The action of $\text{GL}(n, \mathbb{R})$ on $G_k(n)$ is transitive; actually, we have the following stronger result:

2.4.2. **Proposition.** The natural action of $\text{SO}(n)$ in $G_k(n)$, obtained by restriction of the natural action of $\text{GL}(n, \mathbb{R})$, is transitive.

**Proof.** Let $W, W' \in G_k(n)$ be fixed; we can find orthonormal bases $(b_j)_{j=1}^n$ and $(b'_j)_{j=1}^n$ of $\mathbb{R}^n$ such that $(b_j)_{j=1}^k$ is a basis of $W$ and $(b'_j)_{j=1}^k$ is a basis of $W'$. By possibly replacing $b_1$ with $-b_1$, we can assume that the two bases define the same orientation of $\mathbb{R}^n$. We can therefore find $A \in \text{SO}(n)$ such that $A(b_j) = b'_j$ for all $j = 1, \ldots, n$, hence in particular $A(W) = W'$.

2.4.3. **Corollary.** The Grassmannian $G_k(n)$ is diffeomorphic to the quotients:

$$
\frac{O(n)}{O(k) \times O(n-k)} \quad \text{and} \quad \frac{\text{SO}(n)}{S(O(k) \times O(n-k))}
$$

where $S(O(k) \times O(n-k))$ denotes the intersection:

$$
\text{SO}(n) \cap (O(k) \times O(n-k)).
$$

It follows in particular that $G_k(n)$ is a compact and connected manifold.

**Proof.** The isotropy of the point $\mathbb{R}^k \oplus \{0\}^{n-k}$ by the action of $O(n)$ is given by the group of orthogonal linear maps that leave the subspaces $\mathbb{R}^k \oplus \{0\}^{n-k}$ and $\{0\}^k \oplus \mathbb{R}^{n-k}$ invariant; this group is clearly isomorphic to $O(k) \times O(n-k)$. A similar argument applies to the case of the action of $\text{SO}(n)$. The conclusion follows from Corollary 2.1.9 and Proposition 2.4.2.

2.4.4. **Remark.** Obviously, we could have added to the statement of Corollary 2.4.3 a representation of $G_k(n)$ as a quotient of $\text{GL}(n, \mathbb{R})$. Observe that in this case the isotropy of $\mathbb{R}^k \oplus \{0\}^{n-k}$ is not $\text{GL}(k) \times \text{GL}(n-k)$ (see Exercise 2.9).

2.4.5. **Remark.** As a matter of facts, formula (2.4.1) shows that the natural action of $\text{GL}(n, \mathbb{R})$ on $G_k(n)$ is real analytic. In the case of a complex Grassmannian, the natural action of the linear group $\text{GL}(n, \mathbb{C})$ on $\mathbb{C}^n$ is holomorphic. An obvious generalization of Proposition 2.4.2 shows that the action of the special
unitary group SU(n) on the complex Grassmannian is transitive. Analogously to the result of Corollary 2.4.3, we conclude that the complex Grassmannian is compact, connected and isomorphic to the quotients $U(n)/(U(k) \times U(n-k))$ and $SU(n)/S(U(k) \times U(n-k))$, where $S(U(k) \times U(n-k))$ denotes the intersection $SU(n) \cap (U(k) \times U(n-k))$.

We have two more interesting corollaries of the representation of $G_k(n)$ as the quotient of a Lie group.

2.4.6. PROPOSITION. In an open neighborhood $U$ of any point of $G_k(n)$ we can define a differentiable map $A : U \to GL(n, \mathbb{R})$ such that

$$A(W)(\mathbb{R}^k \oplus \{0\}^{n-k}) = W$$

for all $W \in U$.

PROOF. It follows from Propositions 2.4.1, 2.4.2 and from Corollary 2.1.9 that the map:

$$GL(n, \mathbb{R}) \ni B \mapsto B(\mathbb{R}^k \oplus \{0\}^{n-k}) \in G_k(n)$$

is a submersion; the required map is simply a local differentiable section of this submersion (see Remark 2.1.3). □

2.4.7. COROLLARY. In an open neighborhood $U$ of any point of $G_k(n)$ there exist differentiable maps:

$$Z_{ker} : U \to \text{Lin}(\mathbb{R}^n, \mathbb{R}^{n-k}) \quad \text{and} \quad Z_{im} : U \to \text{Lin}(\mathbb{R}^k, \mathbb{R}^n)$$

such that $W = \text{Ker}(Z_{ker}(W)) = \text{Im}(Z_{im}(W))$ for all $W \in U$.

PROOF. Define $A$ as in Proposition 2.4.6 and take $Z_{ker} = \pi \circ A(W)^{-1}$ and $Z_{im} = A(W) \circ i$, where $i : \mathbb{R}^k \to \mathbb{R}^n$ is the inclusion in the first $k$-coordinates and $\pi : \mathbb{R}^n \to \mathbb{R}^{n-k}$ is the projection onto the last $n-k$ coordinates. □

2.4.8. COROLLARY. Let $S \subset \mathbb{R}^n$ be any subspace and let $r \in \mathbb{Z}$ be a non negative integer; then, the set of subspaces $W \in G_k(n)$ such that $\dim(W \cap S) \leq r$ is open in $G_k(n)$.

PROOF. Let $W_0 \in G_k(n)$ be fixed and let $Z_{ker}$ be a map as in the statement of Corollary 2.4.7 defined in an open neighborhood $U$ of $W_0$ in $G_k(n)$. For all $W \in U$ we have:

$$W \cap S = \text{Ker}(Z_{ker}(W)|_S),$$

from which we get that $\dim(W \cap S) \leq r$ if and only if the linear map $Z_{ker}(W)|_S : \text{Lin}(S, \mathbb{R}^{n-k})$ has rank greater or equal to $\dim(S) - r$; this condition defines an open subset of $\text{Lin}(S, \mathbb{R}^{n-k})$, and the conclusion follows. □

We now consider the action of the product of Lie groups $GL(n, \mathbb{R}) \times GL(m, \mathbb{R})$ on the vector space $\text{Lin}(\mathbb{R}^n, \mathbb{R}^m)$ given by:

$$(A, B, T) \mapsto B \circ T \circ A^{-1},$$

for $A \in GL(n, \mathbb{R})$, $B \in GL(m, \mathbb{R})$ and $T \in \text{Lin}(\mathbb{R}^n, \mathbb{R}^m)$. An elementary linear algebra argument shows that the orbits of the action (2.3.4) are the sets:

$$\text{Lin}^r(\mathbb{R}^n, \mathbb{R}^m) = \left\{ T \in \text{Lin}(\mathbb{R}^n, \mathbb{R}^m) : T \text{ is a matrix of rank } r \right\},$$
where \( r = 1, \ldots, \min\{n, m\}\). It is also easy to see that the sets:

\[
\bigcup_{i \geq r} \text{Lin}^i(R^n, R^m) \quad \text{and} \quad \bigcup_{i \leq r} \text{Lin}^i(R^n, R^m)
\]

are respectively an open and a closed subset of Lin\((R^n, R^m)\); it follows that each Lin\(^r(R^n, R^m)\) is locally closed in Lin\((R^n, R^m)\).

Thus, we have the following:

2.4.9. LEMMA. For each \( r = 1, \ldots, \min\{n, m\}\), the set Lin\(^r(R^n, R^m)\) is an embedded submanifold of Lin\((R^n, R^m)\).

PROOF. It follows from Theorem 2.1.12. \(\square\)

We also obtain directly the following:

2.4.10. PROPOSITION. Given non negative integers \( m, n \) and \( r \), with \( r \leq \min\{n, m\}\), then the maps:

\[
\begin{align*}
(2.4.3) \quad \text{Lin}^r(R^n, R^m) \ni T &\longrightarrow \text{Im}(T) \in G_r(m) \\
(2.4.4) \quad \text{Lin}^r(R^n, R^m) \ni T &\longrightarrow \text{Ker}(T) \in G_{n-r}(n)
\end{align*}
\]

are differentiable.

PROOF. The group product GL\((n, R) \times GL(m, R)\) acts transitively on the orbit Lin\(^r(R^n, R^m)\), and it also acts transitively on \( G_r(m) \), by considering the action for which GL\((n, R)\) acts trivially and GL\((m, R)\) acts on \( G_r(m) \) with its natural action. The map (2.4.3) is equivariant, hence its differentiability follows from Corollary 2.1.10 and Proposition 2.4.1.

The differentiability of (2.4.4) follows similarly. \(\square\)

In the next two propositions we compute the differential of the natural action of GL\((n, R)\) on \( G_k(n) \).

2.4.11. PROPOSITION. For \( A \in \text{GL}(n, R)\), let us consider the diffeomorphism of \( G_k(n) \), also denoted by \( A \), given by \( W \mapsto A(W) \). For \( W \in G_k(n) \), the differential \( dA(W) \) of \( A \) at the point \( W \) is the linear map:

\[
\text{Lin}(A|_W)^{-1} \circ A \circ \text{Lin}(W, R^n/W) \longrightarrow \text{Lin}(A(W), R^n/A(W))
\]

given by \( Z \mapsto A \circ Z \circ (A|_W)^{-1} \), where

\[
\tilde{A}: R^n/W \longrightarrow R^n/A(W)
\]

is induced from \( A \) by passing to the quotient.

PROOF. It is a direct application of the technique described in Remark 2.3.4.

Let \( t \mapsto W(t) \) a differentiable curve in \( G_k(n) \) with \( W(0) = W \) and \( W'(0) = Z \); let \( t \mapsto w(t) \) be a differentiable curve in \( R^n \) with \( w(t) \in W(t) \) for all \( t \). It follows that \( t \mapsto A(w(t)) \) is a differentiable curve in \( R^n \) with \( A(w(t)) \in A(W(t)) \) for all \( t \); by Proposition 2.3.3 we have:

\[
(2.4.5) \quad (A \circ W)'(0) \cdot A(w(0)) = A(w'(0)) + A(W) \in R^n/A(W).
\]

Using again Proposition 2.3.3, we get:

\[
(2.4.6) \quad W'(0) \cdot w(0) = w'(0) + W \in R^n/W.
\]

The conclusion follows from (2.4.5) and (2.4.6). \(\square\)
2.4.12. Proposition. For \( W \in G_k(n) \), the differential of the map:

\[
\beta_W : \text{GL}(n, \mathbb{R}) \rightarrow G_k(n)
\]
given by \( \beta_W(A) = A(W) \) is:

\[
d\beta_W(A) \cdot X = q \circ X \circ A^{-1}|_{A(W)},
\]
for all \( A \in \text{GL}(n, \mathbb{R}) \), \( X \in \text{Lin}(\mathbb{R}^n) \), where \( q : \mathbb{R}^n \rightarrow \mathbb{R}^n/A(W) \) is the quotient map.

Proof. We use again the technique described in Remark 2.3.4.

Let \( t \mapsto A(t) \) be a differentiable curve in \( \text{GL}(n, \mathbb{R}) \) with \( A(0) = A \) and \( A'(0) = X \); fix \( w_0 \in W \). It follows that \( t \mapsto A(t)(w_0) \) is a differentiable curve in \( \mathbb{R}^n \) with \( A(t)(w_0) \in \beta_W(A(t)) \) for all \( t \). Using Proposition 2.3.3 we get:

\[
(\beta_W \circ A)'(0) \cdot A(w_0) = X(w_0) + A(W) \in \mathbb{R}^n/A(W).
\]

The conclusion follows.

\[ \square \]

2.5. The Lagrangian Grassmannian

In this section we will show that the set \( \Lambda \) of all Lagrangian subspaces of a \( 2n \)-dimensional symplectic space \((V, \omega)\) is a submanifold of the Grassmannian of all \( n \)-dimensional subspaces of \( V \). We will call \( \Lambda \) the Lagrangian Grassmannian of \((V, \omega)\). We will study in detail the charts of \( \Lambda \), its tangent space and the action of the symplectic group \( \text{Sp}(V, \omega) \) on \( \Lambda \); we will show that, like the total Grassmannian, the Lagrangian Grassmannian is a homogeneous manifold.

We will make systematic use of the results concerning the Grassmannian manifolds presented in Sections 2.2, 2.3 and 2.4, as well as the results concerning the symplectic spaces presented in Section 1.4, and especially in Subsection 1.4.2.

We start with the observation that the theory of Grassmannians of subspaces of \( \mathbb{R}^n \) developed in Sections 2.2, 2.3 and 2.4 can be generalized in an obvious way if we replace \( \mathbb{R}^n \) with any other arbitrary finite dimensional real vector space \( V \); let us briefly mention the changes in the notation that will be used in order to consider Grassmannians of subspaces of an arbitrary space \( V \).

We will denote by \( G_k(V) \) the set of all \( k \)-dimensional subspaces of \( V \), with \( 0 \leq k \leq \dim(V) \); this set has a differentiable structure of dimension \( k(\dim(V) - k) \), with charts described in Section 2.2. If \( W_1 \subset V \) is a subspace of codimension \( k \), we will denote by \( G^0_k(V, W_1) \) (or more simply by \( G^0_k(W_1) \) when the space \( V \) will be clear from the context) the subset of \( G_k(V) \) consisting of those subspaces that are transversal to \( W_1 \):

\[
G^0_k(V, W_1) = G^0_k(W_1) = \left\{ W \in G_k(V) : V = W \oplus W_1 \right\}.
\]

If \( W_0 \in G^0_k(W_1) \), then \( G^0_k(W_1) \) is the domain of the chart \( \phi_{W_0, W_1} \).

For \( W \in G_k(V) \), we will always consider the following identification of the tangent space \( T_W G_k(V) \):

\[
T_W G_k(V) \simeq \text{Lin}(W, V/W),
\]

that is constructed precisely as in Section 2.3. In Section 2.4 we must replace the general linear group \( \text{GL}(n, \mathbb{R}) \) of \( \mathbb{R}^n \) by the general linear group \( \text{GL}(V) \) of \( V \); in Proposition 2.4.2 and in Corollary 2.4.3 the orthogonal and the special orthogonal group \( \text{O}(n) \) and \( \text{SO}(n) \) of \( \mathbb{R}^n \) must be replaced by the corresponding group...
O(V, g) and SO(V, g) associated to an arbitrary choice of an inner product g in V.

Let now be fixed for the rest of this section a symplectic space \((V, \omega)\) with \(\dim(V) = 2n\). We denote by \(\Lambda(V, \omega)\), or more simply by \(\Lambda\), the set of all Lagrangian subspaces of \((V, \omega)\):

\[
\Lambda(V, \omega) = \Lambda = \left\{ L \in G_n(V) : L \text{ is Lagrangian} \right\}.
\]

We say that \(\Lambda\) is the Lagrangian Grassmannian of the symplectic space \((V, \omega)\).

We start with a description of submanifold charts for \(\Lambda\):

2.5.1. Lemma. Let \((L_0, L_1)\) be a Lagrangian decomposition of \(V\); then a subspace \(L \in G_n^0(L_1)\) is Lagrangian if and only if the bilinear form:

\[
\rho_{L_0, L_1} \circ \phi_{L_0, L_1}(L) \in \text{Lin}(L_0, L_0^*) \simeq B(L_0)
\]

is symmetric.

Proof. Since \(\dim(L) = n\), then \(L\) is Lagrangian if and only if it is isotropic. Let \(T = \phi_{L_0, L_1}(L)\), so that \(T \in \text{Lin}(L_0, L_1)\) and \(L = \text{Gr}(T)\); we have:

\[
\omega\left(v + T(v), w + T(w)\right) = \omega(T(v), w) - \omega(T(w), v).
\]

The conclusion follows by observing that the bilinear form (2.5.1) coincides with \(\omega(T, \cdot)\)|\(L_0 \times L_0\).

If \(L_1 \subset V\) is a Lagrangian subspace, we denote by \(\Lambda^0(L_1)\) the set of all Lagrangian subspaces of \(V\) that are transversal to \(L_1\):

\[
\Lambda^0(L_1) = \Lambda \cap G_n^0(L_1).
\]

It follows from Lemma 2.5.1 that, associated to each Lagrangian decomposition \((L_0, L_1)\) of \(V\) we have a bijection:

\[
\varphi_{L_0, L_1} : \Lambda^0(L_1) \longrightarrow B_{\text{sym}}(L_0)
\]

given by \(\varphi_{L_0, L_1}(L) = \rho_{L_0, L_1} \circ \phi_{L_0, L_1}(L)\). We therefore have the following:

2.5.2. Corollary. The Grassmannian Lagrangian \(\Lambda\) is an embedded submanifold of \(G_n(V)\) with dimension \(\dim(\Lambda) = \frac{1}{2}n(n + 1)\); the charts \(\varphi_{L_0, L_1}\) defined in (2.5.3) form a differentiable atlas for \(\Lambda\) as \((L_0, L_1)\) runs over the set of all Lagrangian decompositions of \(V\).

Proof. Given a Lagrangian decomposition \((L_0, L_1)\) of \(V\), it follows from Lemma 2.5.1 that the chart:

\[
G_n^0(L_1) \ni W \longmapsto \rho_{L_0, L_1} \circ \phi_{L_0, L_1}(W) \in \text{Lin}(L_0, L_0^*) \simeq B(L_0)
\]

of \(G_n(V)\) is a submanifold chart for \(\Lambda\), that induces the chart (2.5.3) of \(\Lambda\). Moreover, \(\dim(B_{\text{sym}}(L_0)) = \frac{1}{2}n(n + 1)\). The conclusion follows from the fact that, since every Lagrangian admits a complementary Lagrangian (Corollary 1.4.21), the domains of the charts (2.4.5) cover \(\Lambda\) as \((L_0, L_1)\) runs over the set of all Lagrangian decompositions of \(V\).

2.5.3. Remark. It follows from formula (2.5.2) and Remark 2.2.7 that the subset \(\Lambda^0(L_1)\) is open in \(\Lambda\); moreover, since the chart (2.5.3) is surjective, we have that \(\Lambda^0(L_1)\) is homeomorphic (and diffeomorphic) to the Euclidean space \(B_{\text{sym}}(L_0)\).
It is sometimes useful to have an explicit formula for the transition functions between the charts (2.5.3) of the Lagrangian Grassmannian; we have the following:

2.5.4. Lemma. Given Lagrangian decompositions \((L_0, L_1)\) and \((L_0', L_1')\) of \(V\) then:

\[
(2.5.5) \quad \varphi_{L_0', L_1} \circ (\varphi_{L_0, L_1})^{-1}(B) = \varphi_{L_0', L_1}(L_0) + (\eta^{L_1}_{L_0', L_0})^\#(B) \in B_{\text{sym}}(L_0'),
\]

for every \(B \in B_{\text{sym}}(L_0),\) where \(\eta^{L_1}_{L_0', L_0}\) denotes the isomorphism of \(L_0'\) onto \(L_0\) determined by the common complementary \(L_1\) (recall Definitions 1.1.2 and 2.2.1); if \((L_0, L_1')\) is also a Lagrangian decomposition of \(V\) then the following identity holds:

\[
(2.5.6) \quad \varphi_{L_0, L_1'} \circ (\varphi_{L_0, L_1})^{-1}(B) = B \circ (\text{Id} + (\pi_0'|L_0) \circ \rho^{L_0, L_1} \circ B)^{-1},
\]

for all \(B \in \varphi_{L_0, L_1}(\Lambda^0(L_1')) \subset B_{\text{sym}}(L_0),\) where \(\pi_0'|\) denotes the projection onto \(L_0\) relative to the decomposition \(V = L_0' \oplus L_1';\)

Observe that the following identity holds:

\[
(2.5.7) \quad (\pi_0'|L_1) \circ \rho^{L_0, L_1} = (\rho_{L_0, L_1})^\#(\varphi_{L_1, L_0}(L_1')).
\]

Proof. Using (2.2.2) it is easy to see that:

\[
(2.5.8) \quad \varphi_{L_0', L_1} \circ (\varphi_{L_0, L_1})^{-1}(B) = \rho_{L_0', L_1} \circ (\pi_1'|L_0) + \rho^{L_0, L_1} \circ B \circ \eta^{L_1}_{L_0', L_0},
\]

where \(\pi_1'|\) denotes the projection onto \(L_1\) relative to the decomposition \(V = L_0' \oplus L_1;\) it is also easy to prove that:

\[
\rho_{L_0', L_1} \circ \rho^{L_0, L_1} : \left(\eta^{L_1}_{L_0', L_0}\right)^* : L_0^* \rightarrow L_0^*,
\]

and substituting in (2.5.8) we obtain (see also (1.1.4)):

\[
(2.5.9) \quad \varphi_{L_0', L_1} \circ (\varphi_{L_0, L_1})^{-1}(B) = \rho_{L_0', L_1} \circ (\pi_1'|L_0) \circ \eta^{L_1}_{L_0', L_0} + (\eta^{L_1}_{L_0', L_0})^\#(B).
\]

Setting \(B = 0\) in (2.5.9) we conclude that

\[
\varphi_{L_0', L_1}(L_0) = \rho_{L_0', L_1} \circ (\pi_1'|L_0) \circ \eta^{L_1}_{L_0', L_0},
\]

which completes the proof of (2.5.5).

Now, using (2.2.3) it is easy to see that:

\[
(2.5.10) \quad \varphi_{L_0, L_1'} \circ (\varphi_{L_0, L_1})^{-1}(B) = \rho_{L_0, L_1'} \circ \eta^{L_1}_{L_1, L_0} \circ \rho^{L_0, L_1} \circ B \circ (\text{Id} + (\pi_0'|L_1) \circ \rho^{L_0, L_1} \circ B)^{-1},
\]

and it is also easy to prove that:

\[
(2.5.11) \quad \rho_{L_0, L_1'} \circ \eta^{L_1}_{L_1, L_0} \circ \rho^{L_0, L_1} = \text{Id} : L_0^* \rightarrow L_0^*,
\]

and this concludes the proof. □

In our next Lemma we show an interesting formula that involves the charts (2.5.3).

2.5.5. Lemma. Let \(L_0, L_1\) and \(L\) be Lagrangian subspaces of \(V\) that are pairwise complementary; the following identities hold:

\[
(2.5.10) \quad \varphi_{L_0, L_1}(L) = -\varphi_{L_0, L}(L_1),
\]

\[
(2.5.11) \quad \varphi_{L_0, L_1}(L) = -(\rho_{L_1, L_0})^\#(\varphi_{L_1, L_0}(L)^{-1});
\]
PROOF. Let $T = \phi_{L_0, L_1}(L)$; then $T \in \Lin(L_0, L)$ and $L = \Gr(T)$. Observe that $\Ker(T) = L_0 \cap L = \{0\}$ and so $T$ is invertible; hence:

$$L_1 = \{v + (-v - T(v)) : v \in L_0\}$$

and therefore:

$$\phi_{L_0, L}(L_1) : L_0 \ni v \mapsto -v - T(v) \in L.$$ For all $v, w \in L_0$, we now compute, :

$$\varphi_{L_0, L}(L_1) \cdot (v, w) = \omega(-v - T(v), w) = -\omega(T(v), w) = -\varphi_{L_0, L_1}(L) \cdot (v, w),$$

which completes the proof of (2.5.10). To show (2.5.11) observe that $\phi_{L_1, L_0}(L) = T^{-1}$; then:

$$\varphi_{L_1, L_0}(L) = \rho_{L_1, L_0} \circ T^{-1}, \quad \varphi_{L_0, L_1}(L) = \rho_{L_0, L_1} \circ T,$$

from which we get:

$$\varphi_{L_0, L_1}(L) = \rho_{L_0, L_1} \circ \varphi_{L_1, L_0}(L)^{-1} \circ \rho_{L_1, L_0}.$$

The conclusion follows from (1.4.12) and (1.1.4). □

We will now study the tangent space $T_L \Lambda$ of the Lagrangian Grassmannian.

2.5.6. PROPOSITION. Let $L \in \Lambda$ be fixed; then the isomorphism:

$$(2.5.12) \quad \Lin(Id, \rho_L) : \Lin(L, V/L) \longrightarrow \Lin(L, L^*) \simeq \B(L)$$

given by $Z \mapsto \rho_L \circ Z$ takes $T_L \Lambda \subset T_L \Gr_n(V) \simeq \Lin(L, V/L)$ onto the subspace $\B_{\sym}(L) \subset \B(L)$.

PROOF. Let $L_1$ be a Lagrangian complementary to $L$. As in the proof of Corollary 2.5.2, the chart:

$$(2.5.13) \quad G^n_1(L_1) \ni W \longrightarrow \rho_{L, L_1} \circ \phi_{L, L_1}(W) \in \B(L)$$

of $G_n(V)$ is a submanifold chart for $\Lambda$ that induces the chart $\varphi_{L, L_1}$ of $\Lambda$; hence, the differential of (2.5.13) at the point $L$ is an isomorphism that takes $T_L \Lambda$ onto $\B_{\sym}(L)$. By Lemma 2.3.5, the differential of $\phi_{L, L_1}$ at the point $L$ is $\Lin(Id, q_1^{-1})$, where $q_1$ denotes the restriction to $L_1$ of the quotient map onto $V/L$; it follows from the diagram (1.4.13) that the differential of (2.5.13) at $L$ coincides with the isomorphism (2.5.12). □

Using the result of Proposition 2.5.6, we will henceforth identify the tangent space $T_L \Lambda$ with $\B_{\sym}(L)$. We will now prove versions of Lemma 2.3.5 and Propositions 2.4.11 and 2.4.12 for the Lagrangian Grassmannian; in these proofs we must keep in mind the isomorphism (2.5.12) that identifies $T_L \Lambda$ and $\B_{\sym}(L)$.

2.5.7. LEMMA. Consider a Lagrangian decomposition $(L_0, L_1)$ of $V$ and let $L \in \Lambda^n(L_1)$ be fixed; then, the differential of the chart $\varphi_{L_0, L_1}$ at the point $L$ is the push-forward map:

$$(\eta_{L, L_0}^{L_1})_* : \B_{\sym}(L) \longrightarrow \B_{\sym}(L_0),$$

where $\eta_{L, L_0}^{L_1}$ denotes the isomorphism of $L$ onto $L_0$ determined by the common complementary $L_1$ (see Definition 2.2.1).
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**Proof.** By differentiating the equality:

\[ \varphi_{L_0, L_1} = \text{Lin}(\text{Id}, \rho_{L_0, L_1}) \circ \varphi_{L_0, L_1} \]

at the point \( L \) and keeping in mind the identification \( T_L \Lambda \cong B_{\text{sym}}(L) \), we obtain:

\[ \text{d} \varphi_{L_0, L_1}(L) = \text{Lin}(q_{L_0, L_1}^1 \circ q_1^{-1} \circ \rho_L^{-1})|_{B_{\text{sym}}(L)} : B_{\text{sym}}(L) \to B_{\text{sym}}(L_0), \]

where \( q_1 \) denotes the restriction to \( L_1 \) of the quotient map onto \( V/L \). On the other hand, it is easy to see that:

\[ \rho_{L_0, L_1} \circ q_1^{-1} \circ \rho_L^{-1} = (q_{L_0, L_1}^1)^* \]

This concludes the proof. \( \square \)

Clearly, the natural action of \( GL(V) \) on the Grassmannian \( G_r(V) \) restricts to an action of the symplectic group \( Sp(V, \omega) \) on the Lagrangian Grassmannian \( \Lambda \); we have the following:

**Proposition 2.5.8.** The natural action of \( Sp(V, \omega) \) on \( \Lambda \) is differentiable.

**Proof.** It follows directly from Proposition 2.4.1. \( \square \)

Let us now compute the differential of the action of \( Sp(V, \omega) \) on \( \Lambda \):

**Proposition 2.5.9.** For \( A \in Sp(V, \omega) \), consider the diffeomorphism, also denoted by \( A \), of \( \Lambda \) given by \( L \mapsto A(L) \). For \( L \in \Lambda \), the differential \( dA(L) \) is the push-forward map:

\[ (A|_L)^\# : B_{\text{sym}}(L) \to B_{\text{sym}}(A(L)). \]

**Proof.** Using Proposition 2.4.11 and keeping in mind the identifications of the tangent spaces \( T_L \Lambda \cong B_{\text{sym}}(L) \) and \( T_{A(L)} \Lambda \cong B_{\text{sym}}(A(L)) \), we see that the differential \( dA(L) \) is obtained by the restriction to \( B_{\text{sym}}(L) \) of the map \( \Phi \) defined by the following commutative diagram:

\[
\begin{array}{ccc}
B(L) & \xleftarrow{\Phi} & B(A(L)) \\
\text{Lin}(\text{Id}, \rho_L) \downarrow & & \downarrow \text{Lin}(\text{Id}, \rho_{A(L)}) \\
\text{Lin}(L, V/L) & \xrightarrow{\text{Lin}} & \text{Lin}(A(L), V/A(L)) \\
\end{array}
\]

where \( \bar{A} : V/L \to V/A(L) \) is induced from \( A \) by passing to the quotient, hence:

\[ \Phi = \text{Lin}((A|_L)^{-1}, \rho_A(L) \circ \bar{A} \circ \rho_L^{-1}). \]

It is easy to see that:

\[ \rho_A(L) \circ \bar{A} \circ \rho_L^{-1} = (A|_L)^{*-1}. \]

This concludes the proof. \( \square \)

**Proposition 2.5.10.** For \( L \in \Lambda \), the differential of the map:

\[ \beta_L : Sp(V, \omega) \to \Lambda \]

given by \( \beta_L(A) = A(L) \) is:

\[ d\beta_L(A) \cdot X = \omega(X \circ A^{-1}, \cdot)|_{A(L) \times A(L)}, \]

for all \( A \in Sp(V, \omega) \), \( X \in T_ASp(V, \omega) = sp(V, \omega) \cdot A. \)
GRASSMANNIANS

It follows easily from Proposition 2.4.11, keeping in mind the identification \( \text{Lin}(\text{Id}, \rho_{A(L)}) \). □

We will now show that the Lagrangian Grassmannian can be obtained as a quotient of the unitary group. Let \( J \) be a complex structure in \( V \) which is compatible with the symplectic form \( \omega \); consider the corresponding inner product \( g = \omega(\cdot, J \cdot) \) on \( V \) and the Hermitian product \( g_h \) in \((V, J)\) defined in (1.4.10). Using the notation introduced in Subsection 2.1.1, Proposition 1.4.22 tells us that

\[ \text{U}(V,J,g_h) = \text{O}(V,g) \cap \text{Sp}(V,\omega). \]

Let us now fix a Lagrangian \( L_0 \subset V \); by Lemma 1.4.26, \( L_0 \) is a real form in \((V,J)\) where \( g_h \) is real. It follows that \( g_h \) is the unique sesquilinear extension of the inner product \( g|_{L_0 \times L_0} \) in \( L_0 \). Since \( L_0 \) is a real form in \((V,J)\), we have that \((V,J)\) is a complexification of \( L_0 \), from which it follows that every \( \mathbb{R} \)-linear endomorphism \( T \in \text{Lin}(L_0) \) extends uniquely to a \( \mathbb{C} \)-linear endomorphism of \((V,J)\). From Remark 1.3.16 it follows that \( T \in \text{Lin}(L_0) \) is \( g \)-orthogonal if and only if \( T^C \) is \( g_h \)-unitary; we therefore have an injective homomorphism of Lie groups:

\[ (2.5.14) \quad \text{O}(L_0, g|_{L_0 \times L_0}) \ni T \longmapsto T^C \in \text{U}(V,J,g_h) \]

whose image consists precisely of the elements in \( \text{U}(V,J,g_h) \) that leave \( L_0 \) invariant (see Lemma 1.3.11). Corollary 1.4.27 tells us that the subgroup \( \text{U}(V,J,g_h) \) of \( \text{Sp}(V,\omega) \) acts transitively on \( \Lambda \); from Corollary 2.1.9 we therefore obtain the following:

2.5.11. PROPOSITION. Fix \( L_0 \in \Lambda \) and a complex structure \( J \) on \( V \) which is compatible with \( \omega \); the map:

\[ \text{U}(V,J,g_h) \ni A \longmapsto A(L_0) \in \Lambda \]

induces a diffeomorphism

\[ \text{U}(V,J,g_h)/\text{O}(L_0, g|_{L_0 \times L_0}) \simeq \Lambda, \]

where \( \text{O}(L_0, g|_{L_0 \times L_0}) \) is identified with a closed subgroup of \( \text{U}(V,J,g_h) \) through (2.5.14). □

Obviously, the choice of a symplectic basis in \( V \) induces an isomorphism between the Lagrangian Grassmannian of \((V, \omega)\) and the Lagrangian Grassmannian of \( \mathbb{R}^{2n} \) endowed with the canonical symplectic structure. Hence we have the following:

2.5.12. COROLLARY. The Lagrangian Grassmannian \( \Lambda \) is isomorphic to the quotient \( \text{U}(n)/\text{O}(n) \); in particular, \( \Lambda \) is a compact and connected manifold.

2.5.1. The submanifolds \( \Lambda^k(L_0) \). In this subsection we will consider a fixed symplectic space \((V, \omega)\), with \( \dim(V) = 2n \), and a Lagrangian subspace \( L_0 \subset V \). For \( k = 0, \ldots, n \) we define the following subsets of \( \Lambda \):

\[ \Lambda^k(L_0) = \{ L \in \Lambda : \dim(L \cap L_0) = k \}. \]

Observe that, for \( k = 0 \), the above definition is compatible with the definition of \( \Lambda^0(L_0) \) given in (2.5.2). Our goal is to show that each \( \Lambda^k(L_0) \) is a submanifold of
Λ and to compute its tangent space; we will also show that \( \Lambda^1(L_0) \) has codimension 1 in \( \Lambda \), and that it admits a canonical transverse orientation in \( \Lambda \).

Let us denote by \( \text{Sp}(V, \omega, L_0) \) the closed subgroup of \( \text{Sp}(V, \omega) \) consisting of those symplectomorphisms that preserve \( L_0 \):

\[
(2.5.15) \quad \text{Sp}(V, \omega, L_0) = \{ A \in \text{Sp}(V, \omega) : A(L_0) = L_0 \}.
\]

It is easy to see that the Lie algebra \( \text{sp}(V, \omega, L_0) \) of \( \text{Sp}(V, \omega, L_0) \) is given by (see formula (2.1.5)):

\[
\text{sp}(V, \omega, L_0) = \{ X \in \text{sp}(V, \omega) : X(L_0) \subset L_0 \}.
\]

In the next Lemma we compute more explicitly this algebra:

\[
2.5.13. \text{Lem} \text{ma.} \quad \text{The Lie algebra } \text{sp}(V, \omega, L_0) \text{ consists of those linear endo-}
\]

\[
\text{morphisms } X \in \text{Lin}(V) \text{ such that } \omega(X \cdot, \cdot) \text{ is a symmetric bilinear form that van-}
\]

\[
\text{ishes on } L_0.
\]

\[
\text{P} \text{roof.} \quad \text{It follows from the characterization of the algebra } \text{sp}(V, \omega) \text{ given in Subsection 2.1.1, observing that } \omega(X \cdot, \cdot)|_{L_0 \times L_0} = 0 \text{ if and only if } X(L_0) \text{ is con-}
\]

\[
\text{tained in the } \omega\text{-orthogonal complement } L_0^\bot \text{ of } L_0. \text{ But } L_0 \text{ is Lagrangian, hence } L_0^\bot = L_0. \quad \Box
\]

It is clear that the action of \( \text{Sp}(V, \omega) \) on \( \Lambda \) leaves each subset \( \Lambda^k(L_0) \) invariant; moreover, by Proposition 1.4.41, it follows that \( \Lambda^k(L_0) \) is an orbit of the action of \( \text{Sp}(V, \omega, L_0) \). The strategy then is to use Theorem 2.1.12 to conclude that \( \Lambda^k(L_0) \) is an embedded submanifold of \( \Lambda \); to this aim, we need to show that \( \Lambda^k(L_0) \) is locally closed in \( \Lambda \).

For each \( k = 0, \ldots, n \) we define:

\[
\Lambda^{\geq k}(L_0) = \bigcup_{i=k}^n \Lambda^i(L_0), \quad \Lambda^{\leq k}(L_0) = \bigcup_{i=0}^k \Lambda^i(L_0).
\]

We have the following:

\[
2.5.14. \text{Lem} \text{ma.} \quad \text{For all } k = 0, \ldots, n, \text{ the subset } \Lambda^{\leq k}(L_0) \text{ is open and the sub-}
\]

\[
\text{set } \Lambda^{\geq k}(L_0) \text{ is closed in } \Lambda.
\]

\[
\text{P} \text{roof.} \quad \text{It follows from Corollary 2.4.8 that the set of spaces } W \in G_n(V) \text{ such that } \dim(W \cap L_0) \leq k \text{ is open in } G_n(V); \text{ since } \Lambda \text{ has the topology in-}
\]

\[
\text{duced by that of } G_n(V), \text{ it follows that } \Lambda^{\leq k}(L_0) \text{ is open in } \Lambda. \text{ Since } \Lambda^{\geq k}(L_0) \text{ is the com-}
\]

\[
\text{plementary of } \Lambda^{\leq k-1}(L_0), \text{ the conclusion follows.} \quad \Box
\]

\[
2.5.15. \text{C} \text{orollary.} \quad \text{For all } k = 0, \ldots, n, \text{ the subset } \Lambda^k(L_0) \text{ is locally closed in } \Lambda.
\]

\[
\text{P} \text{roof.} \quad \text{Simply observe that } \Lambda^k(L_0) = \Lambda^{\geq k}(L_0) \cap \Lambda^{\leq k}(L_0). \quad \Box
\]

As a corollary, we obtain the main result of the subsection:

\[
2.5.16. \text{The} \text{o} \text{rem.} \quad \text{For each } k = 0, \ldots, n, \Lambda^k(L_0) \text{ is an embedded submani-}
\]

\[
\text{fold of } \Lambda \text{ with codimension } \frac{1}{2} k(k + 1); \text{ its tangent space is given by:}
\]

\[
(2.5.16) \quad T_L \Lambda^k(L_0) = \{ B \in B_{\text{sym}}(L) : B|_{(L_0 \cap L) \times (L_0 \cap L)} = 0 \},
\]

\[
\text{for all } L \in \Lambda^k(L_0).
\]
PROOF. It follows from Proposition 1.4.41 that $\Lambda^k(L_0)$ is an orbit of the action of $\text{Sp}(V, \omega, L_0)$ on $\Lambda$. From Theorem 2.1.12 and Corollary 2.5.15 it follows that $\Lambda^k(L_0)$ is an embedded submanifold of $\Lambda$. It remains to prove the identity in (2.5.16), because then it will follow that

\begin{equation}
T_L \Lambda \cong B_{\text{sym}}(L) \ni B \mapsto B|_{(L_0 \cap L) \times (L_0 \cap L)} \in B_{\text{sym}}(L_0 \cap L)
\end{equation}

is a surjective linear map whose kernel is $T_L \Lambda^k(L_0)$, which implies the claim on the codimension of $\Lambda^k(L_0)$.

Using Propositions 2.1.7, 2.5.10 and Lemma 2.5.13, we have that:

$$T_L \Lambda^k(L_0) = \{ B|_{L \times L} : B \in B_{\text{sym}}(V), B|_{L_0 \times L_0} = 0 \},$$

for all $L \in \Lambda^k(L_0)$. It remains to prove that every symmetric bilinear form $B \in B_{\text{sym}}(L)$ that vanishes on vectors in $L \cap L_0$ can be extended to a symmetric bilinear form on $V$ that vanishes on $L_0$. This fact is left to the reader in Exercise 2.12. \hfill \Box

2.5.17. REMARK. One can actually prove that the manifolds $\Lambda^k(L_0)$ are connected; namely, Remark 1.4.43 implies that the group $\text{Sp}_+(V, \omega, L_0)$ of symplectomorphisms of $V$ which restrict to a positive isomorphism of $L_0$ acts transitively on $\Lambda^k(L_0)$. The connectedness of $\Lambda^k(L_0)$ then follows from the connectedness of $\text{Sp}_+(V, \omega, L_0)$ (see Example 3.2.39).

2.5.18. REMARK. It follows from Theorem 2.5.16 that $\Lambda^0(L_0)$ is a dense open subset of $\Lambda$; indeed, its complement $\Lambda^{>1}(L_0)$ is a finite union of positive codimension submanifolds, all of which have therefore null measure. It follows that given any sequence $(L_i)_{i \in \mathbb{N}}$ of Lagrangian subspaces of $V$, then the set

$$\bigcap_{i \in \mathbb{N}} \Lambda^0(L_i) = \{ L \in \Lambda : L \cap L_i = \{0\}, \text{ for all } i \in \mathbb{N} \}$$

is dense in $\Lambda$, because its complement is a countable union of sets of null measure. The same conclusion can be obtained by using Baire’s Lemma instead of the “null measure argument”.

We are now able to define a transverse orientation for $\Lambda^1(L_0)$ in $\Lambda$. Recall that if $N$ is a submanifold of $M$, then a transverse orientation for $N$ in $M$ is an orientation for the normal bundle $i^*(TM)/TN$, where $i : N \to M$ denotes the inclusion; more explicitly, a transverse orientation for $N$ in $M$ is a choice of an orientation for the quotient space $T_n M/T_n N$ that depends continuously on $n \in \mathbb{N}$. The continuous dependence of the choice of an orientation has to be meant in the following sense: given any $n_0 \in N$ there exists an open neighborhood $U \subset N$ of $n_0$ and there exist continuous functions $X_i : U \to TM$, $i = 1, \ldots, r$, such that $(X_i(n) + T_n N)_{i=1}^r$ is a positively oriented basis of $T_n M/T_n N$ for all $n \in U$.

It follows that, if such continuous maps $X_i$ exist, then we can replace them with differentiable maps $X_i$ that satisfy the same condition.

Observe that, for each $L \in \Lambda^k(L_0)$, the map (2.5.17) passes to the quotient and defines an isomorphism:

\begin{equation}
T_L \Lambda/T_L \Lambda^k(L_0) \cong B_{\text{sym}}(L_0 \cap L).
\end{equation}

2.5.19. DEFINITION. For each $L \in \Lambda^1(L_0)$ we define an orientation in the quotient $T_L \Lambda/T_L \Lambda^1(L_0)$ in the following way:
we give an orientation to the unidimensional space $B_{\text{sym}}(L_0 \cap L)$ by requiring that an element $B \in B_{\text{sym}}(L_0 \cap L)$ is a positively oriented basis if $B(v, v) > 0$ for some (hence for all) $v \in L_0 \cap L$ with $v \neq 0$;
- we consider the unique orientation in $T_L \Lambda / T_L \Lambda^1(L_0)$ that makes the isomorphism (2.5.18) positively oriented.

2.5.20. **Proposition.** The orientation chosen in Definition 2.5.19 for the space $T_L \Lambda / T_L \Lambda^1(L_0)$ makes $\Lambda^1(L_0)$ into a transversally oriented submanifold of $\Lambda$; this transverse orientation is invariant by the action of $\text{Sp}(V, \omega, L_0)$, i.e., for all $A \in \text{Sp}(V, \omega, L_0)$ and for all $L \in \Lambda^1(L_0)$ the isomorphism:

$$T_L \Lambda / T_L \Lambda^1(L_0) \to T_{A(L)} \Lambda / T_{A(L)} \Lambda^1(L_0)$$

induced from $dA(L)$ by passage to the quotient is positively oriented.

**Proof.** It follows from Proposition 2.5.9 that the differential $dA(L)$ coincides with the push-forward $A_{\#}$; hence we have the following commutative diagram:

$$
\begin{align*}
T_L \Lambda & \quad \xrightarrow{\text{d}A(L)} \quad T_{A(L)} \Lambda \\
\downarrow & & \downarrow \\
B_{\text{sym}}(L \cap L_0) & \quad \xrightarrow{(A|_{L \cap L_0})_{\#}} \quad B_{\text{sym}}(A(L) \cap L_0)
\end{align*}
$$

where the vertical arrows are the maps of restriction of bilinear forms. Then, the orientation given in Definition 2.5.19 is $\text{Sp}(V, \omega, L_0)$-invariant.

The continuous dependence on $L$ of such orientation now follows from the fact that the action of $\text{Sp}(V, \omega, L_0)$ on $\Lambda^1(L_0)$ is transitive.  

2.5.21. **Remark.** If $A : (V, \omega) \to (V', \omega')$ is a symplectomorphism with $A(L_0) = L'_0$, then, as in the proof of Proposition 2.5.20, it follows that the isomorphism:

$$T_L \Lambda(V, \omega) / T_L \Lambda^1(L_0) \to T_{A(L)} \Lambda(V', \omega') / T_{A(L)} \Lambda^1(L'_0)$$

induced by the differential $dA(L)$ by passage to the quotient is positively oriented for all $L \in \Lambda^1(L_0)$. To see this, simply replace diagram (2.5.19) with:

$$
\begin{align*}
T_L \Lambda(V, \omega) & \quad \xrightarrow{\text{d}A(L)} \quad T_{A(L)} \Lambda(V', \omega') \\
\downarrow & & \downarrow \\
B_{\text{sym}}(L \cap L_0) & \quad \xrightarrow{(A|_{L \cap L_0})_{\#}} \quad B_{\text{sym}}(A(L) \cap L'_0)
\end{align*}
$$

The required transverse orientation can be seen as a section $\mathcal{O}$ of the $(\mathbb{Z}_2 \text{-principal})$ fiber bundle over $\Lambda^1(L_0)$ whose fiber at the point $L \in \Lambda^1(L_0)$ is the set consisting of the two possible orientations of $T_L \Lambda / T_L \Lambda^1(L_0)$. Under this viewpoint, the $\text{Sp}(V, \omega, L_0)$-invariance of this transverse orientation means that the map $\mathcal{O}$ is $\text{Sp}(V, \omega, L_0)$-equivariant, and the differentiability of $\mathcal{O}$ follows then from Corollary 2.1.10.
Exercises for Chapter 2

EXERCISE 2.1. Let $X$ be a locally compact Hausdorff topological space. Show that if $X$ is second countable then $X$ is paracompact; conversely, show that if $X$ is paracompact, connected and locally second countable then $X$ is second countable.

EXERCISE 2.2. Suppose that $P, M$ are manifolds, $N \subset M$ is an immersed submanifold and $f : P \to M$ is a differentiable map. Suppose that $f(P) \subset N$; prove that if $f_0 : P \to N$ is continuous ($f_0$ is defined by the diagram (2.1.1)) when $N$ is endowed with the topology induced by its differentiable atlas, then $f_0 : P \to N$ is differentiable.

EXERCISE 2.3. Let $M$ be a manifold, $N \subset M$ a subset and $\tau$ a topology for $N$. Prove that there exists at most one differentiable structure on $N$ that induces the topology $\tau$ and that makes $N$ an immersed submanifold of $M$.

EXERCISE 2.4. Prove that every locally compact subspace of a Hausdorff space is locally closed and, conversely, that in a locally compact Hausdorff space every locally closed subset is locally compact in the induced topology.

EXERCISE 2.5. Let $M, N$ be differentiable manifolds and $f : M \to N$ be a differentiable immersion. Assuming that the map $f : M \to f(M)$ is open (i.e., it takes open subsets of $M$ to subsets of $f(M)$ that are open with respect to the topology induced by $N$) then $f(M)$ is an embedded submanifold of $N$ and the map $f : M \to f(M)$ is a local diffeomorphism.

EXERCISE 2.6. Let $M, N$ be differentiable manifolds and $f : M \to N$ be a map. Assume that for all $y \in f(M)$ there exists a local charts $\varphi : U \to \tilde{U}$ in $M$ and a local chart $\psi : V \to \tilde{V}$ in $N$ such that $y \in V, U = f^{-1}(V)$ and $\psi \circ f \circ \varphi^{-1} : \tilde{U} \to \tilde{V}$ is a differentiable embedding. Show that $f$ is a differentiable embedding.

EXERCISE 2.7. Let $G$ be a Lie group acting differentiably on the manifold $M$; let $X \in \mathfrak{g}$ and let $X^*$ be the vector field given by (2.1.14). Prove that $X^*$ is complete in $M$, i.e., its maximal integral lines are defined over the whole real line.

EXERCISE 2.8. Show that, given any countable family $\{V_i\}_{i=1}^{\infty}$ of $k$-dimensional subspaces of $\mathbb{R}^n$, with $k < n$, then there exist a $(n-k)$-dimensional subspace $W \subset \mathbb{R}^n$ which is complementary to all the $V_i$’s.

EXERCISE 2.9. Determine the isotropy of the element $R^k \oplus \{0\}^{n-k} \in G_k(n)$ with respect to the natural action of $GL(n, \mathbb{R})$ on $G_k(n)$.

EXERCISE 2.10. Let $V$ be an $n$-dimensional vector space and $k$ be an integer with $0 \leq k \leq n$. Consider the set:

$$E_k(V) = \{ (W, v) \in G_k(V) \times V : v \in W \}.$$

(a) Let $\phi_{W_0W_1} : G_k^0(W_1) \to \text{Lin}(W_0, W_1)$ be a local chart of $G_k(V)$ and denote by $\pi_0 : V \to W_0$ the projection corresponding to the decomposition $V = W_0 \oplus W_1$. Show that the map:

$$G_k^0(W_1) \times V \ni (W, v) \mapsto (W, v - \phi_{W_0W_1}(W) \cdot \pi_0(v)) \in G_k^0(W_1) \times V$$

is a diffeomorphism that carries $E_k(V) \cap (G_k^0(W_1) \times V)$ to $G_k^0(W_1) \times \{0\}$.

(b) Show that $E_k(V)$ is a closed subset of $G_k(V) \times V$. 

\[\text{(2.5.21)}\]
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(c) Given \( v \in V \), show that the set:
\[
\{ W \in G_k(V) : v \in W \}
\]
is closed in \( G_k(V) \).

Part (a) shows that \( E_k(V) \) is a vector subbundle (over \( G_k(V) \)) of the trivial vector bundle \( G_k(V) \times V \). This is called the tautological vector bundle of \( G_k(V) \).

EXERCISE 2.11. Let \( (V_1, \omega_1), (V_2, \omega_2) \) be symplectic spaces and \( (V, \omega) \) be their direct sum (see Exercise 1.12). Show that the map:
\[
s : \Lambda(V_1) \times \Lambda(V_2) \ni (L_1, L_2) \mapsto L_1 \oplus L_2 \in \Lambda(V)
\]
is a differentiable embedding.

EXERCISE 2.12. Let \( (V, \omega) \) be a (finite dimensional) symplectic space and \( L, L_0 \) be Lagrangian subspaces of \( V \). Suppose that \( B \in \mathcal{B}_{\text{sym}}(L) \) is a symmetric bilinear form on \( L \) that vanishes in \( L \cap L_0 \). Prove that \( B \) extends to a symmetric bilinear form on \( V \) that vanishes in \( V_0 \).

EXERCISE 2.13. Prove that if \( P : E \to B \) is a differentiable fibration, then every curve of class \( C^k, \gamma : [a, b] \to B \), admits a lift \( \bar{\gamma} : [a, b] \to B \) of class \( C^k \), \( 0 \leq k \leq +\infty \) (see Remark 2.1.18).

EXERCISE 2.14. Show that the map
\[
\operatorname{Lin}(\mathbb{R}^n, \mathbb{R}^m) \ni T \mapsto \operatorname{Gr}(T) \in G_n(n + m)
\]
is a diffeomorphism onto an open set and compute its differential.

EXERCISE 2.15. Prove that a map \( D : [a, b] \to G_k(n) \) is of class \( C^p \) if and only if there exist maps \( Y_1, \ldots, Y_k : [a, b] \to \mathbb{R}^n \) of class \( C^p \) such that \( (Y_i(t))_{t=1}^k \) is a basis of \( D(t) \) for all \( t \).

EXERCISE 2.16. The Grassmannian of oriented \( k \)-dimensional subspaces of \( \mathbb{R}^n \) is the set \( G_k^+(n) \) of all pairs \((W, \mathcal{O})\) where \( W \subset \mathbb{R}^n \) is a \( k \)-dimensional subspace and \( \mathcal{O} \) is an orientation in \( W \). Define an action of \( \text{GL}(n, \mathbb{R}) \) in \( G_k^+(n) \) and show that its restriction to \( \text{SO}(n) \) is transitive if \( k < n \). Conclude that, if \( k < n \), \( G_k^+(n) \) has a natural structure of homogeneous manifold which is compact and connected.

EXERCISE 2.17. Given a Lagrangian \( L_0 \) of a symplectic space \( (V, \omega) \), denote by \( \text{Fix}_{L_0} \) the subgroup of \( \text{Sp}(V, \omega) \) consisting of those symplectomorphisms \( T \) such that \( T|_{L_0} = \text{Id} \), i.e., such that \( T(v) = v \) for all \( v \in L_0 \). Prove that \( \text{Fix}_{L_0} \) is a Lie subgroup of \( \text{Sp}(V, \omega) \), and that it acts freely and transitively on \( \Lambda^0(L_0) \). Conclude that \( \text{Fix}_{L_0} \) is diffeomorphic to \( \Lambda^0(L_0) \).

EXERCISE 2.18. In the notations of Exercise 2.17, prove that \( \text{Fix}_{L_0} \) is isomorphic as a Lie group to the additive group of \( n \times n \) real symmetric matrices.

EXERCISE 2.19. Given \( L_0, L \in \Lambda \) with \( L \cap L_0 = \{0\} \) and \( B \in \mathcal{B}_{\text{sym}}(L_0) \) a nondegenerate symmetric bilinear form on \( L_0 \), prove that there exists \( L_1 \in \Lambda \) with \( L_1 \cap L_0 = \{0\} \) and such that \( \varphi_{L_0, L_1}(L) = B \).

EXERCISE 2.20. Let \( A : (V, \omega) \to (V', \omega') \) be a symplectomorphism and \( (L_0, L_1) \) be a Lagrangian decomposition of \( V \). Identifying \( A \) with a map from \( \Lambda(V, \omega) \) to \( \Lambda(V', \omega') \) and setting \( L_0' = A(L_0), L_1' = A(L_1), \) show that:
\[
A(\Lambda^0(L_1)) = \Lambda^0(L_1')
\]
and that:
\[ \varphi_{L_0, L_1} (A(L)) = A_\#(\varphi_{L_0, L_1}(L)), \]
for all \( L \in \Lambda^0(L_1) \).

**Exercise 2.21.** Let \((V, \omega)\) be a symplectic space and consider the symplectic form \(\tilde{\omega}\) in \(V \oplus V\) defined by:
\[ \tilde{\omega}((v_1, v_2), (w_1, w_2)) = \omega(v_1, w_1) - \omega(v_2, w_2), \]
for all \( v_1, v_2, w_1, w_2 \in V \). Given symplectomorphisms \(T_1, T_2 \in \text{Sp}(V, \omega)\), show that the map:
\[ T_1 \oplus T_2 : V \oplus V \ni (v_1, v_2) \mapsto (T_1(v_1), T_2(v_2)) \in V \oplus V \]
is a symplectomorphism.
CHAPTER 3

Topics of Algebraic Topology

3.1. The fundamental groupoid and the fundamental group

In this section we will give a short summary of the definition and of the main properties of the fundamental groupoid and group of a topological space $X$. We will denote by $I$ the unit closed interval $[0, 1]$ and by $C^0(Y, Z)$ the set of continuous maps $f : Y \to Z$ between any two topological spaces $Y$ and $Z$.

Let us begin with a general definition:

3.1.1. Definition. If $Y$ and $Z$ are topological spaces, we say that two maps $f, g \in C^0(Y, Z)$ are homotopic when there exists a continuous function:

$$H : I \times Y \to Z$$

such that $H(0, y) = f(y)$ and $H(1, y) = g(y)$ for every $y \in Y$. We then say that $H$ is a homotopy between $f$ and $g$ and we write $H : f \cong g$. For $s \in I$, we denote by $H_s : Y \to Z$ the map $H_s(y) = H(s, y)$.

Intuitively, a homotopy $H : f \cong g$ is a one-parameter family $(H_s)_{s \in I}$ in $C^0(Y, Z)$ that deforms continuously $H_0 = f$ into $H_1 = g$.

In our context, the following notion of homotopy is more interesting:

3.1.2. Definition. Let $\gamma, \mu : [a, b] \to X$ be continuous curves in a topological space $X$; we say that $\gamma$ is homotopic to $\mu$ with fixed endpoints if there exists a homotopy $H : \gamma \cong \mu$ such that $H(s, a) = \gamma(a) = \mu(a)$ and $H(s, b) = \gamma(b) = \mu(b)$ for every $s \in I$. In this case, we say that $H$ is a homotopy with fixed endpoints between $\gamma$ and $\mu$.

Clearly, two curves $\gamma, \mu : [a, b] \to X$ can only be homotopic with fixed endpoints if they have the same endpoints, i.e., if $\gamma(a) = \mu(a)$ and $\gamma(b) = \mu(b)$; given a homotopy with fixed endpoints $H$ the stages $H_s$ are curves with the same endpoints as $\gamma$ and $\mu$.

It is easy to see that the “homotopy” and the “homotopy with fixed endpoints” are equivalence relations in $C^0(Y, Z)$ and in $C^0([a, b], X)$ respectively.

For this section we will fix a topological space $X$ and we will denote by $\Omega(X)$ the set of all continuous curves $\gamma : I \to X$:

$$\Omega(X) = C^0(I, X).$$

For $\gamma \in \Omega(X)$, we denote by $[\gamma]$ the equivalence class of all curves homotopic to $\gamma$ with fixed endpoints; we call it the homotopy class of $\gamma$. We also denote by $\Omega(X)$ the set of such classes:

$$\overline{\Omega}(X) = \{[\gamma] : \gamma \in \Omega(X)\}.$$
If $\gamma, \mu \in \Omega(X)$ are such that $\gamma(1) = \mu(0)$, we define the concatenation of $\gamma$ and $\mu$ to be the curve $\gamma \cdot \mu$ in $\Omega(X)$ defined by:

$$(\gamma \cdot \mu)(t) = \begin{cases} 
\gamma(2t), & t \in [0, \frac{1}{2}], \\
\mu(2t - 1), & t \in \left[\frac{1}{2}, 1\right]. 
\end{cases}$$

In this way, the map $(\gamma, \mu) \mapsto \gamma \cdot \mu$ defines a partial binary operation in the set $\Omega(X)$. For $\gamma \in \Omega(X)$, we define $\gamma^{-1} \in \Omega(X)$ by setting:

$$\gamma^{-1}(t) = \gamma(1 - t), \quad t \in I.$$ 

For each point $x \in X$ we denote by $\sigma_x \in \Omega(X)$ the constant curve equal to $x$:

$$\sigma_x(t) = x, \quad t \in I.$$ 

It is not hard to prove that, if $\gamma(1) = \mu(0)$, $[\gamma] = [\gamma_1]$ and $[\mu] = [\mu_1]$, then:

$$[\gamma \cdot \mu] = [\gamma_1 \cdot \mu_1], \quad [\gamma^{-1}] = [\gamma_1^{-1}].$$

These identities show that the operations $(\gamma, \mu) \mapsto \gamma \cdot \mu$ and $\gamma \mapsto \gamma^{-1}$ pass to the quotient and they define operations in the set $\bar{\Omega}(X)$; we then define:

$$[\gamma] \cdot [\mu] = [\gamma \cdot \mu], \quad [\gamma]^{-1} = [\gamma^{-1}].$$

The homotopy class $[\gamma]$ of a curve $\gamma$ is invariant by reparameterizations:

3.1.3. Lemma. Let $\gamma \in \Omega(X)$ be a continuous curve and consider a reparameterization $\gamma \circ \sigma$ of $\gamma$, where $\sigma : I \to I$ is a continuous map. If $\sigma(0) = 0$ and $\sigma(1) = 1$, then $[\gamma] = [\gamma \circ \sigma]$; if $\sigma(0) = \sigma(1)$, then $\gamma \circ \sigma$ is homotopic with fixed endpoints to a constant curve, i.e., $[\gamma \circ \sigma] = [\sigma_{\gamma(\sigma(0))}]$.

Proof. Define $H(s, t) = \gamma((1 - s)t + s \sigma(t))$ to prove the first statement and $H(s, t) = \gamma((1 - s)\sigma(t) + s \sigma(0))$ to prove the second statement. \(\square\)

3.1.4. Remark. In some cases we may need to consider homotopy classes of curves $\gamma : [a, b] \to X$ defined on an arbitrary closed interval $[a, b]$; in this case we will denote by $[\gamma]$ the homotopy class with fixed endpoints of the affine reparameterization of $\gamma$ on $I$ defined by:

$$(3.1.1) \quad I \ni t \mapsto \gamma((b - a)t + a) \in X;$$

it follows from Lemma 3.1.3 that (3.1.1) is homotopic with fixed endpoints to every reparameterization $\gamma \circ \sigma$ of $\gamma$, where $\sigma : I \to [a, b]$ is a continuous map with $\sigma(0) = a$ and $\sigma(1) = b$. More generally, in some situations we will identify a continuous curve $\gamma : [a, b] \to X$ with its affine reparameterization (3.1.1). In particular, the concatenation of curves defined on arbitrary closed intervals should be understood as the concatenation of their affine reparameterizations on the interval $I$.

3.1.5. Corollary. Given $\gamma, \mu, \kappa \in \Omega(X)$ with $\gamma(1) = \mu(0)$ and $\mu(1) = \kappa(0)$, then:

$$(3.1.2) \quad ([\gamma] \cdot [\mu]) \cdot [\kappa] = [\gamma] \cdot ([\mu] \cdot [\kappa]).$$

Moreover, for $\gamma \in \Omega(X)$ we have:

$$(3.1.3) \quad [\gamma] \cdot [\sigma_{\gamma(1)}] = [\gamma], \quad [\sigma_{\gamma(0)}] \cdot [\gamma] = [\gamma]$$

and also:

$$(3.1.4) \quad [\gamma] \cdot [\gamma]^{-1} = [\sigma_{\gamma(0)}], \quad [\gamma]^{-1} \cdot [\gamma] = [\sigma_{\gamma(1)}].$$
The identity (3.1.2) follows from the observation that \((\gamma \cdot \mu) \cdot \kappa\) is a reparameterization of \(\gamma \cdot (\mu \cdot \kappa)\) by a continuous map \(\sigma : I \to I\) with \(\sigma(0) = 0\) and \(\sigma(1) = 1\). Similarly, the identities in (3.1.3) are obtained by observing that \(\gamma \cdot \circ_{\gamma(1)} \cdot \gamma\) and \(\circ_{\gamma(0)} \cdot \gamma\) are reparameterizations of \(\gamma\) by a map \(\sigma\) with \(\sigma(0) = 0\) and \(\sigma(1) = 1\). The first identity in (3.1.4) follows from the fact that \(\gamma \cdot \gamma^{-1} = \gamma \circ \sigma\) where \(\sigma : I \to I\) satisfies \(\sigma(0) = \sigma(1) = 0\); the second identity in (3.1.4) is obtained similarly.

The identity (3.1.2) tells us that the concatenation is associative in \(\Omega(X)\) when all the products involved are defined; the identities in (3.1.3), roughly speaking, say that the classes \([o_x], x \in X\), act like neutral elements for the operation of concatenation, and the identities in (3.1.4) tell us that the class \([\gamma^{-1}]\) acts like the inverse of the class \([\gamma]\) with respect to the concatenation.

If we fix a point \(x_0 \in X\), we denote by \(\Omega_{x_0}(X)\) the set of loops in \(X\) with basepoint \(x_0\):

\[
\Omega_{x_0}(X) = \{ \gamma \in \Omega(X) : \gamma(0) = \gamma(1) = x_0 \}.
\]

We also consider the image of \(\Omega_{x_0}(X)\) in the quotient \(\overline{\Omega}(X)\), that will be denoted by:

\[
\pi_1(X, x_0) = \{ [\gamma] : \gamma \in \Omega_{x_0}(X) \}.
\]

The (partially defined) binary operation of concatenation in \(\overline{\Omega}(X)\) restricts to a (totally defined) binary operation in \(\pi_1(X, x_0)\); from Corollary 3.1.5 we obtain the following:

3.1.6. Theorem. The set \(\pi_1(X, x_0)\) endowed with the concatenation operation is a group.

This is the main definition of the section:

3.1.7. Definition. The set \(\overline{\Omega}(X)\) endowed with the (partially defined) operation of concatenation is called the fundamental groupoid of the topological space \(X\). For all \(x_0 \in X\), the group \(\pi_1(X, x_0)\) (with respect to the concatenation operation) is called the fundamental group of \(X\) with basepoint \(x_0\).

3.1.8. Remark. A groupoid is usually defined as a small category, i.e., a category whose objects form a set, whose morphisms are all isomorphisms. In this context it will not be important to study this abstract notion of groupoid, nevertheless it is important to observe that Corollary 3.1.5 shows that the fundamental groupoid of a topological space is indeed a groupoid in this abstract sense.

3.1.9. Remark. If \(X_0 \subset X\) is the arc-connected component of \(x_0\) in \(X\), then \(\pi_1(X, x_0) = \pi_1(X_0, x_0)\), since every loop in \(X\) with basepoint in \(x_0\) has image contained in \(X_0\), as well as every homotopy between such loops has image in \(X_0\).

In the following lemma we describe the functoriality properties of the fundamental groupoid and group:

3.1.10. Lemma. Let \(f : X \to Y\) be a continuous map; for \(\gamma \in \Omega(X)\), the homotopy class \([f \circ \gamma]\) depends only on the homotopy class \([\gamma]\) of \(\gamma\); hence, we have a well defined map

\[
f_* : \overline{\Omega}(X) \to \overline{\Omega}(Y)
\]
given by \( f_\ast([\gamma]) = [f \circ \gamma] \). For \( \gamma, \mu \in \Omega(X) \) with \( \gamma(1) = \mu(0) \) and for every \( x_0 \in X \) the following identities hold:
\[
f_\ast([\gamma] \cdot [\mu]) = f_\ast([\gamma]) \cdot f_\ast([\mu]), \quad f_\ast([\gamma]^{-1}) = f_\ast([\gamma])^{-1}, \quad f_\ast([o_{x_0}]) = [o_{f(x_0)}].
\]
In particular, if \( f(x_0) = y_0 \) then \( f_\ast \) restricts to a map
\[
f_\ast : \pi_1(X, x_0) \longrightarrow \pi_1(Y, y_0)
\]
which is a group homomorphism.

Clearly, given \( f \in C^0(X, Y) \) and \( g \in C^0(Y, Z) \) then:
\[
(g \circ f)_\ast = g_\ast \circ f_\ast,
\]
and that, if \( \operatorname{Id} \) denotes the identity of \( X \), then \( \operatorname{Id}_\ast \) is the identity of \( \Omega(X) \); it follows that, if \( f : X \to Y \) is a homeomorphism, then \( f_\ast \) is a bijection, and it induces an isomorphism of \( \pi_1(X, x_0) \) onto \( \pi_1(Y, f(x_0)) \). The map \( f_\ast \) is said to be \textit{induced} by \( f \) in the fundamental groupoid or in the fundamental group.

The following proposition relates the fundamental groups relative to different basepoints:

3.1.11. \textbf{Proposition.} Given \( x_0, x_1 \in X \) and a continuous curve \( \lambda : I \to X \) with \( \lambda(0) = x_0 \) and \( \lambda(1) = x_1 \), we have an isomorphism:
\[
\lambda_\# : \pi_1(X, x_0) \longrightarrow \pi_1(X, x_1)
\]
defined by \( \lambda_\#([\gamma]) = [\lambda]^{-1} \cdot [\gamma] \cdot [\lambda], \) for every \( \gamma \in \Omega_{x_0}(X) \).

3.1.12. \textbf{Corollary.} If \( x_0 \) and \( x_1 \) belong to the same arc-connected component of \( X \), then the groups \( \pi_1(X, x_0) \) and \( \pi_1(X, x_1) \) are isomorphic.

The following commutative diagram relates the homomorphisms \( f_\ast \) and \( \lambda_\# \):

\[
\begin{array}{ccc}
\pi_1(X, x_0) & \xrightarrow{f_\ast} & \pi_1(Y, y_0) \\
\lambda_\# \downarrow & & \downarrow (f \circ \lambda)_\# \\
\pi_1(X, x_1) & \xrightarrow{f_\ast} & \pi_1(Y, y_1)
\end{array}
\]

where \( f \in C^0(X, Y), x_0, x_1 \in X, y_0 = f(x_0), y_1 = f(x_1) \) and \( \lambda \in \Omega(X) \) is a curve from \( x_0 \) to \( x_1 \).

3.1.13. \textbf{Remark.} In spite of the fact that \( \pi_1(X, x_0) \) and \( \pi_1(X, x_1) \) are isomorphic if \( x_0 \) and \( x_1 \) are in the same arc-connected component of \( X \), such isomorphism is \textit{not} canonical; more explicitly, if \( \lambda_0, \lambda_1 \in \Omega(X) \) are curves from \( x_0 \) to \( x_1 \), then:
\[
(\lambda_1)^{-1} \circ (\lambda_0)_\# = \mathcal{I}_[\lambda],
\]
where \( \lambda = \lambda_1 \cdot \lambda_0^{-1} \) and \( \mathcal{I}_[\lambda] \) denotes the map of conjugation by the element \( [\lambda] \) in \( \pi_1(X, x_0) \). If \( \pi_1(X, x_0) \) is abelian it follows that \( (\lambda_0)_\# = (\lambda_1)_\# \), and therefore the fundamental groups with basepoints in the same arc-connected components can be canonically identified (compare with Remark 3.3.34).

3.1.14. \textbf{Definition.} We say that a topological space \( X \) is \textit{simply connected} if it is arc-connected and if \( \pi_1(X, x_0) \) is the trivial group \( \{o_{x_0}\} \) for some (hence for all) \( x_0 \in X \).
Observe that, if \( X \) is simply connected, then \( [\gamma] = [\mu] \) for all continuous curves \( \gamma, \mu : I \to X \) such that \( \gamma(0) = \mu(0) \) and \( \gamma(1) = \mu(1) \); for, in this case, \( [\gamma] \cdot [\mu]^{-1} = [\sigma_{x_0}] \).

### 3.1.15. Example

A subset \( X \subset \mathbb{R}^n \) is said to be star-shaped around the point \( x_0 \in X \) if for every \( x \in X \) the segment:
\[
[x_0, x] = \{(1 - t)x_0 + tx : t \in I\}
\]
is contained in \( X \); we say that \( X \) is convex if it is star-shaped at each one of its points. If \( X \) is star-shaped at \( x_0 \), then \( X \) is simply connected; indeed, \( X \) is clearly arc-connected, and, given a loop \( \gamma \in \Omega_{x_0}(X) \), we can define a homotopy:
\[
I \times I \ni (s, t) \mapsto (1 - s)\gamma(t) + s \cdot x_0 \in X
\]
between \( \gamma \) and \( \sigma_{x_0} \).

### 3.1.16. Remark

Two loops \( \gamma, \mu \in \Omega_{x_0}(X) \) are said to be freely homotopic if there exists a homotopy \( H : \gamma \cong \mu \) such that, for every \( s \in I \), the curve \( H_s \) is a loop in \( X \), i.e., \( H(s, 0) = H(s, 1) \) for every \( s \). In this situation, if we set \( \lambda(s) = H(s, 0) \), we have the following identity:
\[
(\lambda \ast \gamma)(s) = \lambda(s) \cdot \gamma(s) = \lambda(s) \ast \gamma(s).
\]

The identity (3.1.5) follows from the fact that, since the square \( I \times I \) is convex, the homotopy class in \( \Pi(I \times I) \) of the loop that is obtained by considering the boundary of \( I \times I \) run counterclockwise is trivial, hence so is its image by \( H_s \). Such image is precisely the difference of the terms on the two sides of the equality in (3.1.5). In Exercise 3.3 the reader is asked to show that, conversely, any loop \( \gamma \) is always freely homotopic to \( \lambda^{-1} \cdot \gamma \cdot \lambda \), for any curve \( \lambda \) with \( \lambda(0) = \gamma(0) \).

In particular, if \( \gamma, \mu \in \Omega_{x_0}(X) \) are freely homotopic, then the classes \([\gamma]\) and \([\mu]\) are conjugate in \( \pi_1(X, x_0) \); it follows that \( \gamma \in \Omega_{x_0}(X) \) is such that \([\gamma] = [\sigma_{x_0}]\) if and only if \( \gamma \) is freely homotopic to a constant loop. With this argument we have shown that an arc-connected topological space \( X \) is simply connected if and only if every loop in \( X \) is freely homotopic to a constant loop.

### 3.1.17. Example

A topological space \( X \) is said to be contractible if the identity map of \( X \) is homotopic to a constant map, i.e., if there exists a continuous map \( H : I \times X \to X \) and \( x_0 \in X \) such that \( H(0, x) = x \) and \( H(1, x) = x_0 \) for every \( x \in X \). For instance, if \( X \subset \mathbb{R}^n \) is star-shaped at \( x_0 \), then \( X \) is contractible: the required homotopy \( H \) is given by \( H(s, x) = (1 - s)x + s \cdot x_0 \). It is easy to see that every contractible space is arc-connected (see Exercise 3.1). Moreover, if \( X \) is contractible then \( X \) is simply connected; indeed, if \( H : Id \cong x_0 \) is a homotopy and \( \gamma \in \Omega(X) \) is a loop, then the map \((s, t) \mapsto H(s, \gamma(t))\) is a free homotopy between \( \gamma \) and the constant loop \( \sigma_{x_0} \) (see Remark 3.1.16).

### 3.1.1. The Seifert–van Kampen theorem for the fundamental groupoid

The classical Seifert–van Kampen theorem relates the fundamental group of a topological space covered by a family of open sets to the fundamental group of each open set of the cover\(^1\). The full statement and proof of the classical Seifert–van Kampen theorem can be found for instance in [11]. In this subsection we will give a version of the Seifert–van Kampen theorem for fundamental groupoids that will allow us to give a simple construction for the Maslov index (see Section 5.2).

\(^1\)The family of open sets should be closed under finite intersections and all open sets must be arc-connected.
3.1.18. Definition. If $G$ is a set, a map $\psi : \Omega(X) \to G$ is said to be homotopy invariant if $\psi(\gamma) = \psi(\mu)$ whenever $\gamma, \mu \in \Omega(X)$ are homotopic with fixed endpoints.

Clearly, a map $\psi : \Omega(X) \to G$ is homotopy invariant if and only if there exists a map $\phi : \overline{\Omega}(X) \to G$ such that $\psi(\gamma) = \phi([\gamma])$, for all $\gamma \in \Omega(X)$.

3.1.19. Definition. If $G$ is a group, a map $\psi : \Omega(X) \to G$ is said to be compatible with concatenations if:

\[
\psi(\gamma \cdot \mu) = \psi(\gamma) \psi(\mu),
\]

for all $\gamma, \mu \in \Omega(X)$ with $\gamma(1) = \mu(0)$. If $\psi$ is compatible with concatenations and homotopy invariant we say that $\psi$ is a groupoid homomorphism.

We observe that if $\psi$ is compatible with concatenations then:

\[
\psi(\sigma_x) = 1,
\]

for all $x \in X$, where $1 \in G$ denotes the neutral element; namely, this follows by applying $\psi$ to both sides of equality $\sigma_x = \sigma_x \cdot \sigma_x$. If $\psi$ is a groupoid homomorphism then:

\[
\psi(\gamma^{-1}) = \psi(\gamma)^{-1},
\]

for all $\gamma \in \Omega(X)$. Namely, $\gamma \cdot \gamma^{-1}$ is homotopic with fixed endpoints to $\sigma_{\gamma(0)}$.

3.1.20. Example. Given a group $G$ and a map $g : X \to G$ we define a map $\psi_g : \Omega(X) \to G$ by setting:

\[
\psi_g(\gamma) = g(\gamma(0))^{-1} g(\gamma(1)),
\]

for all $\gamma \in \Omega(X)$. Clearly $\psi$ is a groupoid homomorphism. In Exercise 3.12 we ask the reader to prove a result that characterizes which $G$-valued groupoid homomorphisms on $\Omega(X)$ arise from $G$-valued maps on $X$.

3.1.21. Theorem. Let $G$ be a group and let $X = \bigcup_{\alpha \in \mathcal{A}} U_{\alpha}$ be an open cover of $X$. Assume that for each $\alpha \in \mathcal{A}$ we are given a groupoid homomorphism $\psi_\alpha : \Omega(U_{\alpha}) \to G$ and that for every $\alpha, \beta \in \mathcal{A}$ and every $\gamma \in \Omega(U_{\alpha} \cap U_{\beta})$ we have:

\[
\psi_\alpha(\gamma) = \psi_\beta(\gamma).
\]

Then there exists a unique groupoid homomorphism $\psi : \Omega(X) \to G$ such that $\psi(\gamma) = \psi_\alpha(\gamma)$, for every $\alpha \in \mathcal{A}$ and every $\gamma \in \Omega(U_{\alpha})$.

Proof. We regard the sets $\Omega(U_{\alpha})$ as subsets of $\Omega(X)$. Our hypothesis (3.1.7) says that, for $\alpha, \beta \in \mathcal{A}$, $\psi_\alpha$ and $\psi_\beta$ agree on $\Omega(U_{\alpha}) \cap \Omega(U_{\beta}) = \Omega(U_{\alpha} \cap U_{\beta})$. Therefore, setting $\Omega_{\mathcal{A}} = \bigcup_{\alpha \in \mathcal{A}} \Omega(U_{\alpha})$, we get a unique map $\psi : \Omega_{\mathcal{A}} \to G$ that agrees with $\psi_\alpha$ in $\Omega(U_{\alpha})$, for all $\alpha \in \mathcal{A}$ (the set $\Omega_{\mathcal{A}}$ may be thought of as the set of curves that are “small”, in the sense that their image is contained in some open set $U_{\alpha}$).

Given a partition $P = \{t_0, t_1, \ldots, t_k\}$, $0 = t_0 < t_1 < \cdots < t_k = 1$ of $I$, we set:

\[
\Omega_{\mathcal{A}, P} = \{ \gamma \in \Omega(X) : \gamma|_{[t_r, t_{r+1}]} \in \Omega_{\mathcal{A}}, \ r = 0, 1, \ldots, k - 1 \},
\]

where, as explained in Remark 3.1.4, we are identifying curves defined on arbitrary intervals with their affine reparameterizations on $I$. We define $\psi_P : \Omega_{\mathcal{A}, P} \to G$ by setting:

\[
\psi_P(\gamma) = \psi(\gamma|_{[t_0, t_1]}) \cdots \psi(\gamma|_{[t_{k-1}, t_k]}),
\]
for all $\gamma \in \Omega_{A,P}$. Obviously, if $P = \{0,1\}$ is the trivial partition of $I$ then $\Omega_{A,P} = \Omega_A$ and $\psi_P = \psi$. We claim that if $P$ and $Q$ are arbitrary partitions of $I$ then $\psi_P$ and $\psi_Q$ agree on $\Omega_{A,P} \cap \Omega_{A,Q}$. Namely, when $Q$ is finer than $P$ (i.e., $Q \supset P$), this is a simple exercise and is left to the reader (Exercise 3.15). The general case follows from the observation that any two partitions $P$, $Q$ admit a simultaneous refinement (namely, $P \cup Q$).

By the result of Exercise 3.14, $\Omega(X) = \bigcup_P \Omega_{A,P}$ (the union being taken over all partitions $P$ of $I$), so that all the maps $\psi_P$ extend to a $G$-valued map on $\Omega(X)$ that will be denoted by $\psi$. The map $\psi$ is compatible with concatenations; namely, given $\gamma, \mu \in \Omega(X)$ with $\gamma(1) = \mu(0)$, it is easy to check (3.1.6) by choosing a partition $P$ of $I$ with $\gamma, \mu \in \Omega_{A,P}$ and $\frac{1}{2} \in P$. It remains to show that $\psi$ is homotopy invariant. This is left to the reader in Exercise 3.16.

3.1.22. COROLLARY. Let $G$ be a group and let $X = \bigcup_{\alpha \in A} U_\alpha$ be an open cover of $X$. Assume that for each $\alpha \in A$ we are given a map $g_\alpha : U_\alpha \rightarrow G$ and that for every $\alpha, \beta \in A$, the map $U_\alpha \cap U_\beta \ni x \mapsto g_\alpha(x)g_\beta(x)^{-1} \in G$ is constant in each arc-connected component of $U_\alpha \cap U_\beta$. Then there exists a unique groupoid homomorphism $\psi : \Omega(X) \rightarrow G$ such that $\psi(\gamma) = \psi_{g_\alpha}(\gamma)$, for every $\alpha \in A$ and every $\gamma \in \Omega(U_\alpha)$ (see Example 3.1.20).

PROOF. Given $\alpha, \beta \in A$ and $\gamma \in \Omega(U_\alpha \cap U_\beta)$ then $\gamma(0), \gamma(1)$ are in the same arc-connected component of $U_\alpha \cap U_\beta$ and thus:

$$g_\alpha(\gamma(0))g_\beta(\gamma(0))^{-1} = g_\alpha(\gamma(1))g_\beta(\gamma(1))^{-1}.$$ 

It follows that $\psi_{g_\alpha}(\gamma) = \psi_{g_\beta}(\gamma)$. The conclusion follows from Theorem 3.1.21. □

We give a simple application of Corollary 3.1.22 that relates the fundamental group and the first de Rham-cohomology space of a differentiable manifold.

3.1.23. EXAMPLE. Let $M$ be a simply connected differentiable manifold and let $\theta$ be a differentiable closed 1-form on $M$. We will show that $\theta$ is exact. We assume the result that differentiable closed 1-forms on convex open subsets of $\mathbb{R}^n$ are exact (and, therefore, a differentiable closed 1-form on a differentiable manifold which is diffeomorphic to a convex open subset of $\mathbb{R}^n$ is exact). Let $M = \bigcup_{\alpha \in A} U_\alpha$ be an open covering of $M$, where each $U_\alpha$ is diffeomorphic to a convex open subset of $\mathbb{R}^n$. For each $\alpha \in A$, the restriction of $\theta$ to $U_\alpha$ is exact, i.e., it is the differential of a differentiable map $g_\alpha : U_\alpha \rightarrow \mathbb{R}$. Set $G = \mathbb{R}$ (as an additive group). For each $\alpha, \beta \in A$, the map $U_\alpha \cap U_\beta \ni x \mapsto g_\alpha(x) - g_\beta(x) \in \mathbb{R}$ has null differential and thus it is constant on each arc-connected component of $U_\alpha \cap U_\beta$. Corollary 3.1.22 gives us a groupoid homomorphism $\psi : \Omega(M) \rightarrow \mathbb{R}$ such that $\psi(\gamma) = \psi_{g_\alpha}(\gamma)$, for every $\alpha \in A$ and every $\gamma \in \Omega(U_\alpha)$. Since $M$ is simply-connected, we have $\psi(\gamma) = \psi(\mu)$, whenever $\gamma(0) = \mu(0)$ and $\gamma(1) = \mu(1)$ (notice that two curves with the same endpoints are always homotopic). By the result of Exercise 3.12, there exists a map $g : M \rightarrow \mathbb{R}$ such that $\psi = \psi_g$. Given $\alpha \in A$, since $\psi_g$ and $\psi_{g_\alpha}$ agree on $\Omega(U_\alpha)$ and $U_\alpha$ is arc-connected, it follows that $g|_{U_\alpha}$ and $g_\alpha$ differ by a constant (see Exercise 3.11). Hence $g$ is differentiable and its differential is equal to $\theta$.

3.1.2. Stability of the homotopy class of a curve. In this subsection we show that, under reasonable assumptions on the topology of the space $X$, two continuous
curves in $X$ that are sufficiently close belong to the same homotopy class. We begin with a definition of “proximity” for continuous maps:

3.1.24. Definition. Let $Y$, $Z$ be topological spaces; for $K \subset Y$ compact and $U \subset Z$ open, we define:

$$V(K; U) = \{ f \in C^0(Y, Z) : f(K) \subset U \}.$$  

The compact-open topology in $C^0(Y, Z)$ is the topology generated by the sets $V(K; U)$ with $K \subset Y$ compact and $U \subset Z$ open; more explicitly, an open set in the compact-open topology is union of intersections of the form:

$$V(K_1; U_1) \cap \ldots \cap V(K_n; U_n)$$

with each $K_i \subset Y$ compact and each $U_i \subset Z$ open, $i = 1, \ldots, n$.

3.1.25. Remark. When the topology of the counterdomain $Z$ is metrizable, i.e., it is induced by a metric $d$, the compact-open topology in $C^0(Y, Z)$ is also called the topology of the uniform convergence on compact sets; in this case it is not too hard to prove that, for $f \in C^0(Y, Z)$, a fundamental systems of open neighborhood of $f$ is obtained by considering the sets:

$$V(f; K, \varepsilon) = \left\{ g \in C^0(Y, Z) : \sup_{y \in K} d(f(y), g(y)) < \varepsilon \right\},$$

where $K \subset Y$ is an arbitrary compact set and $\varepsilon > 0$. In this topology, a sequence (or a net) $f_n$ converges to $f$ if and only if $f_n$ converges uniformly to $f$ on each compact subset of $Y$.

In the context of differential topology, if $Y$ and $Z$ are manifolds (possibly with boundary), the compact-open topology in $C^0(Y, Z)$ is also known as the $C^0$-topology or as the $C^0$-weak Whitney topology.

3.1.26. Remark. To each map $f : X \times Y \to Z$ which is continuous in the second variable there corresponds a map:

$$\tilde{f} : X \to C^0(Y, Z).$$

An interesting property of the compact-open topology in $C^0(Y, Z)$ is that, if $Y$ is Hausdorff, the continuity of $\tilde{f}$ is equivalent to the continuity of $f|_{X \times K}$ for every compact $K \subset Y$ (see [8, Proposição 21, §8, Capítulo 9]). In particular, if $Y$ is Hausdorff and locally compact, the continuity of $f$ and the continuity of $\tilde{f}$ are equivalent.

We will now introduce suitable conditions on the topological space $X$ that will allow to prove the stability of the homotopy class of curves.

3.1.27. Definition. We say that the topological space $X$ is locally arc-connected if every point of $X$ has a fundamental system of open neighborhoods consisting of arc-connected subsets, i.e., if for every $x \in X$ and every neighborhood $V$ of $x$ in $X$ there exists an open arc-connected subset $U \subset X$ with $x \in U \subset V$.

We say that $X$ is semi-locally simply connected if every $x \in X$ has a neighborhood $V$ such that every loop on $V$ is contractible in $X$, i.e., given $\gamma \in \Omega(X)$ with $\gamma(0) = \gamma(1)$ and $\text{Im}(\gamma) \subset V$, then $\gamma$ is homotopic (in $X$) with fixed endpoints to a constant curve.
3.1.28. **Example.** If every point of $X$ has a simply connected neighborhood, then $X$ is semi-locally simply connected; in particular, every differentiable (or even topological) manifold is locally arc-connected and semi-locally simply connected.

This is the main result of the subsection:

3.1.29. **Theorem.** Let $X$ be a locally arc-connected and semi-locally simply connected topological space; given a curve $\gamma \in \Omega(X)$, there exists a neighborhood $U$ of $\gamma$ in the space $C^0(I, X)$ endowed with the compact-open topology such that for every $\mu \in U$, if $\mu(0) = \gamma(0)$ and $\mu(1) = \gamma(1)$ then $[\mu] = [\gamma]$.

**Proof.** Write $X = \bigcup_{\alpha \in A} U_\alpha$, where each $U_\alpha \subset X$ is open and such that every lace in $U_\alpha$ is contractible in $X$. By the result of Exercise 3.14, there exists a partition $0 = t_0 < t_1 < \cdots < t_k = 1$ of $I$ such that for all $r = 0, \ldots, k - 1$, there exists $\alpha_r \in A$ with $\gamma([t_r, t_{r+1}]) \subset U_{\alpha_r}$. For each $r$, the point $\gamma(t_r) \in U_{\alpha_{r-1}} \cap U_{\alpha_r}$ has an open arc-connected neighborhood $V_r$ contained in the intersection $U_{\alpha_{r-1}} \cap U_{\alpha_r}$; define the neighborhood $U$ of $\gamma$ in $C^0(I, X)$ by:

$$U = \bigcap_{r=0}^{k-1} V([t_r, t_{r+1}]; U_{\alpha_r}) \cap \bigcap_{r=1}^{k-1} V(\{t_r\}; V_r).$$

Clearly, $\gamma \in U$. Let now $\mu \in U$ be such that $\mu(0) = \gamma(0)$ and $\mu(1) = \gamma(1)$; we need to show that $[\gamma] = [\mu]$.

For each $r = 1, \ldots, k - 1$ choose a curve $\lambda_r \in \Omega(V_r)$ with $\lambda_r(0) = \gamma(t_r)$ and $\lambda_r(1) = \mu(t_r)$; set $\lambda_0 = \sigma_\gamma(0)$ and $\lambda_k = \sigma_\gamma(1)$. For $r = 0, \ldots, k - 1$, we have (see Remark 3.1.4):

$$[\mu]|_{[t_r, t_{r+1}]} = [\lambda_r]^{-1} \cdot [\gamma]|_{[t_r, t_{r+1}]} \cdot [\lambda_{r+1}],$$

because the curve on the right hand side of (3.1.8) concatenated with the inverse of the curve on the left hand side of (3.1.8) is the homotopy class of a loop in $U_{\alpha_r}$, hence trivial in $\tilde{\Omega}(X)$. Moreover, by the result of Exercise 3.13:

$$[\mu] = [\mu]|_{[t_0, t_1]} \cdots [\mu]|_{[t_{k-1}, t_k]};$$

$$[\gamma] = [\gamma]|_{[t_0, t_1]} \cdots [\gamma]|_{[t_{k-1}, t_k]}.$$ \(\square\)

3.1.30. **Example.** Let $S^n \subset \mathbb{R}^{n+1}$ be the unit $n$-dimensional sphere. From the proof of Theorem 3.1.29 it follows that every curve $\gamma : I \to S^n$ is homotopic with fixed endpoints to a curve which is piecewise $C^1$. If $n \geq 2$, such curve cannot be surjective onto the sphere, because its image must have null measure in $S^n$. Hence, if $n \geq 2$ and $\gamma : I \to S^n$ is a piecewise $C^1$ loop, there exists $x \in S^n$ such that $\text{Im}(\gamma) \subset S^n \setminus \{x\}$. Using the stereographic projection, we see that $S^n \setminus \{x\}$ is homeomorphic to $\mathbb{R}^n$, therefore it is simply connected. From this argument it follows that the sphere $S^n$ is simply connected for $n \geq 2$; the circle $S^1$ is not simply connected (see Example 3.2.27).

We will need also a version of Theorem 3.1.29 for the case of homotopies with free endpoints in a given set.

3.1.31. **Definition.** Let $A \subset X$ be a subset and let $\gamma, \mu : [a, b] \to X$ be given curves with $\gamma(a), \mu(a), \gamma(b), \mu(b) \in A$; we say that $\gamma$ and $\mu$ are **homotopic with endpoints free in $A$** if there exists a homotopy $H : \gamma \cong \mu$ such that $H_s(a), H_s(b) \in A$ for all $s \in [a, b]$.
A for every \( s \in I \); in this case we say that \( H \) is a homotopy with free endpoints in \( A \) between \( \gamma \) and \( \mu \).

The relation of “homotopy with free endpoints in \( A \)” is an equivalence relation in the set of curves \( \gamma \in C^0([a, b], X) \) such that \( \gamma(a), \gamma(b) \in A \); obviously, if two curves with endpoints in \( A \) are homotopic with fixed endpoints then they will be homotopic with free endpoints in \( A \).

3.1.32. Remark. If \( \gamma \in \Omega(X) \) is a curve with endpoints in \( A \) and \( \lambda \in \Omega(A) \) is such that \( \gamma(1) = \lambda(0) \), then the concatenation \( \gamma \cdot \lambda \) is homotopic to \( \gamma \) with free endpoints in \( A \). Indeed, for each \( s \in I \), denote by \( \lambda_s \in \Omega(A) \) the curve \( \lambda_s(t) = \lambda((1 - s)t) \). Then, \( H_s = \gamma \cdot \lambda_s \) defines a homotopy with free endpoints in \( A \) between \( \gamma \cdot \lambda \) and \( \gamma \cdot \sigma_{\lambda(0)} \); the conclusion follows from the fact that \( \gamma \) and \( \gamma \cdot \sigma_{\lambda(0)} \) are homotopic with fixed endpoints.

Similarly, one shows that if \( \lambda \in \Omega(A) \) is such that \( \lambda(1) = \gamma(0) \), then \( \lambda \cdot \gamma \) is homotopic to \( \gamma \) with free endpoints in \( A \).

We have the following version of Theorem 3.1.29 for homotopies with free endpoints in a set:

3.1.33. Theorem. Let \( X \) be a locally arc-connected and semi-locally simply connected topological space; let \( A \subset X \) be a locally arc-connected subspace of \( X \). Given a curve \( \gamma : I \to X \) with endpoints in \( A \), then there exists a neighborhood \( \mathcal{U} \) of \( \gamma \) in \( C^0(I, X) \) endowed with the compact-open topology such that, for every \( \mu \in \mathcal{U} \) with endpoints in \( A \), the curves \( \gamma \) and \( \mu \) are homotopic with free endpoints in \( A \).

Proof. We will only show how to adapt the proof of Theorem 3.1.29 to this case. Once the open sets \( U_{\alpha_r} \) and \( V_r \) are constructed, we also choose open neighborhood \( V_0 \) and \( V_k \) of \( \gamma(t_0) \) and \( \gamma(t_k) \) respectively in such a way that \( V_0 \cap A \) and \( V_k \cap A \) are arc-connected and contained respectively in \( U_{\alpha_0} \) and in \( U_{\alpha_{k-1}} \). Then, we define \( \mathcal{U} \) by setting:

\[
\mathcal{U} = \bigcap_{r=0}^{k-1} \mathcal{V}([t_r, t_{r+1}]; U_{\alpha_r}) \cap \bigcap_{r=0}^{k} \mathcal{V}(\{t_r\}; V_r).
\]

Let \( \mu \in \mathcal{U} \) be a curve with endpoints in \( A \); we must show that \( \gamma \) and \( \mu \) are homotopic with free endpoints in \( A \). The curves \( \lambda_0 \) and \( \lambda_k \) are now chosen in such a way that \( \lambda_r(0) = \gamma(t_r), \lambda_r(1) = \mu(t_r) \) and \( \text{Im}(\lambda_r) \subset V_r \cap A \) for \( r = 0, k \). The identity (3.1.8) still holds for \( r = 0, \ldots, k - 1 \). Using the same argument of that proof, we now obtain:

\[
[\mu] = [\lambda_0]^{-1} \cdot [\gamma] \cdot [\lambda_k];
\]

and the conclusion follows from Remark 3.1.32. \( \square \)

3.2. The homotopy exact sequence of a fibration

In this section we will give a short exposition of the definition and the basic properties of the (absolute and relative) homotopy groups of a topological space; we will describe the exact sequence in homotopy of a pair \((X, A)\), and as a corollary we will obtain the homotopy exact sequence of a fibration \( p : E \to B \).
As in Section 3.1, we will denote by $I$ the closed unit interval $[0, 1]$ and by $C^0(Y, Z)$ the set of continuous maps from $Y$ to $Z$. We will denote by $I^n$ the *unit $n$-dimensional cube*, and by $\partial I^n$ its boundary, that is:

$$\partial I^n = \{ t \in I^n : t_i \in \{0, 1\} \text{ for some } i = 1, \ldots, n \}.$$  

If $n = 0$, we define $I^0 = \{0\}$ and $\partial I^0 = \emptyset$.

Let $\mathbb{R}^\infty$ denote the space of all sequences $(t_i)_{i \geq 1}$ of real numbers; we identify $I^n$ with the subset of $\mathbb{R}^\infty$:

$$I^n \cong \{(t_1, \ldots, t_n, 0, 0, \ldots) : 0 \leq t_i \leq 1, \; i = 1, \ldots, n\} \subset \mathbb{R}^\infty$$

in such a way that, for $n \geq 1$, the cube $I^{n-1}$ will be identified with the face of $I^n$:

$$I^{n-1} \cong \{ t \in I^n : t_n = 0 \} \subset I^n;$$

we will call this face the *initial face of $I^n$*. We denote by $J^{n-1}$ the union of the other faces of $I^n$:

$$J^{n-1} = \{ t \in I^n : t_n = 1 \text{ or } t_i \in \{0, 1\} \text{ for some } i = 1, \ldots, n - 1 \};$$

We will henceforth fix a topological space $X$; for every $x_0 \in X$ we denote by $\Omega^n_{x_0}(X)$ the set:

$$\Omega^n_{x_0}(X) = \{ \phi \in C^0(I^n, X) : \phi(\partial I^n) \subset \{x_0\} \}.$$  

If $n = 0$, we identify a map $\phi : I^0 \to X$ with the point $\phi(0) \in X$, so that $\Omega^0_{x_0}(X)$ is identified with the set $X$ (observe that $\Omega^0_{x_0}(X)$ does not actually depend on $x_0$). The set $\Omega^1_{x_0}(X)$ is the loop space with basepoint $x_0$ introduced in Section 3.1.

We say that $(X, A)$ is a *pair of topological spaces* if $X$ is a topological space and $A \subset X$ is a subspace. If $(X, A)$ is a pair of topological spaces, $x_0 \in A$ and $n \geq 1$ we denote by $\Omega^n_{x_0}(A)$ the set:

$$\Omega^n_{x_0}(A) = \{ \phi \in C^0(I^n, X) : \phi(I^{n-1}) \subset A, \; \phi(J^{n-1}) \subset \{x_0\} \}.$$  

Observe that, for $\phi \in \Omega^n_{x_0}(A)$, we have $\phi(\partial I^n) \subset A$; also:

$$\Omega^n_{x_0}(X) = \Omega^n_{x_0}(X, \{x_0\}), \quad n \geq 1.$$  

If $n = 1$, the cube $I^n$ is the interval $I$, the initial face $I^{n-1}$ is the point $\{0\}$ and $J^{n-1} = \{1\}$; the set $\Omega^1_{x_0}(X, A)$ therefore is simply the set of continuous curves $\gamma : I \to X$ with $\gamma(0) \in A$ and $\gamma(1) = x_0$.

### 3.2.1. DEFINITION. If $X$ is a topological space, $x_0 \in X$ and $n \geq 0$, we say that $\phi, \psi \in \Omega^n_{x_0}(X)$ are homotopic in $\Omega^n_{x_0}(X)$ if there exists a homotopy $H : \phi \cong \psi$ such that $H_s \in \Omega^n_{x_0}(X)$ for every $s \in I$; the “homotopy in $\Omega^n_{x_0}(X)$” is an equivalence relation, and for every $\phi \in \Omega^n_{x_0}(X)$ we denote by $[\phi]$ its equivalence class. The quotient set is denoted by:

$$\pi_n(X, x_0) = \{ [\phi] : \phi \in \Omega^n_{x_0}(X) \}.$$  

We say that $[\phi]$ is the *homotopy class defined by $\phi$ in $\pi_n(X, x_0)$*.

Similarly, if $(X, A)$ is a pair of topological spaces, $x_0 \in A$ and $n \geq 1$, we say that $\phi, \psi \in \Omega^n_{x_0}(X, A)$ are *homotopic in $\Omega^n_{x_0}(X, A)$* when there exists a homotopy $H : \phi \cong \psi$ such that $H_s \in \Omega^n_{x_0}(X, A)$ for every $s \in I$; then we have an equivalence relation in $\Omega^n_{x_0}(X, A)$ and we also denote the equivalence classes by $[\phi]$. The quotient set is denoted by:

$$\pi_n(X, A, x_0) = \{ [\phi] : \phi \in \Omega^n_{x_0}(X, A) \}.$$
We say that $[\phi]$ is the homotopy class defined by $\phi$ in $\pi_n(X, A, x_0)$.

Observe that the set $\pi_0(X, x_0)$ does not depend on the point $x_0$, and it is identified with the set of arc-connected components of $X$; for every $x \in X$, $[x]$ will denote then the arc-connected component of $X$ that contains $x$.

From (3.2.1) it follows that:

\[(3.2.2)\] $\pi_n(X, \{x_0\}, x_0) = \pi_n(X, x_0), \quad n \geq 1.$

Given $\phi, \psi \in \Omega^n_{x_0}(X)$ with $n \geq 1$, or given $\phi, \psi \in \Omega^n_{x_0}(X, A)$ with $n \geq 2$, we define the concatenation of $\phi$ with $\psi$ as the map $\phi \cdot \psi : I^n \to X$ given by:

\[(3.2.3)\] $(\phi \cdot \psi)(t) = \begin{cases} \phi(2t_1, t_2, \ldots, t_n), & t_1 \in [0, \frac{1}{2}], \\ \psi(2t_1 - 1, t_2, \ldots, t_n), & t_1 \in [\frac{1}{2}, 1], \end{cases}$

for every $t = (t_1, \ldots, t_n) \in I^n$. Observe that the definition (3.2.3) does not make sense in general for $\phi, \psi \in \Omega^n_{x_0}(X)$ or for $\phi, \psi \in \Omega^1_{x_0}(X, A)$.

The concatenation is a binary operation in $\Omega^n_{x_0}(X)$ for $n \geq 1$ and in $\Omega^n_{x_0}(X, A)$ for $n \geq 2$; it is easy to see that this binary operation passes to the quotient and it defines operations in the sets $\pi_n(X, x_0)$ and $\pi_n(X, A, x_0)$ of the homotopy classes, given by:

$[\phi] \cdot [\psi] = [\phi \cdot \psi].$

We generalize Theorem 3.1.6 as follows:

3.2.2. THEOREM. For $n \geq 1$, the set $\pi_n(X, x_0)$ is a group (with respect to the concatenation operation) and for $n \geq 2$ also the set $\pi_n(X, A, x_0)$ is a group; in both cases, the neutral element is the class $o_{x_0}$ of the constant map $o_{x_0} : I^n \to X$:

\[(3.2.4)\] $o_{x_0}(t) = x_0, \quad t \in I^n,$

and the inverse of $[\phi]$ is the homotopy class $[\phi^{-1}]$ of the map $\phi^{-1} : I^n \to X$ given by:

$\phi^{-1}(t) = \phi(1 - t_1, t_2, \ldots, t_n), \quad t \in I^n.$

\[\square\]

3.2.3. DEFINITION. A pointed set is a pair $(C, c_0)$ where $C$ is an arbitrary set and $c_0 \in C$ is an element of $C$. We say that $c_0$ is the distinguished element of $(C, c_0)$. A map of pointed sets $f : (C, c_0) \to (C', c'_0)$ is an arbitrary map $f : C \to C'$ such that $f(c_0) = c'_0$; in this case we define the kernel of $f$ by:

\[(3.2.5)\] $\text{Ker}(f) = f^{-1}(c'_0),$

If $\text{Ker}(f) = C$ we say that $f$ is the null map of $(C, c_0)$ in $(C', c'_0)$. A pointed set $(C, c_0)$ with $C = \{c_0\}$ will be called the null pointed set. Both the null pointed set and the null map of pointed sets will be denoted by 0 when there is no danger of confusion.

Given a group $G$, we will always think of $G$ as the pointed set $(G, 1)$, where 1 is the identity of $G$; with this convention, the group homomorphisms are maps of pointed sets, and the definition of kernel (3.2.5) coincides with the usual definition of kernel of a homomorphism.

3.2.4. DEFINITION. For $n \geq 1$, the group $\pi_n(X, x_0)$ is called the $n$-th (absolute) homotopy group of the space $X$ with basepoint $x_0$; for $n \geq 2$, the group $\pi_n(X, A, x_0)$ is called the $n$-th relative homotopy group of the pair $(X, A)$ with
basepoint $x_0 \in A$. We call $\pi_0(X, x_0)$ and $\pi_1(X, A, x_0)$ respectively the zero-th set of homotopy of $X$ with basepoint $x_0 \in X$ and the first set of homotopy of the pair $(X, A)$ with basepoint $x_0 \in A$; all the sets and groups of homotopy (absolute or relative) will be seen as pointed sets, being the class $[\alpha_{x_0}]$ their distinguished element.

3.2.5. Remark. Arguing as in Example 3.1.9, one concludes that if $X_0$ is the arc-connected component of $X$ containing $x_0$, then $\pi_n(X, x_0) = \pi_n(X_0, x_0)$ for every $n \geq 1$; if $x_0 \in A \subset X_0$, then also $\pi_n(X, A, x_0) = \pi_n(X_0, A, x_0)$ for every $n \geq 1$. If $x_0 \in A \subset X$ and if $A_0$ denotes the arc-connected component of $A$ containing $x_0$, then $\pi_n(X, A, x_0) = \pi_n(X_0, A_0, x_0)$ for every $n \geq 2$.

3.2.6. Example. If $X \subset \mathbb{R}^d$ is star-shaped around the point $x_0 \in X$, then $\pi_n(X, x_0) = 0$ for every $n \geq 0$; for, given $\phi \in \Omega^n_{x_0}(X)$ we define a homotopy $H: \phi \equiv \alpha_{x_0}$ by setting:

$$H(s, t) = (1 - s)\phi(t) + s x_0, \quad s \in I, \quad t \in I^n.$$ 

3.2.7. Example. For $n \geq 1$, if $\phi \in \Omega^n_{x_0}(X, A)$ is such that $\text{Im}(\phi) \subset A$, then $[\phi] = [\alpha_{x_0}]$ in $\pi_n(X, A, x_0)$; for, a homotopy $H: \phi \equiv \alpha_{x_0}$ in $\Omega^n_{x_0}(X, A)$ can be defined by:

$$H(s, t) = \phi(t_1, \ldots, t_{n-1}, 1 - (1 - s)(1 - t_n)), \quad t \in I^n, \quad s \in I.$$ 

In particular, we have $\pi_n(X, X, x_0) = 0$.

3.2.8. Definition. Let $X, Y$ be topological spaces and let $x_0 \in X$, $y_0 \in Y$ be given. If $f: X \rightarrow Y$ is a continuous map such that $f(x_0) = y_0$, we say that $f$ preserves basepoints, and we write

$$f: (X, x_0) \rightarrow (Y, y_0).$$

Then, for $n \geq 0$, $f$ induces a map of pointed sets:

$$(3.2.6) \quad f_*: \pi_n(X, x_0) \rightarrow \pi_n(Y, y_0)$$

defined by $f_*([\phi]) = [f \circ \phi]$.

Given pairs $(X, A)$ and $(Y, B)$ of topological spaces, then a map of pairs

$$f: (X, A) \rightarrow (Y, B)$$

is a continuous map $f : X \rightarrow Y$ such that $f(A) \subset B$. If a choice of basepoints $x_0 \in A$ and $y_0 \in B$ is done, we say that $f$ preserves basepoints if $f(x_0) = y_0$, in which case we write:

$$f: (X, A, x_0) \rightarrow (Y, B, y_0).$$

For $n \geq 1$, such a map induces a map $f_*$ of pointed sets:

$$(3.2.7) \quad f_*: \pi_n(X, A, x_0) \rightarrow \pi_n(Y, B, y_0)$$

defined by $f_*([\phi]) = [f \circ \phi]$.

It is easy to see that the maps $f_*$ are well defined, i.e., they do not depend on the choice of representatives in the homotopy classes. Given maps:

$$f: (X, A, x_0) \rightarrow (Y, B, y_0), \quad g: (Y, B, y_0) \rightarrow (Z, C, z_0)$$

then $(g \circ f)_* = g_* \circ f_*$; if $\text{Id}$ denotes the identity of $(X, A, x_0)$, then $\text{Id}_*$ is the identity of $\pi_n(X, A, x_0)$. It follows that if $f: (X, A, x_0) \rightarrow (Y, B, y_0)$ is a homeomorphism of triples, i.e., $f: X \rightarrow Y$ is a homeomorphism, $f(A) = B$ and
f(x_0) = y_0$, then $f_*$ is a bijection. Similar observations can be made for the absolute homotopy groups $\pi_n(X, x_0)$. We also have the following:

3.2.9. Proposition. Given $f : (X, x_0) \to (Y, y_0)$, then, for $n \geq 1$, the map $f_*$ given in (3.2.6) is a group homomorphism; moreover, if

$$f : (X, A, x_0) \to (Y, B, y_0),$$

then for $n \geq 2$ the map $f_*$ given in (3.2.7) is a group homomorphism. \qed

3.2.10. Example. If $X = X_1 \times X_2$, and $\text{pr}_1 : X \to X_1, \text{pr}_2 : X \to X_2$ denote the projections, then a continuous map $\phi : I^n \to X$ is completely determined by its coordinates:

$$\text{pr}_1 \circ \phi = \phi_1 : I^n \to X^1, \quad \text{pr}_2 \circ \phi = \phi_2 : I^n \to X^2,$$

from which it is easy to see that, given $x = (x_1, x_2) \in X$ and $n \geq 0$, we have a bijection:

$$\pi_n(X, x) \cong \pi_n(X_1, x_1) \times \pi_n(X_2, x_2)$$

which is also a group homomorphism if $n \geq 1$. More generally, given $A_1 \subset X_1, A_2 \subset X_2, x \in A = A_1 \times A_2$, then for $n \geq 1$ we have a bijection:

$$\pi_n(X, A, x) \cong \pi_n(X_1, A_1, x_1) \times \pi_n(X_2, A_2, x_2)$$

which is also a group homomorphism if $n \geq 2$. Similar observations can be made for products of an arbitrary number (possibly infinite) of topological spaces.

Give a pair $(X, A)$ and $x_0 \in A$, we have the following maps:

$$i : (A, x_0) \to (X, x_0), \quad q : (X, \{x_0\}, x_0) \to (X, A, x_0),$$

induced respectively by the inclusion of $A$ into $X$ and by the identity of $X$. Keeping in mind (3.2.2) and Definition 3.2.8, we therefore obtain maps of pointed sets:

$$i_* : \pi_n(A, x_0) \to \pi_n(X, x_0), \quad q_* : \pi_n(X, x_0) \to \pi_n(X, A, x_0);$$

explicitly, we have $i_*([\phi]) = [\phi]$ and $q_*([\phi]) = [\phi]$. For $n \geq 1$ we define the connection map relative to the triple $(X, A, x_0)$:

$$\partial_* : \pi_n(X, A, x_0) \to \pi_{n-1}(A, x_0)$$

by setting $\partial_*([\phi]) = [\phi] |_{I^{n-1}}$; it is easy to see that $\partial_*$ is well defined, i.e., it does not depend on the choice of a representative of the homotopy class. Moreover, $\partial_*$ is always a map of pointed sets, and it is a group homomorphism if $n \geq 2$.

3.2.11. Definition. A sequence of pointed sets and maps of pointed sets of the form:

$$\cdots \xrightarrow{f_{i+2}} (C_{i+1}, c_{i+1}) \xrightarrow{f_{i+1}} (C_i, c_i) \xrightarrow{f_i} (C_{i-1}, c_{i-1}) \xrightarrow{f_{i-1}} \cdots$$

is said to be exact at $(C_i, c_i)$ if $\text{Ker}(f_i) = \text{Im}(f_{i+1})$; the sequence is said to be exact if it is exact at each $(C_i, c_i)$ for every $i$.

We can now prove one of the main results of this section:
3.2.12. Theorem. If \((X, A)\) is a pair of topological spaces and \(x_0 \in A\), then the sequence:

\[
\cdots \xrightarrow{\partial_*} \pi_n(A, x_0) \xrightarrow{i_*} \pi_n(X, x_0) \xrightarrow{q_*} \pi_n(X, A, x_0) \xrightarrow{\partial_*} \pi_{n-1}(A, x_0) \xrightarrow{i_*} \cdots \xrightarrow{q_*} \pi_1(X, A, x_0) \xrightarrow{\partial_*} \pi_0(A, x_0) \xrightarrow{i_*} \pi_0(X, x_0)
\]

is exact, where for each \(n\) the pointed set maps \(i_*\), \(q_*\) and \(\partial_*\) are given in formulas (3.2.8) and (3.2.9).

Proof. The proof is done by considering several cases in which the homotopies are explicitly exhibited.

- **Exactness at \(\pi_n(X, x_0)\).** The fact that \(\text{Im}(i_*) \subseteq \text{Ker}(q_*)\) follows from Example 3.2.7. Let \(\phi \in \Omega^n_{x_0}(X)\) be such that there exists a homotopy \(H : \phi \equiv \sigma_{x_0}\) in \(\Omega^n_{x_0}(X, A)\). Define \(K : I \times I^n \to X\) by setting:

  \[
  K_s(t) = K(s, t) = \begin{cases} 
  H_{2t}(t_1, \ldots, t_{n-1}, 0), & 0 \leq 2t \leq s, \\
  H_s(t_1, \ldots, t_{n-1}, \frac{2n-s}{2-s}), & s \leq 2t \leq 2.
  \end{cases}
  \]

  It is easy to see that \(\psi = K_1 \in \Omega^n_{x_0}(A)\) and that \(K : \phi \equiv \psi\) is a homotopy in \(\Omega^n_{x_0}(X)\). It follows \([\phi] = i_*([\psi])\).

- **Exactness at \(\pi_n(X, A, x_0)\).**

  The inclusion \(\text{Im}(q_*) \subseteq \text{Ker}(\partial_*)\) is trivial. Let \(\phi \in \Omega^{n-1}_{x_0}(X, A)\) be such that there exists a homotopy \(H : \phi|_{I^{n-1}} \equiv \sigma_{x_0}\) in \(\Omega^n_{x_0}(A)\). Define \(K : I \times I^n \to X\) by the following formula:

  \[
  K_s(t) = K(s, t) = \begin{cases} 
  H_{s-2t}(t_1, \ldots, t_{n-1}), & 0 \leq 2t \leq s, \\
  \phi(t_1, \ldots, t_{n-1}, \frac{2n-s}{2-s}), & s \leq 2t \leq 2.
  \end{cases}
  \]

  It is easy to see that \(\psi = K_1 \in \Omega^n_{x_0}(X)\) and that \(K : \phi \equiv \psi\) is a homotopy in \(\Omega^n_{x_0}(X, A)\). It follows \([\phi] = q_*([\psi])\).

- **Exactness at \(\pi_1(X, A, x_0)\).**

  We first show that \(\text{Im}(\partial_*) \subseteq \text{Ker}(i_*)\). To this aim, let \(\phi \in \Omega^{n+1}_{x_0}(X, A)\). Define \(H : I \times I^n \to X\) by setting:

  \[
  H_s(t) = H(s, t) = \phi(t, s), \quad s \in I, \quad t \in I^n;
  \]

  It is easy to see that \(H : \phi|_{I^n} \equiv \sigma_{x_0}\) is a homotopy in \(\Omega^n_{x_0}(X)\), so that

  \(\text{Im}(i_* \circ \partial_*)([\phi]) = [\sigma_{x_0}]\).

  Let now \(\psi \in \Omega^n_{x_0}(A)\) be such that there exists a homotopy \(K : \psi \equiv \sigma_{x_0}\) in \(\Omega^n_{x_0}(X)\). Then, define:

  \[
  \phi(t) = K_{i_{n+1}}(t_1, \ldots, t_n), \quad t \in I^{n+1};
  \]

  it follows that \(\phi \in \Omega^{n+1}_{x_0}(X, A)\) and \(\partial_*([\phi]) = [\psi]\).

  This concludes the proof. \(\square\)

The exact sequence (3.2.10) is known as the the long exact homotopy sequence of the pair \((X, A)\) relative to the basepoint \(x_0\). The exactness property of (3.2.10) at \(\pi_1(X, A, x_0)\) can be refined a bit as follows:
3.2.13. PROPOSITION. The map
\[ \pi_1(X, A, x_0) \times \pi_1(X, x_0) \ni ([\gamma], [\mu]) \mapsto [\gamma \cdot \mu] \in \pi_1(X, A, x_0) \]
defines a right action of the group \( \pi_1(X, x_0) \) on the set \( \pi_1(X, A, x_0) \); the orbit of
the distinguished element \([o_{x_0}]\) is \( \pi_1(X, A, x_0) \) is the kernel of the connection map
\[ \partial_e: \pi_1(X, A, x_0) \to \pi_0(A, x_0), \]
and the isotropy group of \([o_{x_0}]\) is the image of the homomorphism:
\[ i_*: \pi_1(A, x_0) \to \pi_1(X, x_0) \]
in particular, the map
\[ q_*: \pi_1(X, x_0) \to \pi_1(X, A, x_0) \]
induces, by passage to the quotient, a bijection between the set of right cosets \( \pi_1(X, x_0)/\text{Im}(i_*) \)
and the set \( \text{Ker}(\partial_e) \).

PROOF. It is easy to see that (3.2.11) does indeed define a right action (see Corollary 3.1.5). The other statements follow from the long exact sequence of
the pair \((X, A)\) and from the elementary theory of actions of groups on sets, by
observing that the map of “action on the element \( o_{x_0} \)”:
\[ \beta_{[o_{x_0}]}: \pi_1(X, x_0) \to \pi_1(X, A, x_0) \]
given by \( \beta_{[o_{x_0}]}([\mu]) = [o_{x_0} \cdot \mu] \) coincides with (3.2.12).

We now proceed with the study of fibrations.

3.2.14. DEFINITION. Let \( F, E, B \) be topological spaces; a continuous map
\( p: E \to B \) is said to be a locally trivial fibration with typical fiber \( F \) if for every \( b \in B \) there exists an open neighborhood \( U \) of \( b \) in \( B \) and a homeomorphism:
\[ \alpha: p^{-1}(U) \to U \times F \]
such that \( \text{pr}_1 \circ \alpha = p|_{p^{-1}(U)} \), where \( \text{pr}_1 \) denotes the first projection of the product
\( U \times F \); we then say that \( \alpha \) is a local trivialization of \( p \) around \( b \), and we also say
that the fibration \( p \) is trivial on the open set \( U \subset B \). We call \( E \) the total space and
\( B \) the base of the fibration \( p \); for every \( b \in B \) the subset \( E_b = p^{-1}(b) \subset E \) will be
called the fiber over \( b \).

Clearly, any local trivialization of \( p \) around \( b \) induces a homeomorphism of the
fiber \( E_b \) onto the typical fiber \( F \).

We have the following:

3.2.15. LEMMA. Let \( p: E \to B \) a locally trivial fibration, with typical fiber
\( F \); then, given \( e_0 \in E, b_0 \in B \) with \( p(e_0) = b_0 \), the map:
\[ p_*: \pi_n(E, E_{b_0}, e_0) \to \pi_n(B, \{b_0\}, b_0) = \pi_n(B, b_0) \]
is a bijection for every \( n \geq 1 \).

The proof of Lemma 3.2.15 is based on the following technical Lemma:

3.2.16. LEMMA. Let \( p: E \to B \) be a locally trivial fibration with typical fiber
\( F \); then, for \( n \geq 1 \), given continuous maps \( \phi: I^n \to B \) and \( \psi: J^{n-1} \to E \) with
3.2. THE HOMOTOPY EXACT SEQUENCE OF A FIBRATION

$p \circ \psi = \phi|_{J^{n-1}}$, there exists a continuous map $\tilde{\phi}: I^n \to E$ such that $\tilde{\phi}|_{J^{n-1}} = \psi$ and such that the following diagram commutes:

\[
\begin{array}{ccc}
I^n & \overset{\phi}{\rightarrow} & E \\
\phantom{\phi} & \searrow \phi \downarrow & \\
\phantom{\phi} & B & \\
\end{array}
\]

**Proof.** The proof is split into several steps.

(1) There exists a retraction $r: I^n \to J^{n-1}$, i.e., $r$ is continuous and $r|_{J^{n-1}} = \text{Id}$.

Fix $\bar{t} = (\frac{1}{2}, \ldots, \frac{1}{2}, -1) \in \mathbb{R}^n$; for each $t \in I^n$ define $r(t)$ as the unique point of $J^{n-1}$ that belongs to the straight line through $\bar{t}$ and $t$.

(2) The Lemma holds if there exists a trivialization (3.2.13) of $p$ with $\text{Im}(\phi) \subset U$.

Let $\psi_0: J^{n-1} \to F$ be such that $\alpha(\psi(t)) = (\phi(t), \psi_0(t))$, $t \in J^{n-1}$; then, we consider:

\[\tilde{\phi}(t) = \alpha^{-1}(\phi(t), \psi_0(r(t))), \quad t \in I^n.\]

(3) The Lemma holds if $n = 1$.

Let $0 = u_0 < u_1 < \ldots < u_k = 1$ be a partition of $I$ such that, for $i = 0, \ldots, k-1$, $\phi([u_i, u_{i+1}])$ is contained in an open subset of $B$ over which the fibration $p$ is trivial (see the idea of the proof of Theorem 3.1.29); using step (2), define $\tilde{\phi}$ on the interval $[u_i, u_{i+1}]$ starting with $i = k - 1$ and proceeding inductively up to $i = 0$.

(4) The Lemma holds in general.

We prove the general case by induction on $n$; the base of induction is step (3). Suppose then that the Lemma holds for cubes of dimensions less than $n$. Consider a partition:

\[0 = u_0 < u_1 < \ldots < u_k = 1\]

of the interval $I$; let $a = (a_1, \ldots, a_{n-1})$ be such that for each $i = 1, \ldots, n-1$, the set $a_i$ is equal to one of the intervals $[u_j, u_{j+1}]$, $j = 0, \ldots, k - 1$ of the partition (3.2.15), or else $a_i$ is equal to one of the points $\{u_j\}$, $j = 1, \ldots, k-1$; define:

\[I_a = a_1 \times \cdots \times a_{n-1} \subset I^{n-1}.\]

If $r \in \{0, \ldots, n - 1\}$ is the number of indices $i$ such that $a_i$ is an interval (containing more than one point), we will say that $I_a$ is a block of dimension $r$. The partition (3.2.15) could have been chosen in such a way that each $\phi(I_a \times [u_j, u_{j+1}])$ is contained in an open subset of $B$ over which the fibration is trivial (see the idea of the proof of Theorem 3.1.29).

Using the induction hypotheses (or step (3)) we define the map $\tilde{\phi}$ on the subsets $I_a \times I$ where $I_a$ is a block of dimension one. We then proceed inductively until when $\tilde{\phi}$ is defined on each $I_a \times I$ such that $I_a$ is a block of dimension $r \leq n - 2$. 
Fix now a in such a way that $I_a$ is a block of dimension $n - 1$; using step (2) we define $\tilde{\phi}$ on $I_a \times [u_j, u_{j+1}]$ starting with $j = k - 1$ and continuing inductively until $j = 0$. This concludes the proof.

\[ \square \]

The map $\tilde{\phi}$ in the statement of Lemma 3.2.16 is called a lifting of $\phi$ relatively to $p$.

**Proof of Lemma 3.2.15.** Given $[\phi] \in \pi_n(B, b_0)$, by Lemma 3.2.16 there exists a lifting $\tilde{\phi} : I^n \to E$ of $\phi$ relatively to $p$, such that $\tilde{\phi}$ is constant equal to $e_0$ on $J^{n-1}$; then $[\tilde{\phi}] \in \pi_n(E, E_{b_0}, e_0)$ and $p_*([\tilde{\phi}]) = [\phi]$. This shows that $p_*$ is surjective; we now show that $p_*$ is injective.

Let $[\psi_1], [\psi_2] \in \pi_n(E, E_{b_0}, e_0)$ be such that $p_*([\psi_1]) = p_*([\psi_2])$; then, there exists a homotopy $H : I \times I^n = I^{n+1} \to B$ such that $H_0 = p \circ \psi_1, H_1 = p \circ \psi_2$ and $H_s \in \Omega^n_{b_0}(B)$ for every $s \in I$. Observe that:

\[ J^n = (I \times J^{n-1}) \cup \{0\} \times I^n \cup \{1\} \times I^n; \]

we can therefore define a continuous map $\psi : J^n \to E$ by setting $\psi(0, t) = \psi_1(t), \psi(1, t) = \psi_2(t)$ for $t \in I^n$, and $\psi(s, t) = e_0$ for $s \in I, t \in J^{n-1}$. It follows from Lemma 3.2.16 that there exists a continuous map:

\[ \tilde{H} : I \times I^n = I^{n+1} \to E \]

such that $p \circ \tilde{H} = H \circ j^n = \psi$; it is then easy to see that $\tilde{H} : \psi_1 \cong \psi_2$ is a homotopy in $\Omega^n_{b_0}(E, E_{b_0})$ and therefore $[\psi_1] = [\psi_2] \in \pi_n(E, E_{b_0}, e_0)$. This concludes the proof.

\[ \square \]

The idea now is to “replace” $\pi_n(E, E_{b_0}, e_0)$ by $\pi_n(B, b_0)$ in the long exact homotopy sequence of the pair $(E, E_{b_0})$, obtaining a new exact sequence. Towards this goal, we consider a locally trivial fibration $p : E \to B$ with typical fiber $F$; choose $b_0 \in B, f_0 \in F$, a homeomorphism $h : E_{b_0} \to F$ and let $e_0 \in E_{b_0}$ be such that $h(e_0) = f_0$. We then define maps $i_* \in \delta_*$ in such a way that the following diagrams commute:

\[ \begin{align*}
\pi_n(E_{b_0}, e_0) & \xrightarrow{h_*} \pi_n(F, f_0) \xrightarrow{i_*} \pi_n(E, e_0) \\
\pi_n(E, E_{b_0}, e_0) & \xrightarrow{\partial_*} \pi_{n-1}(E_{b_0}, e_0) \xrightarrow{\delta_*} \pi_{n-1}(F, f_0)
\end{align*} \]

(3.2.16)

(3.2.17)

where $i_*$ is induced by inclusion, and $\partial_*$ is the connection map corresponding to the triple $(E, E_{b_0}, e_0)$.

We then obtain the following:
3.2.17. **Corollary.** Let \( p : E \to B \) be a locally trivial fibration with typical fiber \( F \); choosing \( b_0 \in B \), \( f_0 \in F \), a homeomorphism \( \tilde{h} : E_{b_0} \to F \) and taking \( e_0 \in E_{b_0} \) such that \( \tilde{h}(e_0) = f_0 \) we obtain an exact sequence

\[
\cdots \to \pi_n(F, f_0) \xrightarrow{\iota_*} \pi_n(E, e_0) \xrightarrow{p_*} \pi_n(B, b_0) \xrightarrow{\delta_*} \pi_{n-1}(F, f_0) \xrightarrow{\iota_*} \cdots
\]

(3.2.18)

where \( \iota_* \) and \( \delta_* \) are defined respectively by the commutative diagrams (3.2.16) and (3.2.17).

**Proof.** Everything except for the exactness at \( \pi_0(E, e_0) \) follows directly from the long exact sequence of the pair \((E, E_{b_0})\) and from the definitions of \( \iota_* \) and \( \delta_* \).

The exactness at \( \pi_0(E, e_0) \) is obtained easily from Lemma 3.2.16 with \( n = 1 \). \( \square \)

The exact sequence (3.2.18) is known as the *long exact homotopy sequence of the fibration \( p \).*

3.2.18. **Definition.** A locally trivial fibration whose typical fiber is a discrete topological space is said to be a covering map.

In Exercise 3.18 the reader is asked to show the equivalence between Definition 3.2.18 and the more standard definition of covering map.

We have the following:

3.2.19. **Corollary.** If \( p : E \to B \) is a covering, then, given \( e_0 \in E \) and \( b_0 \in B \) with \( p(e_0) = b_0 \), the map:

\[
p_* : \pi_n(E, e_0) \to \pi_n(B, b_0)
\]

is an isomorphism for every \( n \geq 2 \).

**Proof.** It follows directly from the long exact homotopy sequence of the fibration \( p \), observing that, since \( F \) is discrete, it is \( \pi_n(F, f_0) = 0 \) for every \( n \geq 1 \). \( \square \)

3.2.20. **Lemma.** Let \( p : E \to B \) be a covering map, \( b_0 \in B \), \( e_0 \in p^{-1}(b_0) \subset E \). Then:

(a) if \( \gamma : I \to B \) is a continuous curve with \( \gamma(0) = b_0 \), there exists a unique continuous curve \( \tilde{\gamma} : I \to E \) with \( \tilde{\gamma}(0) = e_0 \) and \( p \circ \tilde{\gamma} = \gamma \);

(b) if \( H : I \times I \to B \) is a continuous map with \( H(0, 0) = b_0 \), there exists a unique continuous map \( \tilde{H} : I \times I \to B \) with \( \tilde{H}(0, 0) = e_0 \) and \( p \circ \tilde{H} = H \).

**Proof.** In both (a) and (b), the uniqueness follows directly from the result of Exercise 3.19. To prove the existence in part (a), use Lemma 3.2.16 with \( n = 1 \) and the curve \( \gamma^{-1} \) (notice that \( J^0 = \{1\} \)). To prove the existence in part (b), first use part (a) three times to construct a continuous map \( \psi : J^1 \to E \) with \( p \circ \psi = H \big|_{J^1} \) and \( \psi(0, 0) = e_0 \) (notice that \( J^1 \) is the union of three sides of the square \( \partial J^2 \)). Now, use Lemma 3.2.16 with \( n = 2 \). \( \square \)

The following is a classical result concerning liftings of continuous maps with respect to covering maps.
3.2.21. Proposition. Let \( p : E \to B \) be a covering map, \( X \) an arc-connected and locally arc-connected topological space, \( f : X \to B \) a continuous map, \( x_0 \in X \) and \( e_0 \in E \) with \( p(e_0) = f(x_0) \). Assume that:

\[
(3.2.19) \quad f_*\left(\pi_1(X, x_0)\right) \subset p_*\left(\pi_1(E, e_0)\right).
\]

Then there exists a unique continuous map \( \hat{f} : X \to E \) with \( \hat{f}(x_0) = e_0 \) and \( p \circ \hat{f} = f \).

Proof. The uniqueness part follows directly from the result of Exercise 3.19. To prove existence, we construct \( \hat{f} \) as follows. Given \( x \in X \), let \( \gamma : I \to X \) be a continuous curve with \( \gamma(0) = x_0 \) and \( \gamma(1) = x \) and let \( \hat{\gamma} : I \to E \) be the lifting of \( f \circ \gamma : I \to B \) such that \( \hat{\gamma}(0) = e_0 \) (Lemma 3.2.20). Set \( \hat{f}(x) = \hat{\gamma}(1) \). Our hypothesis \((3.2.19)\) implies that \( \hat{f}(x) \) is well-defined, i.e., does not depend on the choice of \( \gamma \) (see Exercise 3.8). Clearly, \( \hat{f}(x_0) = e_0 \) (take \( \gamma \) to be the constant curve equal to \( x_0 \)) and \( p \circ \hat{f} = f \). Let us prove that \( \hat{f} \) is continuous. Let \( x \in X \) be fixed and \( U \) be an open neighborhood of \( f(x) \) in \( E \); we will show that there exists a neighborhood \( V \) of \( x \) in \( X \) with \( f(V) \subset U \). Since \( p \) is a local homeomorphism, we may assume without loss of generality that \( p \) maps \( U \) homeomorphically onto an open neighborhood \( p(U) \) of \( f(x) \) in \( B \). Let \( V \) be an arc-connected neighborhood of \( x \) contained in \( f^{-1}(p(U)) \). Let \( \gamma : I \to X \) be a continuous curve with \( \gamma(0) = x_0 \) and \( \gamma(1) = x \) and \( \hat{\gamma} : I \to E \) be a lifting of \( f \circ \gamma \) with \( \hat{\gamma}(0) = e_0 \), so that \( \hat{\gamma}(1) = \hat{f}(x) \). Given \( y \in V \), choose a continuous curve \( \mu : I \to X \) with \( \mu(0) = x \), \( \mu(1) = y \) and \( \mu(I) \subset V \). Then \( (f \circ \mu)(I) \subset p(U) \). Set \( \tilde{\mu} = (p|_U)^{-1} \circ (f \circ \mu) \) and \( \tilde{\mu}(0) = f(x) = \hat{\gamma}(1) \subset U \). The curve \( \hat{\gamma} \cdot \tilde{\mu} \) is a lifting of \( \gamma \cdot \mu \) starting at \( e_0 \) and therefore, by the construction of \( \hat{f} \), \( \hat{f}(y) = \tilde{\mu}(1) = \hat{\mu}(1) \in U \). Hence \( \hat{f}(V) \subset U \) and we are done.

\( \square \)

3.2.22. Corollary. Let \( p : E \to B \) be a covering map, \( X \) an arc-connected and locally arc-connected topological space, \( f : X \to B \) a continuous map, \( x_0 \in X \) and \( e_0 \in E \) with \( p(e_0) = f(x_0) \). If \( X \) is simply connected then there exists a unique continuous map \( \hat{f} : X \to E \) with \( \hat{f}(x_0) = e_0 \) and \( p \circ \hat{f} = f \). \( \square \)

3.2.23. Remark. Let \( p : E \to B \) be a locally trivial fibration with typical fiber \( F \); choose \( b_0 \in B \) and a homeomorphism \( \mathcal{h} : E_{b_0} \to F \). Let us take a closer look at the map \( \delta \), defined by diagram \((3.2.17)\), in the case \( n = 1 \).

For each \( f \in F \), we denote by \( \delta^I_f \) the map defined by diagram \((3.2.17)\) taking \( n = 1 \) and replacing \( f_0 \) by \( f \) and \( e_0 \) by \( \mathcal{h}^{-1}(f) \) in this diagram. We have the following explicit formula:

\[
(3.2.20) \quad \delta^I_f(\gamma) = \left[ \mathcal{h}(\tilde{\gamma}(0)) \right] \in \pi_0(F, f), \quad \gamma \in \Omega^1_{b_0}(B),
\]

where \( \tilde{\gamma} : I \to E \) is any lifting of \( \gamma \) (i.e., \( p \circ \tilde{\gamma} = \gamma \)) with \( \tilde{\gamma}(1) = \mathcal{h}^{-1}(f) \). The existence of the lifting \( \tilde{\gamma} \) follows from Lemma 3.2.16 with \( n = 1 \).

Using \((3.2.20)\), it is easy to see that \( \delta^I_f \) only depends on the arc-connected component \([f]\) of \( F \) containing \( f \); for, if \( f_1, f_2 \in F \) and \( \lambda : I \to F \) is a continuous curve with \( \lambda(0) = f_1 \) and \( \lambda(1) = f_2 \), then, given a lifting \( \tilde{\gamma} \) of \( \gamma \) with \( \tilde{\gamma}(1) = \mathcal{h}^{-1}(f_1) \), it follows that \( \tilde{\mu} = \tilde{\gamma} \cdot (\mathcal{h}^{-1} \circ \lambda) \) is a lifting of \( \mu = \gamma \circ \mathcal{h}_{b_0} \) with \( \hat{\mu}(0) = \hat{\mu}(1) = \mathcal{h}^{-1} (f_2) \), and so

\[
\delta^I_{f_2}(\gamma) = \left[ \mathcal{h}(\tilde{\gamma}(0)) \right] = \left[ \mathcal{h}(\hat{\mu}(0)) \right] = \delta^I_f(\mu) = \delta^I_{f_2}(\gamma).
\]
Denoting by $\pi_0(F)$ the set of arc-connected components of $F$ (disregarding the distinguished point) we obtain a map
\[(3.2.21) \quad \pi_1(B, b_0) \times \pi_0(F) \to \pi_0(F)\]
given by $([\gamma], [f]) \mapsto \delta_\nu([\gamma])$. It follows easily from (3.2.20) that (3.2.21) defines a left action of the group $\pi_1(B, b_0)$ on the set $\pi_0(F)$.

Let us now fix $f_0 \in F$ and let us set $e_0 = h^{-1}(f_0)$; using the long exact sequence of the fibration $p$ it follows that the sequence
\[
p_*= \pi_1(E, e_0) \overset{p_*}{\longrightarrow} \pi_1(B, b_0) \overset{\delta_*=\delta_0}{\longrightarrow} \pi_0(F, f_0) \overset{\iota_*}{\longrightarrow} \pi_0(E, e_0) \]
is exact. This means that the orbit of the point $[f_0] \in \pi_0(F)$ relatively to the action (3.2.21) is equal to the kernel of $\iota_*$ and that the isotropy group of $[f_0]$ is equal to the image of $p_*$. Hence the map $\delta_*$ induces by passing to the quotient a bijection between the set of left cosets $\pi_1(B, b_0)/\text{Im}(p_*)$ and the set $\text{Ker}(\iota_*)$.

3.2.24. Example. Let $p : E \to B$ be a locally trivial fibration with discrete typical fiber $F$, i.e., $p$ is a covering. Choose $b_0 \in B$, $e_0 \in E_{b_0}$ and a homeomorphism $h : E_{b_0} \to F$ (actually, in the case of discrete fiber, every bijection $h$ will be a homeomorphism); set $f_0 = h(e_0)$.

Since $\pi_1(F, f_0) = 0$, it follows from the long exact sequence of the fibration that the map
\[p_* : \pi_1(E, e_0) \to \pi_1(B, b_0)\]
is injective; we can therefore identify $\pi_1(E, e_0)$ with the image of $p_*$. Observe that the set $\pi_0(F, f_0)$ may be identified with $F$.

Under the assumption that $E$ is arc-connected, we have $\pi_0(E, e_0) = 0$, and it follows from Remark 3.2.23 that the map $\delta_*$ induces a bijection:
\[(3.2.22) \quad \pi_1(B, b_0)/\pi_1(E, e_0) \xrightarrow{\cong} F.\]

Unfortunately, since $F$ has no group structure, the bijection (3.2.22) does not give any information about the group structures of $\pi_1(E, e_0)$ and $\pi_1(B, b_0)$.

Let us now assume that the fiber $F$ has a group structure and that there exists a continuous right action:
\[(3.2.23) \quad E \times F \ni (e, f) \mapsto e \bullet f \in E\]
of $F$ on $E$ (since $F$ is discrete, continuity of (3.2.23) in this context means continuity in the second variable); let us also assume that the action (3.2.23) is free, i.e., without fixed points, and that its orbits are the fibers of $p$. If $f_0 = 1$ is the unit of $F$ and the homeomorphism $h : E_{b_0} \to F$ is the inverse of the bijection:
\[\beta_{e_0} : F \ni f \mapsto e_0 \bullet f \in E_{b_0},\]
we will show that the map
\[(3.2.24) \quad \delta_* : \pi_1(B, b_0) \to \pi_0(F, f_0) \cong F\]
is a group homomorphism; it will then follow that $\text{Im}(p_*) \simeq \pi_1(E, e_0)$ is a normal subgroup of $\pi_1(B, b_0)$ and that the bijection (3.2.22) is an isomorphism of groups.

Let us show that (3.2.24) is a homomorphism. To this aim, let $\gamma, \mu \in \Omega^1_{b_0}(B)$ and let $\tilde{\gamma}, \tilde{\mu} : I \to E$ be lifts of $\gamma$ and $\mu$ respectively, with $\tilde{\gamma}(1) = \tilde{\mu}(1) = e_0$; using (3.2.20) and identifying $\pi_0(F, f_0)$ with $F$ we obtain:
\[\delta_*([\gamma]) = h(\tilde{\gamma}(0)), \quad \delta_*([\mu]) = h(\tilde{\mu}(0)).\]
Define \( \hat{\gamma} : I \to E \) by setting:
\[
\hat{\gamma}(t) = \tilde{\gamma}(t) \cdot h(\tilde{\mu}(0)), \quad t \in I;
\]
then \( \tilde{\kappa} = \hat{\gamma} \cdot \tilde{\mu} \) is a lifting of \( \kappa = \gamma \cdot \mu \) with \( \tilde{\kappa}(1) = e_0 \) and, using again (3.2.20) we obtain:
\[
\delta_*(\gamma \cdot \mu) = h(\tilde{\kappa}(0)) = h(\hat{\gamma}(0)) h(\tilde{\mu}(0)) = \delta_*(\gamma) \delta_*(\mu),
\]
which concludes the argument.

3.2.25. REMARK. The groups \( \pi_1(X, x_0) \) and \( \pi_2(X, A, x_0) \) may not be abelian, in general; however, it can be shown that \( \pi_n(X, x_0) \) is always abelian for \( n \geq 2 \) and \( \pi_n(X, A, x_0) \) is always abelian for \( n \geq 3 \) (see for instance [7, Proposition 2.1, Proposition 3.1, Chapter 4]).

3.2.26. REMARK. Generalizing the result of Proposition 3.1.11, given \( n \geq 1 \) it is possible to associate to each curve \( \lambda : I \to X \) with \( \lambda(0) = x_0 \) and \( \lambda(1) = x_1 \) an isomorphism:
\[
\lambda_\# : \pi_n(X, x_0) \to \pi_n(X, x_1);
\]
in particular, if \( x_0 \) and \( x_1 \) belong to the same arc-connected component of \( X \) then \( \pi_n(X, x_0) \) is isomorphic to \( \pi_n(X, x_1) \). The isomorphism \( \lambda_\# \) is defined by setting:
\[
\lambda_\#([\phi]) = [\psi],
\]
where \( \psi \) is constructed using a homotopy \( H : \phi \simeq \psi \) such that \( H_s(t) = \lambda(t) \) for every \( t \in \partial I^n \) and all \( s \in I \) (for the details, see [7, Theorem 14.1, Chapter 4]).

Then, as in Example 3.1.17, it is possible to show that if \( X \) is contractible, then \( \pi_n(X, x_0) = 0 \) for every \( n \geq 0 \).

If \( \text{Im}(\lambda) \subset A \subset X \) then, given \( n \geq 1 \), we can also define a bijection of pointed sets:
\[
\lambda_\# : \pi_n(X, A, x_0) \to \pi_n(X, A, x_1),
\]
which is a group isomorphism for \( n \geq 2 \) (see [7, Exercises of Chapter 4]).

3.2.1. Applications to the theory of classical Lie groups. In this subsection we will use the long exact homotopy sequence of a fibration to compute the fundamental group and the connected components of the classical Lie groups introduced in Subsection 2.1.1. All the spaces considered in this section are differentiable manifolds, hence the notions of connectedness and of arc-connectedness will always be equivalent (see Exercise 3.2).

We will assume familiarity with the concepts and the notions introduced in Subsections 2.1.1 and 2.1.2; in particular, without explicit mention, we will make systematic use of the results of Theorem 2.1.14 and of Corollaries 2.1.9, 2.1.15, 2.1.16 and 2.1.17.

The relative homotopy groups will not be used in this Section; from Section 3.2 the reader is required to keep in mind the Examples 3.2.6, 3.2.10 and 3.2.24, and, obviously, Corollary 3.2.17.

In order to simplify the notation, we will henceforth omit the specification of the basepoint \( x_0 \) when we refer to a homotopy group, or set, \( \pi_n(X, x_0) \), provided that the choice of such basepoint is not relevant in the context (see Corollary 3.1.12 and Remark 3.2.26); therefore, we will write \( \pi_n(X) \).

We start with an easy example:
3.2.27. Example. Denote by \( S^1 \subset \mathbb{C} \) the unit circle; then, the map \( p : \mathbb{R} \rightarrow S^1 \) given by \( p(t) = e^{2\pi it} \) is a surjective group homomorphism whose kernel is \( \text{Ker}(p) = \mathbb{Z} \). It follows that \( p \) is a covering map. Moreover, the action of \( \mathbb{Z} \) on \( \mathbb{R} \) by translation is free, and its orbits are the fibers of \( p \); it follows from Example 3.2.24 that we have an isomorphism:

\[
\delta_* : \pi_1(S^1, 1) \rightarrow \mathbb{Z}
\]
given by \( \delta_*(\gamma) = \tilde{\gamma}(0) \), where \( \tilde{\gamma} : I \rightarrow \mathbb{R} \) is a lifting of \( \gamma \) such that \( \tilde{\gamma}(1) = 0 \). In particular, the homotopy class of the loop \( \gamma : I \rightarrow S^1 \) given by:

\[
(3.2.25) \quad \gamma(t) = e^{2\pi it}, \quad t \in I,
\]
is a generator of \( \pi_1(S^1, 1) \simeq \mathbb{Z} \).

3.2.28. Example. Let us show that the special unitary group \( SU(n) \) is (connected and) simply connected. First, observe that the canonical action of the group \( SU(n+1) \) on \( \mathbb{C}^{n+1} \) restricts to an action of \( SU(n+1) \) on the unit sphere \( S^{2n+1} \); it is easy to see that this action is transitive, and that the isotropy group of the point \( e_{n+1} = (0, \ldots , 0, 1) \in \mathbb{C}^{n+1} \) is identified with \( SU(n) \). It follows that the quotient \( SU(n+1)/SU(n) \) is diffeomorphic to the sphere \( S^{2n+1} \); we therefore have a fibration:

\[
p : SU(n+1) \rightarrow S^{2n+1},
\]
with typical fiber \( SU(n) \). Since the sphere \( S^{2n+1} \) is simply connected (see Example 3.1.30), the long exact homotopy sequence of the fibration \( p \) gives us:

\[
\begin{align*}
\pi_0(SU(n)) & \rightarrow \pi_0(SU(n+1)) \longrightarrow 0 \\
\pi_1(SU(n)) & \rightarrow \pi_1(SU(n+1)) \longrightarrow 0.
\end{align*}
\]

Since \( SU(1) = \{1\} \) is clearly simply connected, from the exactness of (3.2.26) it follows by induction on \( n \) that \( SU(n) \) is connected. Moreover, from the exactness of (3.2.27) it follows by induction on \( n \) that \( SU(n) \) is simply connected.

3.2.29. Example. Let us show now that the unitary group \( U(n) \) is connected, and that \( \pi_1(U(n)) \simeq \mathbb{Z} \) for every \( n \geq 1 \). Consider the determinant map:

\[
det : U(n) \rightarrow S^1;
\]
we have that \( \det \) is a surjective homomorphism of Lie groups, and therefore it is a fibration with typical fiber \( \text{Ker}(\det) = SU(n) \). Keeping in mind that \( SU(n) \) is simply connected (see Example 3.2.28), from the fibration \( \det \) we obtain the following exact sequence:

\[
\begin{align*}
0 & \rightarrow \pi_0(U(n)) \rightarrow 0 \\
0 & \rightarrow \pi_1(U(n), 1) \rightarrow \pi_1(S^1, 1) \rightarrow 0.
\end{align*}
\]

From (3.2.28) we conclude that \( U(n) \) is connected, and from (3.2.29) we obtain that the map

\[
(3.2.30) \quad \det_* : \pi_1(U(n), 1) \rightarrow \pi_1(S^1, 1) \simeq \mathbb{Z}
\]
is an isomorphism.
3.2.30. Example. We will now show that the special orthogonal group $SO(n)$ is connected for $n \geq 1$. The canonical action of $SO(n + 1)$ on $\mathbb{R}^{n+1}$ restricts to an action of $SO(n + 1)$ on the unit sphere $S^n$; it is easy to see that this action is transitive, and that the isotropy group of the point $e_{n+1} = (0, \ldots, 0, 1) \in \mathbb{R}^{n+1}$ is identified with $SO(n)$. It follows that the quotient $SO(n + 1)/SO(n)$ is diffeomorphic to the sphere $S^n$, and we obtain a fibration:

\begin{equation}
(3.2.31) \quad \pi_0(SO(n)) \longrightarrow \pi_0(SO(n + 1)) \longrightarrow 0
\end{equation}

from which it follows, by induction on $n$, that $SO(n)$ is connected for every $n$ (clearly, $SO(1) = \{1\}$ is connected). The determinant map induces an isomorphism between the quotient $O(n)/SO(n)$ and the group $\{1, -1\} \cong \mathbb{Z}_2$, from which it follows that $O(n)$ has precisely two connected components: $SO(n)$ and its complementary.

3.2.31. Example. We now show that the group $GL_+(n, \mathbb{R})$ is connected. If we choose any basis $(b_i)_{i=1}^n$ of $\mathbb{R}^n$, it is easy to see that there exists a unique orthonormal basis $(u_i)_{i=1}^n$ of $\mathbb{R}^n$ such that, for every $k = 1, \ldots, n$, the vectors $(b_i)_{i=1}^k$ and $(u_i)_{i=1}^k$ are a basis of the same $k$-dimensional subspace of $\mathbb{R}^n$ and define the same orientation of this subspace. The vectors $(u_i)_{i=1}^n$ can be written explicitly in terms of the $(b_i)_{i=1}^n$; such formula is known as the Gram–Schmidt orthogonalization process.

Given any invertible matrix $A \in GL(n, \mathbb{R})$, we denote by $r(A)$ the matrix obtained from $A$ by an application of the Gram-Schmidt orthogonalization process on its columns; the map $r$ from $GL(n, \mathbb{R})$ onto $O(n)$ is differentiable (but it is not a homomorphism). Observe that if $A \in O(n)$, then $r(A) = A$: for this we say that $r$ is a retraction. Denote by $T_+$ the subgroup of $GL(n, \mathbb{R})$ consisting of upper triangular matrices with positive entries on the diagonal, i.e.,

\[ T_+ = \{(a_{ij})_{n \times n} \in GL(n, \mathbb{R}) : a_{ij} = 0 \text{ if } i > j, \quad a_{ii} > 0, \quad i, j = 1, \ldots, n\}. \]

Then, it is easy to see that we obtain a diffeomorphism:

\begin{equation}
(3.2.32) \quad GL(n, \mathbb{R}) \ni A \longmapsto (r(A), r(A)^{-1}A) \in O(n) \times T_+.
\end{equation}

We have that (3.2.32) restricts to a diffeomorphism of $GL_+(n, \mathbb{R})$ onto $SO(n) \times T_+$. It follows from Example 3.2.30 that $GL_+(n, \mathbb{R})$ is connected, and that the general linear group $GL(n, \mathbb{R})$ has two connected components: $GL_+(n, \mathbb{R})$ and its complementary.

3.2.32. Remark. Actually, it is possible to show that $GL_+(n, \mathbb{R})$ is connected by an elementary argument, using the fact that every invertible matrix can be written as the product of matrices corresponding to elementary row operations. Then, the map $r : GL(n, \mathbb{R}) \rightarrow O(n)$ defined as in Example 3.2.31 gives us an alternative proof of the connectedness of $SO(n)$.

3.2.33. Example. We will now show that the group $GL(n, \mathbb{C})$ is connected and that:

\[ \pi_1(GL(n, \mathbb{C})) \cong \mathbb{Z}. \]
We use the same idea as in Example 3.2.31; observe that it is possible to define a Gram-Schmidt orthonormalization process also for bases of $\mathbb{C}^n$. Then, we obtain a diffeomorphism:

$$\text{GL}(n, \mathbb{C}) \ni A \mapsto (r(A), r(A)^{-1} A) \in U(n) \times T_+(\mathbb{C}),$$

where $T_+(\mathbb{C})$ denotes the subgroup of $\text{GL}(n, \mathbb{C})$ consisting of those upper triangular matrices having positive real entries on the diagonal:

$$T_+(\mathbb{C}) = \{(a_{ij})_{n \times n} \in \text{GL}(n, \mathbb{C}) : a_{ij} = 0 \text{ if } i > j, a_{ii} \in \mathbb{R} \text{ and } a_{ii} > 0, i, j = 1, \ldots, n\}.$$

It follows from Example 3.2.29 that $\text{GL}(n, \mathbb{C})$ is connected and that $\pi_1(\text{GL}(n, \mathbb{C}))$ is isomorphic to $\mathbb{Z}$ for $n \geq 1$; more explicitly, we have that the inclusion $i : U(n) \to \text{GL}(n, \mathbb{C})$ induces an isomorphism:

$$i^* : \pi_1(U(n), 1) \xrightarrow{\cong} \pi_1(\text{GL}(n, \mathbb{C}), 1).$$

3.2.34. Remark. Also the connectedness of $\text{GL}(n, \mathbb{C})$ can be proven by a simpler method, using elementary row reduction of matrices. Then, the Gram-Schmidt orthonormalization process gives us an alternative proof of the connectedness of $U(n)$ (see Remark 3.2.32).

3.2.35. Example. We will now consider the groups $\text{SL}(n, \mathbb{R})$ and $\text{SL}(n, \mathbb{C})$. We have a Lie group isomorphism:

$$\text{SL}(n, \mathbb{R}) \times \mathbb{R}^+ \ni (T, c) \mapsto cT \in GL_+(n, \mathbb{R}),$$

where $\mathbb{R}^+ = ]0, +\infty[$ is seen as a multiplicative group; it follows from Example 3.2.31 that $\text{SL}(n, \mathbb{R})$ is connected, and that the inclusion $i : \text{SL}(n, \mathbb{R}) \to \text{GL}(n, \mathbb{R})$ induces an isomorphism:

$$i^* : \pi_1(\text{SL}(n, \mathbb{R}), 1) \xrightarrow{\cong} \pi_1(\text{GL}(n, \mathbb{R}), 1).$$

The group $\pi_1(\text{GL}(n, \mathbb{R}))$ will be computed in Example 3.2.38 ahead.

Let us look now at the complex case: for $z \in \mathbb{C} \setminus \{0\}$ we define the diagonal matrix:

$$\sigma(z) = \begin{pmatrix} z & 0 & \cdots & 0 \\ 1 & \ddots & \ddots & \vdots \\ 0 & \cdots & 1 \end{pmatrix} \in \text{GL}(n, \mathbb{C});$$

we then obtain a diffeomorphism (which is not an isomorphism): 

$$\text{SL}(n, \mathbb{C}) \times \mathbb{R}^+ \times S^1 \ni (T, c, z) \mapsto \sigma(cz)T \in \text{GL}(n, \mathbb{C}).$$

Then, it follows from Example 3.2.33 that $\text{SL}(n, \mathbb{C})$ is connected and that:

$$\pi_1(\text{SL}(n, \mathbb{C})) \cong \mathbb{Z} \cong \mathbb{Z} \times \pi_1(\text{SL}(n, \mathbb{C})),$$

from which we get that $\text{SL}(n, \mathbb{C})$ is simply connected.

In order to compute the fundamental group of the special orthogonal group $\text{SO}(n)$ we need the following result:

3.2.36. Lemma. If $S^n \subset \mathbb{R}^{n+1}$ denotes the unit sphere, then, for every $x_0 \in S^n$, we have $\pi_k(S^n, x_0) = 0$ for $0 \leq k < n$. 

3. ALGEBRAIC TOPOLOGY

Proof. Let \( \phi \in \Omega^k_{x_0}(S^n) \). If \( \phi \) is not surjective, then there exists \( x \in S^n \) with \( \text{Im}(\phi) \subset S^n \setminus \{x\} \); but \( S^n \setminus \{x\} \) is homeomorphic to \( \mathbb{R}^n \) by the stereographic projection, hence \( [\phi] = [x_0] \). It remains to show that any \( \phi \in \Omega^k_{x_0}(S^n) \) is homotopic in \( \Omega^k_{x_0}(S^n) \) to a map which is not surjective.

Let \( \varepsilon > 0 \) be fixed; it is known that there exists a differentiable\(^2\) map \( \psi : I^k \to \mathbb{R}^{n+1} \) such that \( \| \phi(t) - \psi(t) \| < \varepsilon \) for every \( t \in I^k \) (see [9, Teorema 10, §5, Capítulo 7]). Let \( \xi : \mathbb{R} \to [0,1] \) be a differentiable map such that \( \xi(s) = 0 \) for \( |s| \leq \varepsilon \) and \( \xi(s) = 1 \) for \( |s| \geq 2\varepsilon \). Define \( \rho : \mathbb{R}^{n+1} \to \mathbb{R}^{n+1} \) by setting

\[
\rho(x) = \xi(\|x - x_0\|)(x - x_0) + x_0, \quad x \in \mathbb{R}^{n+1};
\]

then, \( \rho \) is differentiable in \( \mathbb{R}^{n+1} \), \( \rho(x) = x_0 \) for \( \|x - x_0\| \leq \varepsilon \) and \( \|\rho(x) - x\| \leq 2\varepsilon \) for every \( x \in \mathbb{R}^{n+1} \). It follows that \( \rho \circ \psi : I^k \to \mathbb{R}^{n+1} \) is a differentiable map \( \rho \circ \psi)(\partial I^k) \subset \{x_0\} \) and \( \|\rho(\phi(t)) - \phi(t)\| \leq 3\varepsilon \) for every \( t \in I^k \). Choosing \( \varepsilon > 0 \) with \( 3\varepsilon < 1 \), then we can define a homotopy \( H : \phi \cong \theta \) in \( \Omega^k_{x_0}(S^n) \) by setting:

\[
H_s(t) = \frac{(1-s)\phi(t) + s(\rho \circ \psi(t))}{\| (1-s)\phi(t) + s(\rho \circ \psi(t)) \|}, \quad t \in I^k, \quad s \in I,
\]

where \( \theta(t) = (\rho \circ \psi)(t)/\| \rho \circ \psi(t) \|, \quad t \in I^k \), is a differentiable map; since \( k < n \), it follows that \( \theta \) cannot be surjective, because its image has null measure in \( S^n \) (see [9, §2, Capítulo 6]). This concludes the proof. \( \square \)

3.2.37. Example. The group \( \text{SO}(1) \) is trivial, therefore it is simply connected; the group \( \text{SO}(2) \) is isomorphic to the unit circle \( S^1 \) (see Example 3.2.30, hence:

\[
\pi_1(\text{SO}(2)) \cong \mathbb{Z}.
\]

For \( n \geq 3 \), Lemma 3.2.36 tells us that \( \pi_2(S^n) = 0 \), and so the long exact homotopy sequence of the fibration (3.2.31) becomes:

\[
0 \to \pi_1(\text{SO}(n),1) \xrightarrow{i_*} \pi_1(\text{SO}(n+1),1) \to 0
\]

where \( i_* \) is induced by the inclusion \( i : \text{SO}(n) \to \text{SO}(n+1) \); it follows that \( \pi_1(\text{SO}(n)) \) is isomorphic to \( \pi_1(\text{SO}(n+1)) \). We will show next that \( \pi_1(\text{SO}(3)) \cong \mathbb{Z}_2 \), from which it will then follow that

\[
\pi_1(\text{SO}(n)) \cong \mathbb{Z}_2, \quad n \geq 3.
\]

Consider the inner product \( g \) in the Lie algebra \( \text{su}(2) \) defined by

\[
g(X,Y) = \text{tr}(XY^\ast), \quad X,Y \in \text{su}(2),
\]

where \( Y^\ast \) denotes here the conjugate transpose of the matrix \( Y \) and \( \text{tr}(U) \) denotes the trace of the matrix \( U \); consider the adjoint representation of \( \text{SU}(2) \):

\[
(3.2.33) \quad \text{Ad} : \text{SU}(2) \to \text{SO}(\text{su}(2),g)
\]
given by \( \text{Ad}(A) \cdot X = AXA^{-1} \) for \( A \in \text{SU}(2), X \in \text{su}(2) \); it is easy to see that the linear endomorphism \( \text{Ad}(A) \) of \( \text{su}(2) \) is actually \( g \)-orthogonal for every \( A \in \text{SU}(2) \) and that (3.2.33) is a Lie group homomorphism. Clearly, \( \text{SO}(\text{su}(2),g) \) is isomorphic to \( \text{SO}(3) \).

An explicit calculation shows that \( \text{Ker}(\text{Ad}) = \{\text{Id}, -\text{Id}\} \), and since the domain and the codomain of (3.2.33) have the same dimension, it follows that

\(^2\)The differentiability of a map \( \psi \) defined in a non necessarily open subset of \( \mathbb{R}^k \) means that the map \( \psi \) admits a differentiable extension to some open subset containing its domain.
the image of (3.2.33) is an open subgroup of SO(su(2), g); since SO(su(2), g) is connected (Example 3.2.30), we conclude that (3.2.33) is surjective, and so it is a covering map. Since SU(2) is simply connected (Example 3.2.28), it follows from Example 3.2.24 that \( \pi_1(\text{SO}(3)) \cong \mathbb{Z}_2 \), keeping in mind the action of \( \mathbb{Z}_2 \cong \{\text{Id}, -\text{Id}\} \) on SU(2) by translation. The non trivial element of \( \pi_1(\text{SO}(3), 1) \) coincides with the homotopy class of any loop of the form \( \text{Ad} \circ \gamma \), where \( \gamma: I \to \text{SU}(2) \) is a curve joining \( \text{Id} \) and \( -\text{Id} \).

3.2.38. Example. The diffeomorphism (3.2.32) shows that the inclusion \( i \) of \( \text{SO}(n) \) into \( \text{GL}_+(n, \mathbb{R}) \) induces an isomorphism:

\[
(3.2.34) \quad i_*: \pi_1(\text{SO}(n), 1) \to \pi_1(\text{GL}_+(n, \mathbb{R}), 1).
\]

It follows from Example 3.2.37 that \( \pi_1(\text{GL}_+(n, \mathbb{R})) \) is trivial for \( n = 1 \), it is isomorphic to \( \mathbb{Z} \) for \( n = 2 \), and it is isomorphic to \( \mathbb{Z}_2 \) for \( n \geq 3 \).

3.2.39. Example. We will now look at the symplectic group \( \text{Sp}(2n, \mathbb{R}) \) and we will show that it is connected for every \( n \geq 1 \). Let \( \omega \) be the canonical symplectic form of \( \mathbb{R}^{2n} \) and let \( \Lambda_+ \) be the Grassmannian of oriented Lagrangians of the symplectic space \( (\mathbb{R}^{2n}, \omega) \), that is:

\[
\Lambda_+ = \left\{ (L, \mathcal{O}) : L \subset \mathbb{R}^{2n} \text{ is Lagrangian, and } \mathcal{O} \text{ is an orientation of } L \right\}.
\]

We have an action of the symplectic group \( \text{Sp}(2n, \mathbb{R}) \) on the set \( \Lambda_+ \) given by \( T \circ (L, \mathcal{O}) = (T(L), \mathcal{O}') \), where \( \mathcal{O}' \) is the unique orientation of \( T(L) \) that makes \( T|_L : L \to T(L) \) positively oriented.

By Remark 1.4.29, we have that the restriction of this action to the unitary group \( U(n) \) is transitive. Consider the Lagrangian \( L_0 = \mathbb{R}^n \oplus \{0\} \) and let \( \mathcal{O} \) be the orientation of \( L_0 \) corresponding to the canonical basis of \( \mathbb{R}^n \); then, the isotropy group of \( (L_0, \mathcal{O}) \) relative to the action of \( U(n) \) is \( \text{SO}(n) \). The isotropy group of \( (L_0, \mathcal{O}) \) relative to the action of \( \text{Sp}(2n, \mathbb{R}) \) will be denoted by \( \text{Sp}_+(2n, \mathbb{R}, L_0) \). In formulas (1.4.7) and (1.4.8) we have given an explicit description of the matrix representations of the elements of \( \text{Sp}(2n, \mathbb{R}) \); using these formulas it is easy to see that \( \text{Sp}_+(2n, \mathbb{R}, L_0) \) consists of matrices of the form:

\[
(3.2.35) \quad T = \begin{pmatrix} A & AS \\ 0 & A^* - I \end{pmatrix}, \quad A \in \text{GL}_+(n, \mathbb{R}), \quad S \in \mathbb{R}^{n \times n} \text{ symmetric matrix},
\]

where \( A^* \) denotes the transpose of \( A \). It follows that we have a diffeomorphism:

\[
(3.2.36) \quad \text{Sp}_+(2n, \mathbb{R}, L_0) \ni T \longmapsto (A, S) \in \text{GL}_+(n, \mathbb{R}) \times \text{B}_{\text{sym}}(\mathbb{R}^n)
\]

where \( A \) and \( S \) are defined by (3.2.35). We have the following commutative diagrams of bijections:

\[
\begin{array}{ccc}
\text{U}(n)/\text{SO}(n) & \xrightarrow{i} & \text{Sp}(2n, \mathbb{R})/\text{Sp}_+(2n, \mathbb{R}, L_0) \\
\beta_1 & \downarrow & \beta_2 \\
\Lambda_+ & \xleftarrow{\beta_2} & \text{Sp}_+(2n, \mathbb{R}, L_0)
\end{array}
\]

where the maps \( \beta_1 \) and \( \beta_2 \) are induced respectively by the actions of \( \text{U}(n) \) and of \( \text{Sp}(2n, \mathbb{R}) \) on \( \Lambda_+ \) and \( i \) is induced by the inclusion \( i: \text{U}(n) \to \text{Sp}(2n, \mathbb{R}) \) by
passage to the quotient; we have that $\tilde{\iota}$ is a diffeomorphism. Hence, we have a fibration:

$$(3.2.37) \quad p: \text{Sp}(2n, \mathbb{R}) \longrightarrow \text{Sp}(2n, \mathbb{R})/\text{Sp}_+(2n, \mathbb{R}, L_0) \cong U(n)/\text{SO}(n)$$

whose typical fiber is $\text{Sp}_+(2n, \mathbb{R}, L_0) \cong \text{GL}_+(n, \mathbb{R}) \times B_{\text{sym}}(\mathbb{R}^n)$. By Example 3.2.31 this typical fiber is connected, and by Example 3.2.29 the base manifold $U(n)/\text{SO}(n)$ is connected. It follows now easily from the long exact homotopy sequence of the fibration (3.2.37) that the symplectic group $\text{Sp}(2n, \mathbb{R})$ is connected.

3.2.40. Example. We will now show that the fundamental group of the symplectic group $\text{Sp}(2n, \mathbb{R})$ is isomorphic to $\mathbb{Z}$. Using the exact sequence of the fibration (3.2.37) and the diffeomorphism (3.2.36), we obtain an exact sequence:

$$(3.2.38) \quad \pi_1(\text{GL}_+(n, \mathbb{R})) \rightarrow \pi_1(\text{Sp}(2n, \mathbb{R})) \rightarrow \pi_1(U(n)/\text{SO}(n)) \rightarrow 0$$

where $\iota_*$ is induced by the map $\iota: \text{GL}_+(n, \mathbb{R}) \rightarrow \text{Sp}(2n, \mathbb{R})$ given by:

$$\iota(A) = \begin{pmatrix} A & 0 \\ 0 & A^{-1} \end{pmatrix}, \quad A \in \text{GL}_+(n, \mathbb{R}).$$

We will show first that the map $\iota_*$ is the null map; we have the following commutative diagram (see (3.2.30) and (3.2.34)):

$$(3.2.39) \quad \pi_1(\text{SO}(n)) \longrightarrow \pi_1(U(n)) \xrightarrow{\det_*} \pi_1(S^1)$$

where the unlabeled arrows are induced by inclusion.$^3$ A simple analysis of the diagram (3.2.39) shows that $\iota_* = 0$.

Now, the exactness of the sequence (3.2.38) implies that $p_*$ is an isomorphism of $\pi_1(\text{Sp}(2n, \mathbb{R}))$ onto the group $\pi_1(U(n)/\text{SO}(n))$; let us compute this group. Consider the quotient map:

$$q: U(n) \longrightarrow U(n)/\text{SO}(n);$$

we have that $q$ is a fibration. We obtain a commutative diagram:

$$(3.2.40) \quad \pi_1(\text{SO}(n)) \longrightarrow \pi_1(U(n)) \xrightarrow{q_*} \pi_1(U(n)/\text{SO}(n)) \longrightarrow 0$$

The upper horizontal line in (3.2.40) is a portion of the homotopy exact sequence of the fibration $q$; it follows that $q_*$ is an isomorphism. Finally, denoting by $i$ the inclusion of $U(n)$ in $\text{Sp}(2n, \mathbb{R})$ we obtain a commutative diagram:

$$(3.2.41) \quad \pi_1(\text{Sp}(2n, \mathbb{R})) \xrightarrow{i_*} \pi_1(U(n)) \xrightarrow{q_*} \pi_1(U(n)/\text{SO}(n))$$

$^3$The inclusion of $U(n)$ into $\text{Sp}(2n, \mathbb{R})$ depends on the identification of $n \times n$ complex matrices with $2n \times 2n$ real matrices; see Remark 1.2.9.
from which it follows that \( i_* \) is an isomorphism:

\[
\mathbb{Z} \cong \pi_1(U(n), 1) \xrightarrow{i_*} \pi_1(Sp(2n, \mathbb{R}), 1).
\]

### 3.3. Singular homology groups

In this section we will give a brief exposition of the definition and the basic properties of the group of (relative and absolute) singular homology of a topological space \( X \); we will describe the homology exact sequence of a pair of topological spaces.

For all \( p \geq 0 \), we will denote by \( (e_i)^p \) the canonical basis of \( \mathbb{R}^p \) and by \( e_0 \) the zero vector of \( \mathbb{R}^p \); by \( \mathbb{R}^0 \) we will mean the trivial space \( \{0\} \). Observe that, with this notations, we will have a small ambiguity due to the fact that, if \( q \geq p \geq i \), the symbol \( e_i \) will denote at the same time a vector of \( \mathbb{R}^p \) and also a vector of \( \mathbb{R}^q \); however, this ambiguity will be of a harmless sort and, if necessary, the reader may consider identifications \( \mathbb{R}^0 \subset \mathbb{R}^1 \subset \mathbb{R}^2 \subset \cdots \subset \mathbb{R}^\infty \).

Given \( p \geq 0 \), the \( p \)-th standard simplex is defined as the convex hull \( \Delta_p \) of the set \( \{e_i\}_{i=0}^p \) in \( \mathbb{R}^p \); more explicitly:

\[
\Delta_p = \left\{ \sum_{i=0}^p t_i e_i : \sum_{i=0}^p t_i = 1, \ t_i \geq 0, \ i = 0, \ldots, p \right\}.
\]

Observe that \( \Delta_0 \) is simply the point \( \{0\} \) and \( \Delta_1 \) is the unit interval \( I = [0, 1] \). Let us fix some terminology concerning the concepts related to free abelian groups:

**3.3.1. Definition.** If \( G \) is an abelian group, then a basis\(^4\) of \( G \) is a family \((b_\alpha)_{\alpha \in \mathbb{A}}\) such that every \( g \in G \) is written uniquely in the form \( g = \sum_{\alpha \in \mathbb{A}} n_\alpha b_\alpha \), where each \( n_\alpha \) is in \( \mathbb{Z} \) and \( n_\alpha = 0 \) except for a finite number of indices \( \alpha \in \mathbb{A} \). If \( G' \) is another abelian group, then a homomorphism \( f : G \to G' \) is uniquely determined when we specify its values on the elements of some basis of \( G \). An abelian group that admits a basis is said to be free.

If \( \mathbb{A} \) is any set, the free abelian group \( G_\mathbb{A} \) generated by \( \mathbb{A} \) is the group of all “almost zero” maps \( N : \mathbb{A} \to \mathbb{Z} \), i.e., \( N(\alpha) = 0 \) except for a finite number of indices \( \alpha \in \mathbb{A} \); the sum in \( G_\mathbb{A} \) is defined in the obvious way: \((N_1 + N_2)(\alpha) = N_1(\alpha) + N_2(\alpha)\). We then identify each \( \alpha \in \mathbb{A} \) with the function \( N_\alpha = G_\mathbb{A} \) defined by \( N_\alpha(\alpha) = 1 \) and \( N_\alpha(\beta) = 0 \) for every \( \beta \neq \alpha \). Then, \( G_\alpha \) is indeed a free abelian group, and \( \mathbb{A} \subset G_\mathbb{A} \) is a basis of \( G_\mathbb{A} \).

**3.3.2. Definition.** For \( p \geq 0 \), a singular \( p \)-simplex is an arbitrary continuous map:

\[
T : \Delta_p \longrightarrow X.
\]

We denote by \( G_p(X) \) the free abelian group generated by the set of all singular \( p \)-simplexes in \( X \); the elements in \( G_p(X) \) are called singular \( p \)-chains.

If \( p = 0 \), we identify the singular \( p \)-simplexes in \( X \) with the points of \( X \), and \( G_0(X) \) is the free abelian group generated by \( X \). If \( p < 0 \), our convention will be that \( G_p(X) = \{0\} \).

\(^4\)An abelian group is a \( \mathbb{Z} \)-module, and our definition of basis for an abelian group coincides with the usual definition of basis for a module over a ring.
Each singular $p$-chain can be written as:

$$c = \sum_{T \text{ singular}} n_T \cdot T,$$

where $n_T \in \mathbb{Z}$ and $n_T = 0$ except for a finite number of singular $p$-simplexes; the coefficients $n_T$ are uniquely determined by $c$.

Given a finite dimensional vector space $V$ and given $v_0, \ldots, v_p \in V$, we will denote by $\ell(v_0, \ldots, v_p)$ the singular $p$-simplex in $V$ defined by:

$$(3.3.1) \quad \ell(v_0, \ldots, v_p)\left(\sum_{i=0}^{p} t_i e_i\right) = \sum_{i=0}^{p} t_i v_i,$$

where each $t_i \geq 0$ and $\sum_{i=0}^{p} t_i = 1$; observe that $\ell(v_0, \ldots, v_p)$ is the unique affine function that takes $e_i$ into $v_i$ for every $i = 0, \ldots, p$.

For each $p \in \mathbb{Z}$, we will now define a homomorphism:

$$\partial_p : \mathcal{G}_p(X) \rightarrow \mathcal{G}_{p-1}(X).$$

If $p \leq 0$ we set $\partial_p = 0$. For $p > 0$, since $\mathcal{G}_p(X)$ is free, it suffices to define $\partial_p$ on a basis of $\mathcal{G}_p(X)$; we then define $\partial_p(T)$ when $T$ is a singular $p$-simplex in $X$ by setting:

$$\partial_p(T) = \sum_{i=0}^{p} (-1)^i T \circ \ell(e_0, \ldots, \hat{e}_i, \ldots, e_p),$$

where $\hat{e}_i$ means that the term $e_i$ is omitted in the sequence. For each $i = 0, \ldots, p$, the image of the singular $(p-1)$-simplex $\ell(e_0, \ldots, e_i, \ldots, e_p)$ can be visualized as the face of the standard simplex $\Delta_p$ which is opposite to the vertex $e_i$.

If $c \in \mathcal{G}_p(X)$ is a singular $p$-chain, we say that $\partial_p(c)$ is its boundary; observe that if $T : [0, 1] \rightarrow X$ is a singular 1-simplex, then $\partial_1(T) = T(1) - T(0)$.

We have thus obtained a sequence of abelian groups and homomorphisms

$$(3.3.2) \quad \cdots \xrightarrow{\partial_{p+1}} \mathcal{G}_p(X) \xrightarrow{\partial_p} \mathcal{G}_{p-1}(X) \xrightarrow{\partial_{p-1}} \cdots$$

The sequence $(3.3.2)$ has the property that the composition of two consecutive arrows vanishes:

**3.3.3. Lemma.** *For all* $p \in \mathbb{Z}$, *we have* $\partial_{p-1} \circ \partial_p = 0$.

**Proof.** If $p \leq 1$ the result is trivial; for the case $p \geq 2$ it suffices to show that $\partial_{p-1}(\partial_p(T)) = 0$ for every singular $p$-simplex $T$. Observing that

$$\ell(v_0, \ldots, v_q) \circ \ell(e_0, \ldots, \hat{e}_i, \ldots, e_q) = \ell(v_0, \ldots, \hat{v}_i, \ldots, v_q)$$

we compute as follows:

$$\partial_{p-1}(\partial_p(T)) = \sum_{j<i} (-1)^{j+i} T \circ \ell(e_0, \ldots, \hat{e}_j, \ldots, \hat{e}_i, \ldots, e_p)$$

$$+ \sum_{j>i} (-1)^{j+i-1} T \circ \ell(e_0, \ldots, \hat{e}_i, \ldots, \hat{e}_j, \ldots, e_p) = 0. \quad \square$$

Let us give the following general definition:
3.3.4. Definition. A chain complex is a family \( \mathcal{C} = (\mathcal{C}_p, \delta_p)_{p \in \mathbb{Z}} \) where each \( \mathcal{C}_p \) is an abelian group, and each \( \delta_p: \mathcal{C}_p \to \mathcal{C}_{p-1} \) is a homomorphism such that \( \delta_{p-1} \circ \delta_p = 0 \) for every \( p \in \mathbb{Z} \). For each \( p \in \mathbb{Z} \) we define:
\[
Z_p(\mathcal{C}) = \ker(\delta_p), \quad B_p(\mathcal{C}) = \text{Im}(\delta_{p+1}),
\]
and we say that \( Z_p(\mathcal{C}), B_p(\mathcal{C}) \) are respectively the group of \( p \)-cycles and the group of \( p \)-boundaries of the complex \( \mathcal{C} \). Clearly, \( B_p(\mathcal{C}) \subset Z_p(\mathcal{C}) \), and we can therefore define:
\[
H_p(\mathcal{C}) = Z_p(\mathcal{C})/B_p(\mathcal{C});
\]
we say that \( H_p(\mathcal{C}) \) is the \( p \)-th homology group of the complex \( \mathcal{C} \).

If \( c \in Z_p(\mathcal{C}) \) is a \( p \)-cycle, we denote by \( c + B_p(\mathcal{C}) \) its equivalence class in \( H_p(\mathcal{C}) \); we say that \( c + B_p(\mathcal{C}) \) is the homology class determined by \( c \). If \( c_1, c_2 \in Z_p(\mathcal{C}) \) determine the same homology class (that is, if \( c_1 - c_2 \in B_p(\mathcal{C}) \)) we say that \( c_1 \) and \( c_2 \) are homologous cycles.

Lemma 3.3.3 tells us that \( \Sigma(X) = (\Sigma_p(X), \partial_p)_{p \in \mathbb{Z}} \) is a chain complex; we say that \( \Sigma(X) \) is the singular complex of the topological space \( X \). We write:
\[
Z_p(\Sigma(X)) = Z_p(X), \quad B_p(\Sigma(X)) = B_p(X), \quad H_p(\Sigma(X)) = H_p(X);
\]
and we call \( Z_p(X), B_p(X) \) and \( H_p(X) \) respectively the group of singular \( p \)-cycles, the group of singular \( p \)-boundaries and the \( p \)-th singular homology group of the topological space \( X \).

Clearly, \( H_p(X) = 0 \) for \( p < 0 \) and \( H_0(X) = \Sigma_0(X)/B_0(X) \). We define a homomorphism
\[
\varepsilon: \Sigma_0(X) \longrightarrow \mathbb{Z}
\]
by setting \( \varepsilon(x) = 1 \) for every singular 0-simplex \( x \in X \). It is easy to see that \( \varepsilon \circ \partial_1 = 0 \); for, it suffices to see that \( \varepsilon(\partial_1(T)) = 0 \) for every singular 1-simplex \( T \) in \( X \). We therefore obtain a chain complex:
\[
\cdots \longrightarrow \Sigma_{p+1}(X) \xrightarrow{\partial_{p+1}} \Sigma_p(X) \xrightarrow{\partial_p} \Sigma_{p-1}(X) \xrightarrow{\partial_{p-1}} \cdots
\]
(3.3.4)
\[
\cdots \longrightarrow \Sigma_0(X) \xrightarrow{\varepsilon} \mathbb{Z} \longrightarrow 0 \longrightarrow \cdots
\]

3.3.5. Definition. The homomorphism (3.3.3) is called the augmentation map of the singular complex \( \Sigma(X) \); the chain complex in (3.3.4), denoted by \((\Sigma(X), \varepsilon)\) is called the augmented singular complex of the space \( X \). The groups of \( p \)-cycles, of \( p \)-boundaries and the \( p \)-th homology group of \((\Sigma(X), \varepsilon)\) are denoted by \( \tilde{Z}_p(X) \), \( \tilde{B}_p(X) \) and \( \tilde{H}_p(X) \) respectively; we say that \( \tilde{H}_p(X) \) is the \( p \)-th reduced singular homology group of \( X \).

Clearly, for \( p \geq 1 \) we have:
\[
\tilde{Z}_p(X) = Z_p(X), \quad \tilde{B}_p(X) = B_p(X), \quad \tilde{H}_p(X) = H_p(X).
\]
From now on we will no longer specify the index \( p \) in the map \( \partial_p \), and we will write more concisely:
\[
\partial_p = \partial, \quad p \in \mathbb{Z}.
\]

3.3.6. Example. If \( X = \emptyset \) is the empty set, then obviously \( \Sigma_p(X) = 0 \) for every \( p \in \mathbb{Z} \), hence \( H_p(X) = 0 \) for every \( p \), and \( \tilde{H}_p(X) = 0 \) for every \( p \neq -1 \); on the other hand, we have \( \tilde{H}_{-1}(X) = \mathbb{Z} \).
If $X$ is non empty, then any singular 0-simplex $x_0 \in X$ is such that $\varepsilon(x_0) = 1$, and so $\varepsilon$ is surjective; it follows that $H_{-1}(X) = 0$. Concerning the relation between $H_0(X)$ and $\tilde{H}_0(X)$, it is easy to see that we can identify $\tilde{H}_0(X)$ with a subgroup of $H_0(X)$, and that

$$H_0(X) = \tilde{H}_0(X) \oplus \mathbb{Z} \cdot (x_0 + B_0(X)) \cong \tilde{H}_0(X) \oplus \mathbb{Z},$$

where $\mathbb{Z} \cdot (x_0 + B_0(X))$ is the subgroup (infinite cyclic) generated by the homology class of $x_0$ in $H_0(X)$.

3.3.7. Example. If $X$ is arc-connected and not empty, then any two singular 0-simplexes $x_0, x_1 \in X$ are homologous; indeed, if $T : [0, 1] \rightarrow X$ is a continuous curve from $x_0$ to $x_1$, then $T$ is a singular 1-simplex and $\partial T = x_1 - x_0 \in B_0(X)$. It follows that the homology class of any $x_0 \in X$ generates $H_0(X)$, and since $\varepsilon(x_0) = 1$, it follows that no non zero multiple of $x_0$ is a boundary; therefore:

$$H_0(X) \cong \mathbb{Z}, \quad \tilde{H}_0(X) = 0.$$

3.3.8. Example. If $X$ is not arc-connected, we can write $X = \bigcup_{\alpha \in A} X_\alpha$, where each $X_\alpha$ is an arc-connected component of $X$. Then, every singular simplex in $X$ has image contained in some $X_\alpha$ and therefore:

$$\mathfrak{S}_p(X) = \bigoplus_{\alpha \in A} \mathfrak{S}_p(X_\alpha),$$

from which it follows that:

$$H_p(X) = \bigoplus_{\alpha \in A} H_p(X_\alpha).$$

In particular, it follows from Example 3.3.7 that:

$$H_0(X) = \bigoplus_{\alpha \in A} \mathbb{Z}.$$

The reader should compare this fact with Remark 3.2.5.

3.3.9. Example. Suppose that $X \subset \mathbb{R}^n$ is a star-shaped subset around the point $w \in X$. For each singular $p$-simplex $T$ in $X$ we define a singular $(p + 1)$-simplex $[T, w]$ in $X$ in such a way that the following diagram commutes:

$$ \begin{array}{ccc} I \times \Delta_p & \xrightarrow{\sigma} & \Delta_{p+1} \\
 \downarrow & & \downarrow \tau \\
 \Delta_{p+1} & \xrightarrow{[T, w]} & X 
\end{array} $$

where $\sigma$ and $\tau$ are defined by:

$$\sigma(s, t) = (1 - s)t + s \cdot e_{p+1}, \quad \tau(s, t) = (1 - s)T(t) + sw, \quad t \in \Delta_p, \ s \in I;$$

generically, the singular $(p + 1)$-simplex $[T, w]$ coincides with $T$ on the face $\Delta_p \subset \Delta_{p+1}$, it takes the vertex $e_{p+1}$ on $w$ and it is affine on the segment that joins $t$ with $e_{p+1}$ for every $t \in \Delta_p$.

The map $T \mapsto [T, w]$ extends to a homomorphism:

$$\mathfrak{S}_p(X) \ni c \mapsto [c, w] \in \mathfrak{S}_{p+1}(X).$$
It is easy to see that for each singular $p$-chain $c \in \mathcal{C}_p(X)$ we have:

\[
\partial[c, w] = \begin{cases} 
[\partial_c, w] + (-1)^{p+1}c, & p \geq 1 \\
\varepsilon(c)w - c, & p = 0;
\end{cases}
\]

for, it suffices to consider the case that $c = T$ is a singular $p$-simplex, in which case (3.3.5) follows from an elementary analysis of the definition of $[T, w]$ and of the definition of the boundary map. In particular, we have $\partial[c, w] = (-1)^{p+1}c$ for every $c \in \tilde{Z}_p(X)$ and therefore $c \in \tilde{B}_p(X)$; we conclude that, if $X$ is star shaped, then

$$\tilde{H}_p(X) = 0, \quad p \in \mathbb{Z}.$$  

3.3.10. Definition. Let $\mathcal{C} = (\mathcal{C}_p, \delta_p)$, $\mathcal{C}' = (\mathcal{C}'_p, \delta'_p)$ be chain complexes; a chain map $\phi: \mathcal{C} \to \mathcal{C}'$ is a sequence of homomorphisms $\phi_p: \mathcal{C}_p \to \mathcal{C}'_p$, $p \in \mathbb{Z}$, such that for every $p$ the diagram

$$
\begin{array}{ccc}
\mathcal{C}_p & \xrightarrow{\delta_p} & \mathcal{C}_{p-1} \\
\phi_p \downarrow & & \downarrow \phi_{p-1} \\
\mathcal{C}'_p & \xrightarrow{\delta'_p} & \mathcal{C}'_{p-1}
\end{array}
$$

commutes; in general, we will write $\phi$ rather than $\phi_p$. It is easy to see that if $\phi$ is a chain map, then $\phi(Z_p(\mathcal{C})) \subset Z_p(\mathcal{C}')$ and $\phi(B_p(\mathcal{C})) \subset B_p(\mathcal{C}')$, so that $\phi$ induces by passage to quotients a homomorphism

$$\phi_*: H_p(\mathcal{C}) \longrightarrow H_p(\mathcal{C}');$$

we say that $\phi_*$ is the map induced in homology by the chain map $\phi$.

Clearly, if $\phi: \mathcal{C} \to \mathcal{C}'$ and $\psi: \mathcal{C}' \to \mathcal{C}''$ are chain maps, then also their composition $\psi \circ \phi$ is a chain map; moreover, $(\psi \circ \phi)_* = \psi_* \circ \phi_*$, and if $\text{Id}$ is the identity of the complex $\mathcal{C}$, i.e., $\text{Id}_p$ is the identity of $\mathcal{C}_p$ for every $p$, then $\text{Id}_*$ is the identity of $H_p(\mathcal{C})$ for every $p$. It follows that if $\phi$ is a chain isomorphism, i.e., $\phi_p$ is an isomorphism for every $p$, then $\phi_*$ is an isomorphism between the homology groups, and $(\phi_*^{-1})_p = (\phi_p)^{-1}$.

If $X, Y$ are topological spaces and $f: X \to Y$ is a continuous map, then for each $p$ we define a homomorphism:

$$f#: \mathcal{C}_p(X) \longrightarrow \mathcal{C}_p(Y)$$

by setting $f#(T) = f \circ T$ for every singular $p$-simplex $T$ in $X$. It is easy to see that $f#$ is a chain map; we say that $f#$ is the chain map induced by $f$. It is clear that, given continuous maps $f: X \to Y$, $g: Y \to Z$ then $(g \circ f)# = g# \circ f#$, and that if $\text{Id}$ is the identity map of $X$, then $\text{Id}#$ is the identity of $\mathcal{C}(X)$; in particular, if $f$ is a homeomorphism, then $f#$ is a chain isomorphism, and $(f^{-1})# = (f#)^{-1}$. We have that the chain map $f#$ induces a homomorphism

$$f_*: H_p(X) \longrightarrow H_p(Y)$$

between the groups of singular homology of $X$ and $Y$, that will be denoted simply by $f_*$. 
3.3.11. Remark. If \( A \) is a subspace of \( X \), then we can identify the set of singular \( p \)-simplexes in \( A \) with a subset of the set of singular \( p \)-simplexes in \( X \); then \( \mathcal{S}_p(A) \) is identified with a subgroup of \( \mathcal{S}_p(X) \). If \( i : A \to X \) denotes the inclusion, then \( i_\# \) is simply the inclusion of \( \mathcal{S}_p(A) \) into \( \mathcal{S}_p(X) \). However, observe that the induced map in homology \( i_* \) is in general not injective, and there exists no identification of \( H_p(A) \) with a subgroup of \( H_p(X) \).

Recall that \((X, A)\) is called a pair of topological spaces when \( X \) is a topological space and \( A \subset X \) is a subspace. We define the singular complex \( \mathcal{S}(X, A) \) of the pair \((X, A)\) by setting:

\[
\mathcal{S}_p(X, A) = \mathcal{S}_p(X)/\mathcal{S}_p(A);
\]

the boundary map of \( \mathcal{S}(X, A) \) is defined using the boundary map of \( \mathcal{S}(X) \) by passage to the quotient. Clearly, \( \mathcal{S}(X, A) \) is a chain complex; we write

\[
H_p(\mathcal{S}(X, A)) = H_p(X, A).
\]

We call \( H_p(X, A) \) the \( p \)-th group of relative homology of the pair \((X, A)\).

If \( f : (X, A) \to (Y, B) \) is a map of pairs (Definition 3.2.8) then the chain map \( f_\# \) passes to the quotient and it defines a chain map

\[
f_\# : \mathcal{S}(X, A) \to \mathcal{S}(Y, B)
\]

that will also be denoted by \( f_\# \); then \( f_\# \) induces a homomorphism between the groups of relative homology, that will be denoted by \( f_* \). Clearly, if \( f : (X, A) \to (Y, B) \) and \( g : (Y, B) \to (Z, C) \) are maps of pairs, then \((g \circ f)_\# = g_\# \circ f_\# \) and that if \( \text{Id} \) is the identity map of \( X \), then \( \text{Id}_\# \) is the identity of \( \mathcal{S}(X, A) \); also, if \( f : (X, A) \to (Y, B) \) is a homeomorphism of pairs, i.e., \( f \) is a homeomorphism of \( X \) onto \( Y \) with \( f(A) = B \), then \( f_\# \) is a chain isomorphism.

3.3.12. Remark. An intuitive way of thinking of the groups of relative homology \( H_p(X, A) \) is to consider them as the reduced homology groups \( \tilde{H}_p(X/A) \) of the space \( X/A \) which is obtained from \( X \) by collapsing all the points of \( A \) to a single point. This idea is indeed a theorem that holds in the case that \( A \subset X \) is closed and it is a deformation retract of some open subset of \( X \). The proof of this theorem requires further development of the theory, and it will be omitted in these notes (see [13, Exercise 2, §39, Chapter 4]).

3.3.13. Example. If \( A \) is the empty set, then \( \mathcal{S}(X, A) = \mathcal{S}(X) \), and therefore \( H_p(X, A) = H_p(X) \) for every \( p \in \mathbb{Z} \); for this reason, we will not distinguish between the space \( X \) and the pair \((X, \emptyset)\).

3.3.14. Example. The identity map of \( X \) induces a map of pairs:

\[
q : (X, \emptyset) \to (X, A);
\]

then \( q_\# : \mathcal{S}(X) \to \mathcal{S}(X, A) \) is simply the quotient map. We define

\[
Z_p(X, A) = q_\#^{-1}(Z_p(\mathcal{S}(X, A))), \quad B_p(X, A) = q_\#^{-1}(B_p(\mathcal{S}(X, A)));
\]

we call \( Z_p(X, A) \) and \( B_p(X, A) \) respectively the group of relative \( p \)-cycles and the group of relative \( p \)-boundaries of the pair \((X, A)\). More explicitly, we have

\[
Z_p(X, A) = \{ c \in \mathcal{S}_p(X) : \partial c \in \mathcal{S}_{p-1}(A) \} = \partial^{-1}(\mathcal{S}_{p-1}(A)),
\]

\[
B_p(X, A) = \{ \partial c + d : c \in \mathcal{S}_{p+1}(X), d \in \mathcal{S}_p(A) \} = B_p(X) + \mathcal{S}_p(A);
\]
Observe that
\[ Z_p(\mathcal{S}(X, A)) = Z_p(X, A)/\mathcal{S}_p(A), \quad B_p(\mathcal{S}(X, A)) = B_p(X, A)/\mathcal{S}_p(A); \]
it follows from elementary theory of quotient of groups that:
\[ (3.3.7) \quad H_p(X, A) = H_p(\mathcal{S}(X, A)) \cong Z_p(X, A)/B_p(X, A). \]
Given \( c \in Z_p(X, A) \), the equivalence class \( c + B_p(X, A) \in H_p(X, A) \) is called the
homology class determined by \( c \) in \( H_p(X, A) \), i.e., if \( c_1, c_2 \in B_p(X, A) \) determine
the same homology class in \( H_p(X, A) \), then \( c_1, c_2 \) are homologous in \( \mathcal{S}(X, A) \).

3.3.15. EXAMPLE. If \( X \) is arc-connected and \( A \neq \emptyset \), then arguing as in Example 3.3.7 we conclude that any two 0-simplexes in \( X \) are homologous in \( \mathcal{S}(X, A) \); however, in this case every point of \( A \) is a singular 0-simplex which is homologous
to 0 in \( \mathcal{S}(X, A) \), hence:
\[ H_0(X, A) = 0. \]
If \( X \) is not arc-connected, then we write \( X = \bigcup_{\alpha \in A} X_\alpha \), where each \( X_\alpha \) is an
arc-connected component of \( X \); writing \( A_\alpha = A \cap X_\alpha \), as in Example 3.3.8 we obtain:
\[ \mathcal{S}_p(X, A) = \bigoplus_{\alpha \in A} \mathcal{S}_p(X_\alpha, A_\alpha); \]
and it follows directly that:
\[ H_p(X, A) = \bigoplus_{\alpha \in A} H_p(X_\alpha, A_\alpha). \]
In the case \( p = 0 \), we obtain in particular that:
\[ H_0(X, A) = \bigoplus_{\alpha \in A'} \mathbb{Z}, \]
where \( A' \) is the subset of indices \( \alpha \in A \) such that \( A_\alpha = \emptyset \).

Our goal now is to build an exact sequence that relates the homology groups
\( H_p(X) \) and \( H_p(A) \) with the relative homology groups \( H_p(X, A) \).

3.3.16. DEFINITION. Given chain complexes \( \mathcal{C}, \mathcal{D}, \mathcal{E} \), we say that
\[ (3.3.8) \quad 0 \longrightarrow \mathcal{C} \xrightarrow{\phi} \mathcal{D} \xrightarrow{\psi} \mathcal{E} \longrightarrow 0 \]
is a short exact sequence of chain complexes if \( \phi \) and \( \psi \) are chain maps and if for
every \( p \in \mathbb{Z} \) the sequence of abelian groups and homomorphisms
\[ 0 \longrightarrow C_p \xrightarrow{\phi_p} D_p \xrightarrow{\psi_p} E_p \longrightarrow 0 \]
is exact.
We have the following result of Homological Algebra:

3.3.17. LEMMA (The Zig-Zag Lemma). Given a short exact sequence of chain
complexes \( (3.3.8) \), there exists an exact sequence of abelian groups and homomorphisms:
\[ (3.3.9) \quad \cdots \xrightarrow{\delta} H_p(\mathcal{C}) \xrightarrow{\phi_p} H_p(\mathcal{D}) \xrightarrow{\psi_p^*} H_p(\mathcal{E}) \xrightarrow{\delta_p} H_{p-1}(\mathcal{C}) \xrightarrow{\phi_{p-1}} \cdots \]
where $\phi_*$ and $\psi_*$ are induced by $\phi$ and $\psi$ respectively, and the homomorphism $\delta_*$ is defined by:

$$
\delta_*( e + B_p(\mathcal{E}) ) = c + B_{p-1}(\mathcal{E}), \quad e \in Z_p(\mathcal{E}),
$$

where $c \in C_{p-1}$ is chosen in such a way that $\phi(c) = \delta d$ and $d \in D_p$ is chosen in such a way that $\psi(d) = e$; the definition (3.3.10) does not depend on the arbitrary choices involved.

**Proof.** The proof, based on an exhaustive analysis of all the cases, is elementary and it will be omitted. The details can be found in [13, §24, Chapter 3].

The exact sequence (3.3.9) is known as the *long exact homology sequence* corresponding to the short exact sequence of chain complexes (3.3.8).

Coming back to the topological considerations, if $(X, A)$ is a pair of topological spaces, we have a short exact sequence of chain complexes:

$$
0 \longrightarrow \mathcal{S}(A) \xrightarrow{i_\#} \mathcal{S}(X) \xrightarrow{q_\#} \mathcal{S}(X, A) \longrightarrow 0
$$

where $i_\#$ is induced by the inclusion $i: A \rightarrow X$ and $q_\#$ is induced by (3.3.6).

Then, it follows directly from the Zig-Zag Lemma the following:

3.3.18. **Proposition.** Given a pair of topological spaces $(X, A)$ then there exists an exact sequence

$$
\cdots \xrightarrow{\partial_*} H_p(A) \xrightarrow{i_\#} H_p(X) \xrightarrow{q_*} H_p(X, A) \xrightarrow{\partial_*} H_{p-1}(A) \xrightarrow{i_*} \cdots
$$

where $i_*$ is induced by the inclusion $i: A \rightarrow X$, $q_*$ is induced by (3.3.6) and the homomorphism $\partial_*$ is defined by:

$$
\partial_*( c + B_p(X, A) ) = \partial c + B_{p-1}(A), \quad c \in Z_p(X, A);
$$

such definition does not depend on the choices involved. If $A \neq \emptyset$ we also have an exact sequence

$$
\cdots \xrightarrow{\partial_*} \tilde{H}_p(A) \xrightarrow{i_\#} \tilde{H}_p(X) \xrightarrow{q_*} H_p(X, A) \xrightarrow{\partial_*} \tilde{H}_{p-1}(A) \xrightarrow{i_*} \cdots
$$

whose arrows are obtained by restriction of the corresponding arrows in the sequence (3.3.12).

**Proof.** The sequence (3.3.12) is obtained by applying the Zig-Zag Lemma to the short exact sequence (3.3.11). If $A \neq \emptyset$, we replace $\mathcal{S}(A)$ and $\mathcal{S}(X)$ by the corresponding augmented complexes; we then apply the Zig-Zag Lemma and we obtain the sequence (3.3.13).

The exact sequence (3.3.12) is known as the *long exact homology sequence of the pair* $(X, A)$; the sequence (3.3.13) is called the *long exact reduced homology sequence of the pair* $(X, A)$.

3.3.19. **Example.** If $A \neq \emptyset$ is homeomorphic to a star-shaped subset of $\mathbb{R}^n$, then $\tilde{H}_p(A) = 0$ for every $p \in \mathbb{Z}$ (see Example 3.3.9); hence, the long exact reduced homology sequence of the pair $(X, A)$ implies that the map:

$$
q_*: \tilde{H}_p(X) \longrightarrow H_p(X, A)
$$

is an isomorphism for every $p \in \mathbb{Z}$.  

Now, we want to show the homotopical invariance of the singular homology; more precisely, we want to show that two homotopic continuous maps induce the same homomorphisms of the homology groups. We begin with an algebraic definition.

3.3.20. Definition. Let \( \mathcal{C} = (C_p, \delta_p) \) and \( \mathcal{C}' = (C'_p, \delta'_p) \) be chain complexes. Given a chain map \( \phi, \psi : \mathcal{C} \to \mathcal{C}' \) then a chain homotopy between \( \phi \) and \( \psi \) is a sequence \( (D_p)_{p \in \mathbb{Z}} \) of homomorphisms \( D_p : C_p \to C'_{p+1} \) such that
\[
\phi_p - \psi_p = \delta'_{p+1} \circ D_p + D_{p-1} \circ \delta_p,
\]
for every \( p \in \mathbb{Z} \); in this case we write \( D : \phi \cong \psi \) and we say that \( \phi \) and \( \psi \) are chain-homotopic.

The following Lemma is a trivial consequence of formula (3.3.14)

3.3.21. Lemma. If two chain maps \( \phi \) and \( \psi \) are chain-homotopic, then \( \phi \) and \( \psi \) induce the same homomorphisms in homology, i.e., \( \phi_* = \psi_* \). \( \square \)

Our next goal is to prove that if \( f \) and \( g \) are two homotopic continuous maps, then the chain maps \( f_* \) and \( g_* \) are chain-homotopic. To this aim, we consider the maps:
\[
i_X : X \to I \times X, \quad j_X : X \to I \times X
\]
defined by \( i_X(x) = (0, x) \) and \( j_X(x) = (1, x) \) for every \( x \in X \), where \( I = [0, 1] \).

We will show first that the chain maps \( (i_X)_* \) and \( (j_X)_* \) are chain-homotopic:

3.3.22. Lemma. For all topological space \( X \) there exists a chain homotopy \( D_X : (i_X)_* \cong (j_X)_* \) where \( i_X \) and \( j_X \) are given in (3.3.15); moreover, the association \( X \mapsto D_X \) may be chosen in a natural way, i.e., in such a way that, given a continuous map \( f : X \to Y \), then the diagram
\[
\begin{array}{ccc}
\mathcal{S}_p(X) & \xrightarrow{(D_X)_p} & \mathcal{S}_{p+1}(I \times X) \\
\downarrow{(f)_*}_p & & \downarrow{(Id \times f)_*}_p \\
\mathcal{S}_p(Y) & \xrightarrow{(D_Y)_p} & \mathcal{S}_{p+1}(I \times Y)
\end{array}
\]
commutes for every \( p \in \mathbb{Z} \), where \( Id \times f \) is given by \( (t, x) \mapsto (t, f(x)) \).

Proof. For each topological space \( X \) and each \( p \in \mathbb{Z} \) we must define a homomorphism
\[
(D_X)_p : \mathcal{S}_p(X) \longrightarrow \mathcal{S}_{p+1}(I \times X);
\]
for \( p < 0 \) we obviously set \( (D_X)_p = 0 \). For \( p \geq 0 \) we denote by \( Id_p \) the identity map of the space \( \Delta_p \); then \( Id_p \) is a singular \( p \)-simplex in \( \Delta_p \), and therefore \( Id_p \in \mathcal{S}_p(\Delta_p) \). The construction of \( D_X \) must be such that the diagram (3.3.16) commutes, and this suggests the following definition:
\[
(D_X)_p(T) = ((Id \times T)_*)_p \circ (D_{\Delta_p})_p(Id_p),
\]
for every singular \( p \)-simplex \( T : \Delta_p \to X \) (observe that \( (Id_p)(T) = T \)); hence, we need to find the correct definition of
\[
(D_{\Delta_p})_p(Id_p) = a_p \in \mathcal{S}_{p+1}(I \times \Delta_p),
\]
for each $p \geq 0$. Keeping in mind the definition of chain homotopy (see (3.3.14)), our definition of $a_p$ will have to be given in such a way that the identity
\begin{equation}
\partial a_p = (i_{\Delta_p})_#(\text{Id}_p) - (j_{\Delta_p})_#(\text{Id}_p) - (D_{\Delta_p})_{p-1} \circ \partial(\text{Id}_p)
\end{equation}
be satisfied for every $p \geq 0$ (we will omit some index to simplify the notation); observe that (3.3.19) is equivalent to:
\begin{equation}
\partial a_p = i_{\Delta_p} - j_{\Delta_p} - (D_{\Delta_p})_{p-1} \circ \partial(\text{Id}_p).
\end{equation}

Let us begin by finding $a_0 \in \mathcal{S}_1(I \times \Delta_0)$ that satisfies (3.3.20), that is, $a_0$ must satisfy $\partial a_0 = i_{\Delta_0} - j_{\Delta_0}$; we compute as follows:
\[\varepsilon(i_{\Delta_0} - j_{\Delta_0}) = 0.\]
Since $\tilde{H}_0(I \times \Delta_0) = 0$ (see Example 3.3.9) we see that it is indeed possible to determine $a_0$ with the required property.

We now argue by induction; fix $r \geq 1$. Suppose that $a_p \in \mathcal{S}_{p+1}(I \times \Delta_p)$ has been found for $p = 0, \ldots, r-1$ in such a way that condition (3.3.20) be satisfied, where $(D_X)_p$ is defined in (3.3.17) for every topological space $X$; it is then easy to see that the diagram (3.3.16) commutes. An easy computation that uses (3.3.16), (3.3.18) and (3.3.20) shows that:
\begin{equation}
( (i_X)_# )_p - ( (j_X)_# )_p = \partial \circ (D_X)_p + (D_X)_p-1 \circ \partial,
\end{equation}
for $p = 0, \ldots, r-1$.

Now, we need to determine $a_r$ that satisfies (3.3.20) (with $p = r$). It follows from (3.3.21), where we set $X = \Delta_r$ and $p = r-1$, that:
\begin{equation}
\partial \circ (D_{\Delta_r})_{r-1} \circ \partial(\text{Id}_r)
= (i_{\Delta_r})_# \circ \partial(\text{Id}_r) - (j_{\Delta_r})_# \circ \partial(\text{Id}_r) - (D_{\Delta_r})_{r-2} \circ \partial \circ \partial(\text{Id}_r)
= \partial(i_{\Delta_r} - j_{\Delta_r});
\end{equation}
using (3.3.22) we see directly that
\begin{equation}
i_{\Delta_r} - j_{\Delta_r} - (D_{\Delta_r})_{r-1} \circ \partial(\text{Id}_r) \in Z_r(I \times \Delta_r).
\end{equation}
Since $H_r(I \times \Delta_r) = 0$ (see Example 3.3.9) it follows that (3.3.23) is an $r$-boundary; hence it is possible to choose $a_r$ satisfying (3.3.20) (with $p = r$).

This concludes the proof.

It is now easy to prove the homotopical invariance of the singular homology.

3.3.23. PROPOSITION. If two continuous maps $f, g : X \rightarrow Y$ are homotopic, then the chain maps $f_#$ and $g_#$ are homotopic.

PROOF. Let $H : f \cong g$ be a homotopy between $f$ and $g$; by Lemma 3.3.22 there exists a chain homotopy $D_X : i_X \cong j_X$. Then, it is easy to see that we obtain a chain homotopy between $f_#$ and $g_#$ by considering, for each $p \in \mathbb{Z}$, the homomorphism
\[(H_#)_p \circ (D_X)_p : \mathcal{S}_p(X) \rightarrow \mathcal{S}_{p+1}(Y).\]

3.3.24. COROLLARY. If $f, g : X \rightarrow Y$ are homotopic, then $f_* = g_*$. 

PROOF. It follows from Proposition 3.3.23 and from Lemma 3.3.21.
3.3.1. The Hurewicz’s homomorphism. In this subsection we will show that the first singular homology group $H_1(X)$ of a topological space $X$ can be computed from its fundamental group; more precisely, if $X$ is arc-connected, we will show that $H_1(X)$ is the abelianized group of $\pi_1(X)$.

In the entire subsection we will assume familiarity with the notations and the concepts introduced in Section 3.1; we will consider a fixed topological space $X$.

Observing that the unit interval $I = [0, 1]$ coincides with the first standard simplex $\Delta_1$, we see that every curve $\gamma \in \Omega(X)$ is a singular 1-simplex in $X$; then, $\gamma \in \mathcal{S}_1(X)$. We will say that two singular 1-chains $c, d \in \mathcal{S}_1(X)$ are homologous when $c - d \in B_1(X)$; this terminology will be used also in the case that $c$ and $d$ are not necessarily cycles.\footnote{Observe that a singular 1-chain $c$ defines a homology class in $H_1(X)$ only if $c \in \mathcal{Z}_1(X)$.}

We begin with some Lemmas:

3.3.25. Lemma. Let $\gamma \in \Omega(X)$ and let $\sigma : I \to I$ be a continuous map. If $\sigma(0) = 0$ and $\sigma(1) = 1$, then $\gamma \circ \sigma$ is homologous to $\gamma$; if $\sigma(0) = 1$ and $\sigma(1) = 0$, then $\gamma \circ \sigma$ is homologous to $-\gamma$.

Proof. We suppose first that $\sigma(0) = 0$ and $\sigma(1) = 1$. Consider the singular 1-simplexes $\sigma$ and $\ell(0, 1)$ in $I$ (recall the definition of $\ell$ in (3.3.1)). Clearly, $\partial(\sigma - \ell(0, 1)) = 0$, i.e., $\sigma - \ell(0, 1) \in Z_1(I)$; since $H_1(I) = 0$ (see Example 3.3.9) it follows that $\sigma - \ell(0, 1) \in B_1(I)$. Consider the chain map

$$\gamma : \mathcal{S}(I) \longrightarrow \mathcal{S}(X);$$

we have that $\gamma(\sigma - \ell(0, 1)) \in B_1(X)$. But

$$\gamma(\sigma - \ell(0, 1)) = \gamma \circ \sigma - \gamma \in B_1(X),$$

from which it follows that $\gamma$ is homologous to $\gamma \circ \sigma$. The case $\sigma(0) = 1, \sigma(1) = 0$ is proven analogously, observing that $\sigma + \ell(0, 1) \in Z_1(I)$. \hfill \square

3.3.26. Remark. In some situations we will consider singular 1-chains given by curves $\gamma : [a, b] \to X$ that are defined on an arbitrary closed interval $[a, b]$ (rather than on the unit interval $I$); in this case, with a slight abuse, we will denote by $\gamma \in \mathcal{S}_1(X)$ the singular 1-simplex $\gamma \circ \ell(a, b) : I \to X$; it follows from Lemma 3.3.25 that $\gamma \circ \ell(a, b)$ is homologous to any reparameterization $\gamma \circ \sigma$ of $\gamma$, where $\sigma : I \to [a, b]$ is a continuous map such that $\sigma(0) = a$ and $\sigma(1) = b$ (see also Remark 3.1.4).

3.3.27. Lemma. If $\gamma, \mu \in \Omega(X)$ are such that $\gamma(1) = \mu(0)$, then $\gamma \cdot \mu$ is homologous to $\gamma + \mu$; moreover, for every $\gamma \in \Omega(X)$ we have that $\gamma^{-1}$ is homologous to $-\gamma$ and for every $x_0 \in X$, $\sigma_{x_0}$ is homologous to zero.

Proof. We will basically use the same idea that was used in the proof of Lemma 3.3.25. We have that $\ell(0, \frac{1}{2}) + \ell(\frac{1}{2}, 1) - \ell(0, 1) \in Z_1(I) = B_1(I)$; considering the chain map $(\gamma \cdot \mu)_#$ we obtain:

$$(\gamma \cdot \mu)(\ell(0, \frac{1}{2}) + \ell(\frac{1}{2}, 1) - \ell(0, 1)) = \gamma + \mu - \gamma \cdot \mu \in B_1(X),$$

from which it follows that $\gamma \cdot \mu$ is homologous to $\gamma + \mu$. The fact that $\gamma^{-1}$ is homologous to $-\gamma$ follows from Lemma 3.3.25; finally, if $T : \Delta_2 \to X$ denotes the constant map with value $x_0$, we obtain $\partial T = \sigma_{x_0} \in B_1(X)$. \hfill \square
3.3.28. **Lemma.** Let \( K : I \times I \to X \) be a continuous map; considering the curves:
\[
\gamma_1 = K \circ \ell((0, 0), \gamma_1(1)), \quad \gamma_2 = K \circ \ell((0, 0), \gamma_2(1)),
\]
\[
\gamma_3 = K \circ \ell((0, 1), \gamma_3(1)), \quad \gamma_4 = K \circ \ell((0, 1), \gamma_4(1)),
\]
we have that the singular 1-chain \( \gamma_1 + \gamma_2 + \gamma_3 + \gamma_4 \) is homologous to zero.

**Proof.** We have that \( H_1(I \times I) = 0 \) (see Example 3.3.9); moreover
\[
(3.3.24) \quad \ell((0, 0), (1, 0)) + \ell((0, 0), (1, 1)) + \ell((0, 1), (1, 0)) + \ell((0, 1), (0, 0)) \in Z_1(I \times I) = B_1(I \times I).
\]
The conclusion follows by applying \( K \# \) to (3.3.24). \( \square \)

We now relate the homotopy class and the homology class of a curve \( \gamma \in \Omega(X) \).

3.3.29. **Corollary.** If \( \gamma, \mu \in \Omega(X) \) are homotopic with fixed endpoints, then \( \gamma \) is homologous to \( \mu \).

**Proof.** It suffices to apply Lemma 3.3.28 to a homotopy with fixed endpoints \( K : \gamma \cong \mu \), keeping in mind Lemma 3.3.27. \( \square \)

3.3.30. **Remark.** Let \( A \subset X \) be a subset; if \( \gamma : I \to X \) is a continuous curve with endpoints in \( A \), i.e., \( \gamma(0), \gamma(1) \in A \), then \( \partial \gamma \in \mathcal{O}(A) \), and therefore \( \gamma \in Z_1(X, A) \) defines a homology class \( \gamma + B_1(X, A) \) in \( H_1(X, A) \). It follows from Lemma 3.3.28 (keeping in mind also Lemma 3.3.27) that if \( \gamma \) and \( \mu \) are homotopic with free endpoints in \( A \) (recall Definition 3.1.31) then \( \gamma \) and \( \mu \) define the same homology class in \( H_1(X, A) \).

3.3.31. **RemarK.** If \( \gamma, \mu \) are freely homotopic loops in \( X \) (see Remark 3.1.16) then it follows easily from Lemma 3.3.28 (keeping in mind also Lemma 3.3.27) that \( \gamma \) is homologous to \( \mu \).

We define a map:
\[
(3.3.25) \quad \Theta : \overline{\Omega}(X) \to \mathcal{S}_1(X)/B_1(X)
\]
by setting \( \Theta([\gamma]) = \gamma + B_1(X) \) for every \( \gamma \in \Omega(X) \); it follows from Corollary 3.3.29 that \( \Theta \) is well defined, i.e., it does not depend on the choice of the representative of the homotopy class \( [\gamma] \in \overline{\Omega}(X) \). Then, Lemma 3.3.27 tells us that:
\[
(3.3.26) \quad \Theta([\gamma] \cdot [\mu]) = \Theta([\gamma]) + \Theta([\mu]), \quad \Theta([\gamma]^{-1}) = -\Theta([\gamma]), \quad \Theta([\sigma_{x_0}]) = 0,
\]
for every \( \gamma, \mu \in \Omega(X) \) with \( \gamma(1) = \mu(0) \) and for every \( x_0 \in X \). If \( \gamma \in \Omega(X) \) is a loop, then \( \gamma \in Z_1(X) \); if we fix \( x_0 \in X \), we see that \( \Theta \) restricts to a map (also denoted by \( \Theta \)):
\[
(3.3.27) \quad \Theta : \pi_1(X, x_0) \to H_1(X).
\]

It follows from (3.3.26) that (3.3.27) is a group homomorphism; this homomorphism is known as the **Hurewicz’s homomorphism**. The Hurewicz’s homomorphism is natural in the sense that, given a continuous map \( f : X \to Y \) with
If \( f(x_0) = y_0 \), the following diagram commutes:

\[
\begin{array}{ccc}
\pi_1(X, x_0) & \xrightarrow{\Theta} & H_1(X) \\
\downarrow f_* & & \downarrow f_* \\
\pi_1(Y, y_0) & \xrightarrow{\Theta} & H_1(Y)
\end{array}
\]

We are now ready to prove the main result of this subsection. We will first recall some definitions in group theory.

3.3.32. Definition. If \( G \) is a group, the commutator subgroup of \( G \), denoted by \( G' \), is the subgroup of \( G \) generated by all the elements of the form \( ghg^{-1}h^{-1} \), with \( g, h \in G \). The commutator subgroup \( G' \) is always a normal subgroup\(^6\) of \( G \), and therefore the quotient \( G/G' \) is always a group. We say that \( G/G' \) is the abelianized group of \( G \).

The group \( G/G' \) is always abelian; as a matter of facts, if \( H \) is a normal subgroup of \( G \), then the quotient group \( G/H \) is abelian if and only if \( H \supset G' \).

3.3.33. Theorem. Let \( X \) be an arc-connected topological space. Then, for every \( x_0 \in X \), the Hurewicz’s homomorphism (3.3.27) is surjective, and its kernel is the commutator subgroup of \( \pi_1(X, x_0) \); in particular, the first singular homology group \( H_1(X) \) is isomorphic to the abelianized group of \( \pi_1(X, x_0) \).

Proof. Since the quotient \( \pi_1(X, x_0)/\text{Ker}(\Theta) \cong \text{Im}(\Theta) \) is abelian, it follows that \( \text{Ker}(\Theta) \) contains the commutator subgroup \( \pi_1(X, x_0)' \), and therefore \( \Theta \) defines a homomorphism by passage to the quotient:

\[
\Theta: \pi_1(X, x_0)/\pi_1(X, x_0)' \longrightarrow H_1(X);
\]

our strategy will be to show that \( \Theta \) is an isomorphism.

For each \( x \in X \), choose a curve \( \eta_x \in \Omega(X) \) such that \( \eta_x(0) = x_0 \) and \( \eta_x(1) = x \); we are now going to define a homomorphism

\[
\Psi: \mathcal{S}_1(X) \longrightarrow \pi_1(X, x_0)/\pi_1(X, x_0)';
\]

since \( \pi_1(X, x_0)/\pi_1(X, x_0)' \) is abelian and the singular 1-simplexes of \( X \) form a basis of \( \mathcal{S}_1(X) \) as a free abelian group, \( \Psi \) is well defined if we set

\[
\Psi(\gamma) = q([\eta_\gamma(0)] \cdot [\gamma] \cdot [\eta_\gamma(1)]^{-1}), \quad \gamma \in \Omega(X),
\]

\(^6\)actually, the commutator subgroup \( G' \) of \( G \) is invariant by every automorphism of \( G \).
where \( q \) denotes the quotient map
\[
q: \pi_1(X, x_0) \longrightarrow \pi_1(X, x_0)/\pi_1(X, x_0)'.
\]
We are now going to show that \( B_1(X) \) is contained in the kernel of \( \Psi \); to this aim, it suffices to show that \( \psi(\partial T) \) is the neutral element of \( \pi_1(X, x_0)/\pi_1(X, x_0)' \) for every singular 2-simplex \( T \) in \( X \). We write:
\[
(3.3.29) \quad \partial T = \gamma_0 - \gamma_1 + \gamma_2,
\]
where \( \gamma_0 = T \circ \ell(e_1, e_2), \gamma_1 = T \circ \ell(e_0, e_2) \) and \( \gamma_2 = T \circ \ell(e_0, e_1) \). Applying \( \Psi \) to both sides of (3.3.29) we obtain:
\[
\Psi(\partial T) = \Psi(\gamma_0)\Psi(\gamma_1)^{-1}\Psi(\gamma_2) = q(\eta_{T(e_1)}) \cdot [\gamma_0] \cdot [\gamma_1]^{-1} \cdot [\gamma_2] \cdot [\eta_{T(e_1)}]^{-1}).
\]
Writing \( [\rho] = [\ell(e_1, e_2)] \cdot [\ell(e_2, e_0)] \cdot [\ell(e_0, e_1)] \in \Omega(\Delta_2) \) then \( (3.3.30) \) implies that:
\[
\Psi(\partial T) = q(\eta_{T(e_1)}) \cdot T_*([\rho]) \cdot [\eta_{T(e_1)}]^{-1})
\]
so that \( [\rho] \in \pi_1(\Delta_2, e_1) \), we have that \( [\rho] = [\sigma_{e_1}] \) (see Example 3.1.15), from which it follows \( \Psi(\partial T) = q(\sigma_{e_1}) \).

Then, we conclude that \( B_1(X) \subset \text{Ker}(\Psi) \), from which we deduce that \( \Psi \) passes to the quotient and defines a homomorphism
\[
\overline{\Psi}: \mathfrak{G}_1(X)/B_1(X) \longrightarrow \pi_1(X, x_0)/\pi_1(X, x_0)'.
\]
The strategy will now be to show that the restriction \( \overline{\Psi}|_{H_1(X)} \) is an inverse for \( \overline{\sigma} \).

Let us compute \( \overline{\sigma} \circ \overline{\Psi}; \) for \( \gamma \in \Omega(1) \) we have:
\[
(3.3.31) \quad (\overline{\sigma} \circ \overline{\Psi})(\gamma) = \Theta([\eta_{\tau(0)}]) + \Theta([\gamma]) - \Theta([\eta_{\tau(1)}]) = \eta_{\tau(0)} + \gamma - \eta_{\tau(1)} + B_1(X).
\]
Define a homomorphism \( \phi: \mathfrak{G}_0(X) \rightarrow \mathfrak{G}_1(X) \) by setting \( \phi(x) = \eta_x \) for every singular 0-simplex \( x \in X \); then \( (3.3.31) \) implies that:
\[
(3.3.32) \quad \overline{\sigma} \circ \overline{\Psi} = p \circ (\text{Id} - \phi \circ \partial),
\]
where \( p: \mathfrak{G}_1(X) \rightarrow \mathfrak{G}_1(X)/B_1(X) \) denotes the quotient map and \( \text{Id} \) denotes the identity map of \( \mathfrak{G}_1(X) \). If we restrict both sides of (3.3.32) to \( Z_1(X) \) and passing to the quotient we obtain:
\[
\overline{\sigma} \circ \overline{\Psi}|_{H_1(X)} = \text{Id}.
\]
Let us now compute \( \overline{\Psi} \circ \overline{\sigma}; \) for every loop \( \gamma \in \Omega_{x_0}(X) \) we have:
\[
(3.3.33) \quad (\overline{\Psi} \circ \overline{\sigma})(q([\gamma])) = \Psi(\gamma) = q([\eta_{x_0}])q([\gamma])q([\eta_{x_0}])^{-1} = q([\gamma]),
\]
observing that \( \pi_1(X, x_0)/\pi_1(X, x_0)' \) is abelian. It follows that:
\[
(\overline{\Psi}|_{H_1(X)}) \circ \overline{\sigma} = \text{Id},
\]
which concludes the proof. \( \square \)

3.3.34. REMARK. If \( X \) is arc-connected and \( \pi_1(X) \) is abelian, it follows from Theorem 3.3.33 that the Hurewicz’s homomorphism is an isomorphism of \( \pi_1(X, x_0) \) onto \( H_1(X) \); this fact “explains” why the fundamental groups with different base-points \( \pi_1(X, x_0) \) and \( \pi_1(X, x_1) \) can be canonically identified when the fundamental group of the space is abelian. The reader should compare this observation with Remark 3.1.13 and with the diagram (3.28).
**Exercises for Chapter 3**

**Exercise 3.1.** Prove that every contractible space is arc-connected.

**Exercise 3.2.** Prove that a topological space $X$ which is connected and locally arc-connected is arc-connected. Deduce that a connected (topological) manifold is arc-connected.

**Exercise 3.3.** Let $\gamma \in \Omega(X)$ be a loop and let $\lambda \in \Omega(X)$ be such that $\lambda(0) = \gamma(0)$; show that the loops $\gamma$ and $\lambda^{-1} \cdot \gamma \cdot \lambda$ are freely homotopic.

**Exercise 3.4.** Let $f, g : X \to Y$ be homotopic maps and let $H : f \cong g$ be a homotopy from $f$ to $g$; fix $x_0 \in X$ and set $\lambda(s) = H_s(x_0)$, $s \in I$. Show that the following diagram commutes:

$$
\begin{diagram}
\pi_1(Y,f(x_0)) \rTo{f_*} \pi_1(X,x_0) \rTo{g_*} \pi_1(Y,g(x_0)) \\
\end{diagram}
\Rightarrow \pi_1(Y,f(x_0)) \rTo{\lambda_*} \pi_1(X,x_0) \rTo{\lambda_*} \pi_1(Y,g(x_0))
$$

**Exercise 3.5.** A continuous map $f : X \to Y$ is said to be a *homotopy equivalence* if there exists a continuous map $g : Y \to X$ such that $g \circ f$ is homotopic to the identity map of $X$ and $f \circ g$ is homotopic to the identity map of $Y$; in this case we say that $g$ is a *homotopy inverse* for $f$. Show that if $f$ is a homotopy equivalence then $f_* : \pi_1(X,x_0) \to \pi_1(Y,f(x_0))$ is an isomorphism for every $x_0 \in X$.

**Exercise 3.6.** Show that $X$ is contractible if and only if the map $f : X \to \{x_0\}$ is a homotopy equivalence.

**Exercise 3.7.** Let $p : E \to B$ be a covering map, $e_0 \in E$, $b_0 = p(e_0)$ and $\gamma \in \Omega_{b_0}(B)$. Show that the homotopy class $[\gamma]$ is in $p_*(\pi_1(E,e_0))$ if and only if the lifting $\tilde{\gamma} : I \to E$ of $\gamma$ with $\tilde{\gamma}(0) = e_0$ satisfies $\tilde{\gamma}(1) = e_0$.

**Exercise 3.8.** Let $p : E \to B$ be a covering map, $X$ be a topological space, $f : X \to B$ be a continuous map, $e_0 \in E$, $x_0 \in X$ with $f(x_0) = p(e_0)$. Assume (3.2.19). Given continuous curves $\gamma_1 : I \to X$, $\gamma_2 : I \to X$ with $\gamma_1(0) = \gamma_2(0) = x_0$, $\gamma_1(1) = \gamma_2(1)$, if $\tilde{\gamma}_i : I \to E$ denotes the lifting of $f \circ \gamma_i$ with $\tilde{\gamma}_i(0) = e_0$, $i = 1, 2$, show that $\tilde{\gamma}_1(1) = \tilde{\gamma}_2(1)$.

**Exercise 3.9.** Prove that a homotopy equivalence induces an isomorphism in singular homology. Conclude that, if $X$ is contractible, then $H_0(X) \cong \mathbb{Z}$ and $H_p(X) = 0$ for every $p \geq 1$.

**Exercise 3.10.** If $Y \subseteq X$, a continuous map $r : X \to Y$ is said to be a *retraction* if $r$ restricts to the identity map of $Y$; in this case we say that $Y$ is a *retract* of $X$. Show that if $r$ is a retraction then $r_* : \pi_1(X,x_0) \to \pi_1(Y,x_0)$ is surjective for every $x_0 \in Y$. Show also that if $Y$ is a retract of $X$ then the inclusion map $i : Y \to X$ induces an injective homomorphism $i_* : \pi_1(Y,x_0) \to \pi_1(X,x_0)$ for every $x_0 \in Y$. 

Exercise 3.11. Let $X$ be a topological space, $G$ be a group and $g : X \to G$, $h : X \to G$ be maps. If $\psi_g = \psi_h$ (see Example 3.1.20), show that the map $X \ni x \mapsto g(x)h(x)^{-1} \in G$ is constant on each arc-connected component of $X$.

Exercise 3.12. Let $X$ be a topological space, $G$ be a group and $\psi : \Omega(X) \to G$ be a map that is compatible with concatenations and such that $\psi(\gamma) = \psi(\mu)$ whenever $\gamma(0) = \mu(0)$ and $\gamma(1) = \mu(1)$. Prove that there exists a map $g : X \to G$ such that $\psi = \psi_g$ (see Example 3.1.20).

Exercise 3.13. Let $X$ be a topological space, $\gamma : [a, b] \to X$ be a continuous curve and $c \in [a, b]$. Show that (see Remark 3.1.4):

$$\gamma = [\gamma|_{[a,c]}] \cdot [\gamma|_{[c,b]}].$$

Conclude that if $a = t_0 < t_1 < \cdots < t_k = b$ is an arbitrary partition of $[a, b]$ then:

$$\gamma = [\gamma|_{[t_0,t_1]}] \cdots [\gamma|_{[t_{k-1},t_k]}].$$

Exercise 3.14. Let $X$ be a topological space, $K$ be a compact metric space, $X = \bigcup_{\alpha \in A} U_\alpha$ be an open cover of $X$ and $f : K \to X$ be a continuous map. Show that there exists $\delta > 0$ such that for every subset $S$ of $K$ with diameter less then $\delta$, the set $f(S)$ is contained in some $U_\alpha$.

Exercise 3.15. In the proof of Theorem 3.1.21, check that if $P, Q$ are partitions of $I$ and $Q$ is finer than $P$ then $\Omega_{A,P} \subset \Omega_{A,Q}$ and $\psi_P(\gamma) = \psi_Q(\gamma)$, for all $\gamma \in \Omega_{A,P}$.

Exercise 3.16. Let $X$ be a topological space, $X = \bigcup_{\alpha \in A} U_\alpha$ be an open cover of $X$. Call a homotopy $H : I \times I \to X$ small if its image is contained in some $U_\alpha$. Let $G$ be a group and $\psi : \Omega(X) \to G$ be a map that is compatible with concatenations and invariant by small homotopies, i.e., $\psi(\gamma) = \psi(\mu)$ whenever $\gamma, \mu \in \Omega(X)$ are homotopic by a small homotopy with fixed endpoints. Prove that $\psi$ is homotopy invariant.

Exercise 3.17. Let $G_1, G_2$ be groups and $f : G_1 \to G_2$ a homomorphism. Prove that the sequence $0 \to G_1 \xrightarrow{f} G_2 \to 0$ is exact if and only if $f$ is an isomorphism.

Exercise 3.18. Let $E, B$ be topological spaces and $p : E \to B$ be a continuous map. Assume that the sets $p^{-1}(b)$, $b \in B$, have all the same cardinality and let $F$ be a discrete topological space having such cardinality. Show that the following conditions are equivalent:

(i) $p$ is a locally trivial fibration with typical fiber $F$ (i.e., $p$ is a covering map in the sense of Definition 3.2.18);
(ii) every $b \in B$ has an open neighborhood $U$ which is fundamental for $p$, i.e., $p^{-1}(U)$ is a disjoint union $\bigcup_{i \in I} V_i$ of open subsets $V_i$ of $E$ such that $p|_V : V_i \to U$ is a homeomorphism, for all $i \in I$.

Exercise 3.19. Let $p : E \to B$ be a locally injective continuous map with $E$ Hausdorff and let $\hat{f} : X \to B$ be a continuous map defined in a connected topological space $X$. Given $x_0 \in X$, $e_0 \in E$, show that there exists at most one map $\hat{f} : X \to E$ with $p \circ \hat{f} = f$ and $\hat{f}(x_0) = e_0$. Show that if $p$ is a covering map then the hypothesis that $E$ is Hausdorff can be dropped.
EXERCISE 3.20. Let $E$, $B$ be topological spaces with $E$ Hausdorff. Let $p : E \to B$ be a local homeomorphism (i.e., every point of $E$ has an open neighborhood which $p$ maps homeomorphically onto an open subset of $B$). Assume that $p$ is closed (i.e., takes closed subsets of $E$ to closed subsets of $B$) and that there exists a natural number $n$ such that $p^{-1}(b)$ has exactly $n$ elements, for all $b \in B$. Show that $p$ is a covering map.

EXERCISE 3.21. Let $X \subset \mathbb{R}^2$ be defined by:

$$X = \{(x, \sin(1/x)) : x > 0\} \cup \{(0) \times [-1, 1]\}.$$ 

Show that $X$ is connected but not arc-connected; compute the singular homology groups of $X$.

EXERCISE 3.22. Prove the Zig-Zag Lemma (Lemma 3.3.17).

EXERCISE 3.23. Let $G$ be a group and let $G$ act on a topological space $X$ by homeomorphisms. We say that such action is properly discontinuous if for every $x \in X$ there exists a neighborhood $U$ of $x$ such that $gU \cap U = \emptyset$ for every $g \neq 1$, where $gU = \{g \cdot y : y \in U\}$. Let be given a properly discontinuous action of $G$ in $X$ and denote by $X/G$ the set of orbits of $G$ endowed with the quotient topology.

- Show that the quotient map $p : X \to X/G$ is a covering map with typical fiber $G$.
- Show that, if $X$ is arc-connected, there exists an exact sequence of groups and group homomorphisms:

$$0 \longrightarrow \pi_1(X) \overset{p_*}{\longrightarrow} \pi_1(X/G) \longrightarrow G \longrightarrow 0.$$

- If $X$ is simply connected conclude that $\pi_1(X/G)$ is isomorphic to $G$.

EXERCISE 3.24. Let $X = \mathbb{R}^2$ be the Euclidean plane; for each $m, n \in \mathbb{Z}$ let $g_{m,n}$ be the homeomorphism of $X$ given by:

$$g_{m,n}(x, y) = ((-1)^n x + m, y + n).$$

Set $G = \{g_{m,n} : m, n \in \mathbb{Z}\}$. Show that:

- $G$ is a subgroup of the group of all homeomorphisms of $X$;
- show that $X/G$ is homeomorphic to the Klein bottle;
- show that the natural action of $G$ in $X$ is properly discontinuous; conclude that the fundamental group of the Klein bottle is isomorphic to $G$;
- show that $G$ is the semi-direct product\(^7\) of two copies of $\mathbb{Z}$;
- compute the commutator subgroup of $G$ and conclude that the first singular homology group of the Klein bottle is isomorphic to $\mathbb{Z} \oplus (\mathbb{Z}/2\mathbb{Z})$.

EXERCISE 3.25. Prove that if $X$ and $Y$ are arc-connected, then $H_1(X \times Y) \cong H_1(X) \oplus H_1(Y)$.

EXERCISE 3.26. Compute the relative homology group $H_2(D, \partial D)$, where $D$ is the unit disk $\{(x, y) \in \mathbb{R}^2 : x^2 + y^2 \leq 1\}$ and $\partial D$ is its boundary.

---

\(^7\)Recall that a group $G$ is the (inner) semi-direct product of two subgroups $H$ and $K$ if $G = HK$ with $H \cap K = \{1\}$ and $K$ normal in $G$. 
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CHAPTER 4

Curves of Symmetric Bilinear Forms

We make the convention that, in this chapter, \(V\) will always denote a finite dimensional real vector space:

\[ \dim(V) < +\infty. \]

We choose an arbitrary norm in \(V\) denoted by \(\| \cdot \|\); we then define the norm of a bilinear form \(B \in \text{B}(V)\) by setting:

\[ \|B\| = \sup_{\|v\| \leq 1, \|w\| \leq 1} |B(v, w)|. \]

Observe that, since \(V\) and \(\text{B}(V)\) are finite dimensional, then all the norms in these spaces induce the same topology.

4.1. A few preliminary results

We will first show that the condition \(n_-(B) \geq k\) (for some fixed \(k\)) is an open condition in \(\text{B}_{\text{sym}}(V)\).

4.1.1. Lemma. Let \(k \geq 0\) be fixed. The set of symmetric bilinear forms \(B \in \text{B}_{\text{sym}}(V)\) such that \(n_+(B) \geq k\) is open in \(\text{B}_{\text{sym}}(V)\).

Proof. Let \(B \in \text{B}_{\text{sym}}(V)\) with \(n_+(B) \geq k\); then, there exists a \(k\)-dimensional \(B\)-positive subspace \(W \subset V\). Since the unit sphere of \(W\) is compact, we have:

\[ \inf_{v \in W, \|v\|=1} B(v, v) = c > 0; \]

it now follows directly that if \(A \in \text{B}_{\text{sym}}(V)\) and \(\|A - B\| < |c|/2\) then \(A\) is positive definite in \(W\), and therefore \(n_+(A) \geq k\). \(\square\)

Obviously, since \(n_-(B) = n_+(-B)\), it follows from Lemma 4.1.1 that also the set of symmetric bilinear forms \(B \in \text{B}_{\text{sym}}(V)\) with \(n_-(B) \geq k\) is open in \(\text{B}_{\text{sym}}(V)\).

4.1.2. Corollary. Let \(k \geq 0, r \geq 0\) be fixed. The set of symmetric bilinear forms \(B \in \text{B}_{\text{sym}}(V)\) such that \(n_+(B) = k\) and \(\text{dgn}(B) = r\) is open in the set:

\[ \{ B \in \text{B}_{\text{sym}}(V) : \text{dgn}(B) \geq r \}. \]

Proof. Observe that:

\[ \{ B \in \text{B}_{\text{sym}}(V) : n_+(B) = k, \text{ dgn}(B) = r \} \]

is equal to the intersection of (4.1.1) with:

\[ \{ B \in \text{B}_{\text{sym}}(V) : n_+(B) \geq k \} \cap \{ B \in \text{B}_{\text{sym}}(V) : n_-(B) \geq n - r - k \}, \]

where \(n = \dim(V)\). By Lemma 4.1.1, the set (4.1.2) is open in \(\text{B}_{\text{sym}}(V)\). \(\square\)
4.1.3. **Corollary.** Let \( k \geq 0 \) be fixed. The set of nondegenerate symmetric bilinear forms \( B \in B_{\text{sym}}(V) \) such that \( n_+(B) = k \) is open in \( B_{\text{sym}}(V) \).

**Proof.** Follows from Corollary 4.1.2 with \( r = 0 \). \( \square \)

**4.2. Evolution of the index: a simple case**

In this section we will study the following problem: given a continuous one parameter family \( t \mapsto B(t) \) of symmetric bilinear forms in a finite dimensional vector space, how do the numbers \( n_+(B(t)), n_-(B(t)) \) change with \( t \)? We will show that changes can occur only when \( t \) passes through an instant \( t_0 \) at which \( B(t_0) \) is degenerate. We will consider first a benign case of degeneracy where the derivative \( B'(t_0) \) is nondegenerate on the kernel of \( B(t_0) \). A more general case will be studied in Section 4.3.

**4.2.1. Lemma.** Let \( B : I \to B_{\text{sym}}(V) \) be a continuous curve defined in some interval \( I \subset \mathbb{R} \). If the degeneracy of \( B(t) \) is independent of \( t \in I \) then \( n_-(B(t)) \) and \( n_+(B(t)) \) are also independent of \( t \).

**Proof.** By Corollary 4.1.2, given \( k \geq 0 \), the set:
\[
\{ t \in I : n_+(B(t)) = k \}
\]
is open in \( I \). It follows from the connectedness of \( I \) that, for some \( k \geq 0 \), this set is equal to \( I \). \( \square \)

**4.2.2. Corollary.** Let \( B : I \to B_{\text{sym}}(V) \) be a continuous curve defined in some interval \( I \subset \mathbb{R} \). If \( B(t) \) is nondegenerate for all \( t \in I \), then \( n_-(B(t)) \) and \( n_+(B(t)) \) are independent of \( t \).

Corollary 4.2.2 tells us that the index \( n_-(B(t)) \) and the co-index \( n_+(B(t)) \) can only change when \( B(t) \) becomes degenerate; in the next Theorem we show how to compute this change when \( t \mapsto B(t) \) is of class \( C^1 \):

**4.2.3. Theorem.** Let \( B : [t_0, t_1] \to B_{\text{sym}}(V) \) be a curve of class \( C^1 \); write \( N = \text{Ker}(B(t_0)) \). Suppose that the bilinear form \( B'(t_0)|_{N \times N} \) is nondegenerate; then there exists \( \varepsilon > 0 \) such that for \( t \in [t_0, t_0 + \varepsilon[ \) the bilinear form \( B(t) \) is nondegenerate, and the following identities hold:
\[
\begin{align*}
n_+(B(t)) &= n_+(B(t_0)) + n_+(B'(t_0)|_{N \times N}), \\
n_-(B(t)) &= n_-(B(t_0)) + n_-(B'(t_0)|_{N \times N}).
\end{align*}
\]

The proof of Theorem 4.2.3 will follow easily from the following:

**4.2.4. Lemma.** Let \( B : [t_0, t_1] \to B_{\text{sym}}(V) \) be a curve of class \( C^1 \); write \( N = \text{Ker}(B(t_0)) \). If \( B(t_0) \) is positive semi-definite and \( B'(t_0)|_{N \times N} \) is positive definite, then there exists \( \varepsilon > 0 \) such that \( B(t) \) is positive definite for \( t \in [t_0, t_0 + \varepsilon[ \).

**Proof.** Let \( W \subset V \) be a subspace complementary to \( N \); it follows from Corollary 1.5.24 that \( B(t_0) \) is nondegenerate in \( W \), and from Corollary 1.5.14 that \( B(t_0) \) is positive definite in \( W \). Choose any norm in \( V \); since the unit sphere of \( W \) is compact, we have:
\[
\inf_{w \in W} \frac{B(t_0)(w, w)}{\|w\|^2} = c_0 > 0; \tag{4.2.1}
\]
similarly, since $B'(t_0)$ is positive definite in $N$ we have:

\[(4.2.2) \quad \inf_{n \in N} B'(t_0)(n, n) = c_1 > 0.\]

Since $B$ is continuous, there exists $\varepsilon > 0$ such that

\[\|B(t) - B(t_0)\| \leq \frac{c_0}{2}, \quad t \in [t_0, t_0 + \varepsilon],\]

and it follows from (4.2.1) that:

\[(4.2.3) \quad \inf_{w \in W} B(t)(w, w) \geq \frac{c_0}{2} > 0, \quad t \in [t_0, t_0 + \varepsilon].\]

Since $B$ is differentiable at $t_0$ we can write:

\[(4.2.4) \quad B(t) = B(t_0) + (t - t_0)B'(t_0) + r(t), \quad \text{with } \lim_{t \to t_0} \frac{r(t)}{t - t_0} = 0,\]

and then, by possibly choosing a smaller $\varepsilon > 0$, we get:

\[(4.2.5) \quad \|r(t)\| \leq \frac{c_1}{2} (t - t_0), \quad t \in [t_0, t_0 + \varepsilon];\]

from (4.2.2), (4.2.4) and (4.2.5) it follows:

\[(4.2.6) \quad \inf_{n \in N} B(t)(n, n) \geq \frac{c_1}{2} (t - t_0), \quad t \in [t_0, t_0 + \varepsilon].\]

From (4.2.3) and (4.2.6) it follows that $B(t)$ is positive definite in $W$ and in $N$ for $t \in [t_0, t_0 + \varepsilon]$; taking $c_3 = \|B'(t_0)\| + \frac{c_1}{2}$ we obtain from (4.2.4) and (4.2.5) that:

\[(4.2.7) \quad |B(t)(w, n)| \leq (t - t_0)c_3, \quad t \in [t_0, t_0 + \varepsilon],\]

provided that $w \in W$, $n \in N$ and $\|w\| = \|n\| = 1$. By possibly taking a smaller $\varepsilon > 0$, putting together (4.2.3), (4.2.6) and (4.2.7) we obtain:

\[(4.2.8) \quad B(t)(w, n)^2 \leq (t - t_0)^2 c_3 ^2 < \frac{c_0 c_1}{4} (t - t_0) \leq B(t)(w, w) B(t)(v, v), \quad t \in [t_0, t_0 + \varepsilon],\]

for all $w \in W$, $n \in N$ with $\|w\| = \|n\| = 1$; but (4.2.8) implies:

\[B(t)(w, n)^2 < B(t)(w, w) B(t)(n, n), \quad t \in [t_0, t_0 + \varepsilon],\]

for all $w \in W$, $n \in N$ non zero. The conclusion follows now from Proposition 1.5.29.

**Proof of Theorem 4.2.3.** By Theorem 1.5.10 there exists a decomposition $V = V_+ \oplus V_- \oplus N$ where $V_+$ and $V_-$ are respectively a $B(t_0)$-positive and a $B(t_0)$-negative subspace; similarly, we can write $N = N_+ \oplus N_-$ where $N_+$ is a $B'(t_0)$-positive and $N_-$ is a $B'(t_0)$-negative subspace. Obviously:

\[n_+(B(t_0)) = \dim(V_+), \quad n_-(B(t_0)) = \dim(V_-), \quad n_+(B'(t_0)|_{N \times N}) = \dim(N_+), \quad n_-(B'(t_0)|_{N \times N}) = \dim(N_-);\]

applying Lemma 4.2.4 to the restriction of $B$ to $V_+ \oplus N_+$ and to the restriction of $-B$ to $V_- \oplus N_-$ we conclude that there exists $\varepsilon > 0$ such that $B(t)$ is positive definite in $V_+ \oplus N_+$ and negative definite in $V_- \oplus N_-$ for $t \in [t_0, t_0 + \varepsilon]$; the conclusion now follows from Corollary 1.5.7 and from Proposition 1.5.9.
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4.2.5. COROLLARY. If \( t \mapsto B(t) \in \text{B}_{\text{sym}}(V) \) is a curve of class \( C^1 \) defined in a neighborhood of the instant \( t_0 \in \mathbb{R} \) and if \( B'(t_0)|_{N \times N} \) is nondegenerate, where \( N = \text{Ker}(B(t_0)) \), then for \( \varepsilon > 0 \) sufficiently small we have:

\[
n_+(B(t_0 + \varepsilon)) - n_+(B(t_0 - \varepsilon)) = \text{sgn}(B'(t_0)|_{N \times N}).
\]

PROOF. It follows from Theorem 4.2.3 that for \( \varepsilon > 0 \) sufficiently small we have:

\[
(4.2.9) \quad n_+(B(t_0 + \varepsilon)) = n_+(B(t_0)) + n_+(B'(t_0)|_{N \times N});
\]

applying Theorem 4.2.3 to the curve \( t \mapsto B(-t) \) we obtain:

\[
(4.2.10) \quad n_+(B(t_0 - \varepsilon)) = n_+(B(t_0)) + n_-(B'(t_0)|_{N \times N}).
\]

The conclusion follows by taking the difference of (4.2.9) and (4.2.10). \( \square \)

We will need a uniform version of Theorem 4.2.3 for technical reasons:

4.2.6. PROPOSITION. Let \( X \) be a topological space and be given a continuous map

\[
X \times [t_0, t_1] \ni (\lambda, t) \mapsto \Lambda_{\lambda}(t) = B(\lambda, t) \in \text{B}_{\text{sym}}(V)
\]

differentiable in \( t \), such that \( \frac{\partial B}{\partial t} \) is also continuous in \( X \times [t_0, t_1] \).

Write \( N_\lambda = \text{Ker}(B_{\lambda}(t_0)); \) assume that \( \dim(N_\lambda) \) does not depend on \( \lambda \in X \) and that \( B_{\lambda_0}'(t_0) = \frac{\partial B}{\partial t}(\lambda_0, t_0) \) is nondegenerate in \( N_{\lambda_0} \) for some \( \lambda_0 \in X \). Then, there exists \( \varepsilon > 0 \) and a neighborhood \( \Omega \) of \( \lambda_0 \) in \( X \) such that \( B_{\lambda}'(t_0) \) is nondegenerate on \( N_\lambda \) and such that \( B_{\lambda}(t) \) is nondegenerate on \( V \) for every \( \lambda \in \Omega \) and for every \( t \in [t_0, t_0 + \varepsilon] \).

PROOF. We will show first that the general case can be reduced to the case that \( N_\lambda \) does not depend on \( \lambda \in X \). To this aim, let \( k = \dim(N_\lambda) \), that by hypothesis does not depend on \( \lambda \). Since the kernel of a bilinear form coincides with the kernel of its associated linear map, it follows from Proposition 2.4.10 that the map \( \lambda \mapsto N_{\lambda} \in G_k(V) \) is continuous in \( X \); now, using Proposition 2.4.6 we find a continuous map \( A: \Omega \rightarrow \text{GL}(V) \) defined in a neighborhood \( \Omega \) of \( \lambda_0 \) in \( X \) such that for all \( \lambda \in \Omega \), the isomorphism \( A(\lambda) \) takes \( N_{\lambda_0} \) onto \( N_{\lambda} \). Define:

\[
\overline{B}_{\lambda}(t) = A(\lambda)^#(B_{\lambda}(t)) = B_{\lambda}(t)(A(\lambda)\cdot, A(\lambda)\cdot),
\]

for all \( \lambda \in \Omega \) and all \( t \in [t_0, t_1] \). Then, \( \text{Ker}(\overline{B}_{\lambda}(t_0)) = N_{\lambda_0} \) for all \( \lambda \in \Omega \); moreover, the map \( \overline{B} \) defined in \( \Omega \times [t_0, t_1] \) satisfies the hypotheses of the Proposition, and the validity of the thesis for \( \overline{B} \) will imply the validity of the thesis also for \( B \).

The above argument shows that there is no loss of generality in assuming that:

\[
\text{Ker}(B_{\lambda}(t_0)) = N,
\]

for all \( \lambda \in X \). We split the remaining of the proof into two steps.

1) Suppose that \( B_{\lambda_0}(t_0) \) is positive semi-definite and that \( B_{\lambda_0}'(t_0) \) is positive definite in \( N \).

Let \( W \) be a subspace complementary to \( N \) in \( V \); then \( B_{\lambda_0}(t_0) \) is positive definite in \( W \). It follows that \( B_{\lambda}(t_0) \) is positive definite in \( W \) and that \( B_{\lambda}'(t_0) \) is positive definite in \( N \) for all \( \lambda \) in a neighborhood \( \Omega \) of \( \lambda_0 \) in \( X \). Observe that, by hypothesis, \( \text{Ker}(B_{\lambda}(t_0)) = N \) for all \( \lambda \in \Omega \). Then, for all \( \lambda \in \Omega \), Lemma 4.2.4 gives us the existence of a positive number \( \varepsilon(\lambda) \) such that
Bₜ(𝑡) is positive definite for all 𝑡 ∈ |𝑡₀, 𝑡₀ + 𝜀(𝜆)|; we only need to look more closely at the estimates done in the proof of Lemma 4.2.4 to see that it is possible to choose 𝜀 > 0 independently of 𝜆, when 𝜆 runs in a sufficiently small neighborhood of 𝜆₀ in 𝑋.

The only estimate that is delicate appears in (4.2.5). Formula (4.2.4) defines now a function 𝑟ₓ₀(𝑡); for each 𝜆 ∈ 𝚪, we apply the mean value inequality to the function 𝑡 → 𝜎(𝑡) = 𝐵ₜ(𝑡) − 𝑡𝐵ₜ′(𝑡₀) and we obtain:

\[∥𝜎(𝑡) − 𝜎(𝑡₀)∥ = 𝑅∥𝑟ₓ₀(𝑡)∥ ≤ (𝑡 − 𝑡₀) \sup_{s \in 𝑡₀, 𝑡} 𝑅||σ′(s)|| \]

\[= (𝑡 − 𝑡₀) \sup_{s \in 𝑡₀, 𝑡} ||𝐵ₜ′(s) − 𝐵ₜ′(𝑡₀)||.\]

With the above estimate it is now easy to get the desired conclusion.

(2) Let us prove the general case.

Keeping in mind that \( \ker(B_λ(t₀)) = N \) does not depend on \( λ \in X \), we repeat the proof of Theorem 4.2.3 replacing \( B(t₀) \) by \( B_λ(t₀) \), \( B′(t₀) \) by \( B'_λ(t₀) \) and \( B(t) \) by \( B_λ(t) \); we use step (1) above instead of Lemma 4.2.4 and the proof is completed.

4.2.7. Example. Theorem 4.2.3 and its Corollary 4.2.5 do not hold without the hypothesis that \( B′(t₀) \) be nondegenerate in \( N = \ker(B(t₀)) \); counterexamples are easy to produce by considering diagonal matrices \( B(t) \in B_{sym}(ℝⁿ) \). A naive analysis of the case in which the bilinear forms \( B(t) \) are simultaneously diagonalizable would suggest the conjecture that when \( B′(t₀) \) is degenerate in \( \ker(B(t₀)) \) then it would be possible to determine the variation of the co-index of \( B(t) \) when \( t \) passes through \( t₀ \) by using higher order terms on the Taylor expansion of \( B(t)|_N ×_N \) around \( t = t₀ \). The following example show that this is not possible.

Consider the curves \( B₁, B₂ : ℝ \to B_{sym}(ℝ²) \) given by:

\[B₁(t) = \begin{pmatrix} 1 & t \\ t & t³ \end{pmatrix}, \quad B₂(t) = \begin{pmatrix} 1 & t² \\ t² & t³ \end{pmatrix};\]

we have \( B₁(0) = B₂(0) \) and \( N = \ker(B₁(0)) = \ker(B₂(0)) = \{0\} \oplus ℝ \). Observe that \( B₁(t)|_{N × N} = B₂(t)|_{N × N} \) for all \( t ∈ ℝ \), so that the Taylor expansion of \( B₁ \) coincides with that of \( B₂ \) in \( N \); on the other hand, for \( 𝜀 > 0 \) sufficiently small, we have:

\[n_+(B₁(𝜀)) − n_+(B₁(−𝜀)) = 1 − 1 = 0,\]

\[n_+(B₂(𝜀)) − n_+(B₂(−𝜀)) = 2 − 1 = 1.\]

4.3. Partial signatures and another “evolution of the index” theorem

As in Section 4.2, our goal is to study the evolution of the numbers \( n_+(B(t)), n_−(B(t)) \), where \( t → B(t) \) is a differentiable one parameter family of symmetric bilinear forms on a finite dimensional vector space.

Throughout the section, \( V \) will always denote an \( n \)-dimensional real vector space and \( B : t → B_{sym}(V) \) will denote a differentiable map defined in an interval \( I \).
Recall that if \( f \) is a differentiable function defined in an interval \( I \) taking values in some real finite dimensional vector space and if \( t_0 \in I \) is a zero of \( f \) (i.e., \( f(t_0) = 0 \)) then the order of such zero is the smallest positive integer \( k \) such that the \( k \)-th derivative \( f^{(k)}(t_0) \) is not zero; if all the derivatives of \( f \) at \( t_0 \) vanish, we say that \( t_0 \) is a zero of infinite order. In some cases, it may be convenient to say that \( t_0 \) is a zero of order zero when \( f(t_0) \neq 0 \).

4.3.1. Definition. A root function for \( B \) at \( t_0 \in I \) is a differentiable map \( u : I \to V \) such that \( u(t_0) \) is in Ker\( (B(t_0)) \). The order (at \( t_0 \)) of a root function \( u \) of \( B \), denoted by \( \text{ord}(B, u, t_0) \), is the (possibly infinite) order of the zero of the map \( I \ni t \mapsto B(t)(u(t)) \in V^* \) at \( t = t_0 \).

In some cases, it may be convenient to say that a differentiable map \( u : I \to V \) is a root function of order zero of \( B \) at \( t_0 \) when \( u \) is actually not a root function of \( B \) at \( t_0 \). When \( B \) and \( t_0 \) are given from the context, we write \( \text{ord}(u) \) instead of \( \text{ord}(B, u, t_0) \).

Given a nonnegative integer \( k \), the set of all differentiable maps \( u : I \to V \) which are root functions of \( B \) at \( t_0 \) or order greater than or equal to \( k \) is clearly a subspace of the space of all \( V \)-valued differentiable maps on \( I \); thus:

\[
W_k(B, t_0) = \{ u(t_0) : u \text{ is a root function of } B \text{ at } t_0 \text{ with } \text{ord}(u) \geq k \},
\]

is a subspace of \( V \). We call \( W_k(B, t_0) \) the \( k \)-th degeneracy space of \( B \) at \( t_0 \).

Again, when \( B \) and \( t_0 \) are from the context, we write \( W_k \) instead of \( W_k(B, t_0) \). Clearly:

\[
W_{k+1} \subset W_k, \quad k = 0, 1, 2, \ldots, \quad W_0 = V, \quad W_1 = \text{Ker}(B(t_0)).
\]

4.3.2. Remark. If an interval \( J \) is a neighborhood of \( t_0 \) in \( I \) then:

\[
W_k(B, t_0) = W_k(B|_J, t_0).
\]

Namely, if \( u : J \to V \) is a root function of \( B|_J : J \to B_{\text{sym}}(V) \) with \( \text{ord}(u) \geq k \), let \( \tilde{u} : I \to V \) be any differentiable map that agrees with \( u \) in a neighborhood of \( t_0 \) in \( J \); then \( \tilde{u} \) is a root function of \( B \) with \( \text{ord}(\tilde{u}) = \text{ord}(u) \) and \( u(t_0) = \tilde{u}(t_0) \in W_k(B, t_0) \).

4.3.3. Lemma. Let \( k \) be a nonnegative integer. If \( u : I \to V, \ v : I \to V \) are root functions of \( B \) at \( t_0 \) with \( \text{ord}(u) \geq k, \ \text{ord}(v) \geq k \) then:

\[
\frac{d^k}{dt^k} B(t)(u(t), v(t)) \bigg|_{t=t_0} = \frac{d^k}{dt^k} B(t)(u(t_0), v(t)) \bigg|_{t=t_0}.
\]

Proof. Setting \( \alpha(t) = B(t)(u(t)) \in V^* \) and using the result of Exercise 4.2, we get:

\[
(4.3.1) \quad \frac{d^k}{dt^k} B(t)(u(t), v(t)) \bigg|_{t=t_0} = \frac{d^k}{dt^k} B(t)(u(t_0), v(t)) \bigg|_{t=t_0};
\]

similarly:

\[
\frac{d^k}{dt^k} B(t)(v(t), u(t)) \bigg|_{t=t_0} = \frac{d^k}{dt^k} B(t)(v(t_0), u(t)) \bigg|_{t=t_0}.
\]

The conclusion follows from the symmetry of \( B(t) \). \( \square \)
4.3.4. COROLLARY. Let \( k \) be a nonnegative integer and \( v_0 \in W_k \). If \( u_1 : I \to V, u_2 : I \to V \) are root functions of \( B \) at \( t_0 \) with \( \text{ord}(u_1) \geq k, \text{ord}(u_2) \geq k \) and \( u_1(t_0) = u_2(t_0) \) then:

\[
\frac{d^k}{dt^k} B(t)(u_1(t), v_0) \bigg|_{t=t_0} = \frac{d^k}{dt^k} B(t)(u_2(t), v_0) \bigg|_{t=t_0}.
\]

PROOF. Since \( v_0 \in W_k \), there exists a root function \( v : I \to V \) of \( B \) with \( \text{ord}(v) \geq k \) and \( v(t_0) = v_0 \). The conclusion follows by applying Lemma 4.3.3 with \( u = u_1 \) and with \( u = u_2 \).

4.3.5. DEFINITION. Given a nonnegative integer \( k \), the \( k \)-th degeneracy form of \( B \) at \( t_0 \) is the map \( B_k(t_0) : W_k \times W_k \to \mathbb{R} \) defined by:

\[
B_k(t_0)(u_0, v_0) = \frac{d^k}{dt^k} B(t)(u(t), v(t_0)) \bigg|_{t=t_0},
\]

for all \( u_0, v_0 \in W_k \), where \( u : I \to V \) is any root function of \( B \) with \( \text{ord}(u) \geq k \) and \( u(t_0) = u_0 \).

Notice that Corollary 4.3.4 says that \( B_k(t_0) \) is indeed well-defined, i.e., the righthand side of (4.3.2) does not depend on the choice of \( u \). It is immediate that \( B_k(t_0) \) is bilinear and it follows from Lemma 4.3.3 that \( B_k(t_0) \) is symmetric. When \( t_0 \) is clear from the context, we write simply \( B_k \) instead of \( B_k(t_0) \).

4.3.6. REMARK. In (4.3.2) one can take \( u \) to be a root function of a restriction \( B|_J \), where \( J \) is a neighborhood of \( t_0 \) in \( I \); this can be seen by using an argument analogous to the one appearing in Remark 4.3.2.

4.3.7. REMARK. By (4.3.1), we have:

\[
B_k(u_0, v_0) = \frac{d^k}{dt^k} B(t)(u(t), v(t)) \bigg|_{t=t_0},
\]

where \( u, v \) are root functions for \( B \) having order greater than or equal to \( k \) and \( u(t_0) = u_0, v(t_0) = v_0 \).

The signatures of the degeneracy forms \( B_k \) are collectively called the partial signatures of the curve \( B \) at \( t_0 \).

4.3.8. REMARK. If \( B^k \) denotes the \( k \)-th coefficient in the Taylor series of \( B \) at \( t_0 \in I \), i.e., \( B^k = \frac{1}{k!} B^{(k)}(t_0) \), then it is possible to define the degeneracy spaces \( W_k \) and the degeneracy forms \( B_k \) by purely algebraic methods using the sequence of symmetric bilinear forms \( (B^k)_{k \geq 0} \). This is done using the theory of generalized Jordan chains which is explained in Appendix B (see also Exercise B.3).

4.3.9. PROPOSITION. Let \( \langle \cdot, \cdot \rangle \) be an inner product in \( V \) and, for each \( t \in I \), let \( T(t) : V \to V \) denote the symmetric linear map such that \( \langle T(t) \cdot, \cdot \rangle = B(t) \). Let \( t_0 \in I \) be fixed and assume that there exists an interval \( J \subset I \), which is a neighborhood of \( t_0 \) in \( I \), and differentiable maps \( e_\alpha : J \to V, \alpha = 1, \ldots, n \), such that \( (e_\alpha(t))_{\alpha=1}^n \) is an orthonormal basis of \( V \) consisting of eigenvectors of \( T(t) \), for all \( t \in J \). For \( \alpha = 1, \ldots, n, t \in J \), let \( \Lambda_\alpha(t) \) denote the eigenvalue of \( T(t) \) corresponding to the eigenvector \( e_\alpha(t) \), so that \( \Lambda_\alpha : J \to \mathbb{R} \) is a differentiable map. Then:
(a) for each nonnegative integer \( k \), the set:

\[
\{ e_\alpha(t_0) : \Lambda_\alpha has a zero at t_0 of order greater than or equal to k \}
\]

is a basis of the space \( W_k \):

(b) for each nonnegative integer \( k \), the matrix that represents \( B_k \) with respect to the basis (4.3.3) is diagonal and \( B_k(e_\alpha(t_0), e_\alpha(t_0)) = \Lambda_\alpha^{(k)}(t_0) \), for \( e_\alpha(t_0) \) in (4.3.3).

Moreover, if every nonconstant \( \Lambda_\alpha \) has a zero of finite order (possibly zero) at \( t = t_0 \), then:

(c) if \( t_0 \) is an interior point of \( I \) and \( \varepsilon > 0 \) is sufficiently small then:

\[
n_+(B(t_0 + \varepsilon)) - n_+(B(t_0)) = \sum_{k \geq 1} n_+(B_k),
\]

\[
n_+(B(t_0)) - n_+(B(t_0 - \varepsilon)) = -\sum_{k \geq 1} (n_-(B_{2k-1}) + n_+(B_{2k})),
\]

\[
n_+(B(t_0 + \varepsilon)) - n_+(B(t_0 - \varepsilon)) = \sum_{k \geq 1} \text{sgn}(B_{2k-1}).
\]

**Proof.** First we show that the set (4.3.3) is contained in \( W_k \). If \( \Lambda_\alpha \) has a zero at \( t_0 \) of order greater than or equal to \( k \) then \( e_\alpha \) is a root function of \( B|_J \) with \( \text{ord}(e_\alpha) \geq k \) (see Remark 4.3.2). Namely, \( T(t)(e_\alpha(t)) = \Lambda_\alpha(t)e_\alpha(t) \), for all \( t \in J \); it follows from the result of Exercise 4.4 that \( \Lambda_\alpha \) and the map \( t \mapsto \Lambda_\alpha(t)e_\alpha(t) \) have the same order of zero at \( t_0 \) by considering the injective linear map \( P(t) : \mathbb{R} \rightarrow V \) given by multiplication by \( e_\alpha(t) \). Now let \( u : I \rightarrow V \) be a root function of \( B \) at \( t_0 \) with \( \text{ord}(u) \geq k \) and let us show that \( u(t_0) \) is in the space spanned by (4.3.3). Write:

\[
u(t) = \sum_{\alpha=1}^{n} a_\alpha(t)e_\alpha(t),
\]

for all \( t \in J \), so that:

\[
T(t)(u(t)) = \sum_{\alpha=1}^{n} a_\alpha(t)\Lambda_\alpha(t)e_\alpha(t).
\]

The order of zero of \( t \mapsto T(t)(u(t)) \) at \( t_0 \) is equal to the order of zero of \( t \mapsto (a_\alpha(t)\Lambda_\alpha(t))_{\alpha=1}^{n} \in \mathbb{R}^{n} \) at \( t_0 \); namely, this follows from the result of Exercise 4.4 by letting \( P(t) : V \rightarrow \mathbb{R}^{n} \) be the isomorphism that associates to each vector its coordinates in the basis \( (e_\alpha(t))_{\alpha=1}^{n} \). Since \( \text{ord}(u) \geq k \), the map \( t \mapsto a_\alpha(t)\Lambda_\alpha(t) \in \mathbb{R}^{n} \) has a zero at \( t_0 \) of order greater than or equal to \( k \), for all \( \alpha = 1, \ldots, n \). If \( \alpha \) is such that the order of zero of \( \Lambda_\alpha \) at \( t_0 \) is less than \( k \), this easily implies that \( a_\alpha(t_0) = 0 \). Thus \( u(t_0) \) is in the span of (4.3.3). This concludes the proof of part (a). To prove part (b), let \( \alpha, \beta \in \{1, \ldots, n\} \) be such that \( \Lambda_\alpha \) and \( \Lambda_\beta \) have zeros of order greater than or equal to \( k \) at \( t_0 \); then \( e_\alpha \) is a root function of \( B|_J \) (see

---

\(^1\)Clearly, if \( u : I \rightarrow V \) is a differentiable map, then \( \text{ord}(B, u, t_0) \) is equal to the order of zero of the map \( t \mapsto T(t)(u(t)) \) at \( t_0 \).
Remark 4.3.6) with \( \text{ord}(e_\alpha) \geq k \) and therefore:

\[
B_k(e_\alpha(t_0), e_\beta(t_0)) = \left. \frac{d^k}{dt^k} B(t)(e_\alpha(t), e_\beta(t_0)) \right|_{t=t_0}
\]

\[
= \left. \frac{d^k}{dt^k} \langle T(t)(e_\alpha(t)), e_\beta(t_0) \rangle \right|_{t=t_0} = \left. \frac{d^k}{dt^k} \Lambda_\alpha(t) \langle e_\alpha(t), e_\beta(t_0) \rangle \right|_{t=t_0}
\]

\[
= \Lambda^{(k)}_\alpha(t_0) \langle e_\alpha(t_0), e_\beta(t_0) \rangle,
\]

where the last equality depends on the fact that \( \Lambda_\alpha \) has a zero of order at least \( k \) at \( t_0 \). This proves part (b). Part (c) follows easily from the observations below:

- \( n_+(B(t)) \) is equal to the number of indexes \( \alpha \) such that \( \Lambda_\alpha(t) > 0 \);
- if \( \Lambda_\alpha(t_0) \neq 0 \) then \( \Lambda_\alpha(t) \) has the same sign as \( \Lambda_\alpha(t_0) \) for \( t \) near \( t_0 \);
- if \( \Lambda_\alpha \) has a zero of order \( k \geq 1 \) at \( t_0 \) then \( \Lambda_\alpha(t) \) has the same sign as \( \Lambda^{(k)}(t_0) \), for \( t > t_0 \) near \( t_0 \);
- if \( \Lambda_\alpha \) has a zero of order \( k \geq 1 \) at \( t_0 \) then \( \Lambda_\alpha(t) \) has the same sign as \( (-1)^k \Lambda^{(k)}(t_0) \), for \( t < t_0 \) near \( t_0 \);
- \( n_+(B_k) \) (resp., \( n_-(B_k) \)) is equal to the number of indexes \( \alpha \) such that \( \Lambda_\alpha \) has a zero of order at least \( k \) at \( t_0 \) and \( \Lambda^{(k)}_\alpha(t_0) \) is positive (resp., negative).

Notice that the last observation above follows from parts (a) and (b). □

The hypotheses of Proposition 4.3.9 are in general hard to check. Fortunately, there is one special case when they always hold:

4.3.10. COROLLARY. If the map \( B : I \rightarrow \mathcal{B}_{\text{sym}}(V) \) is real analytic then statements (a), (b) and (c) in Proposition 4.3.9 hold.

PROOF. This follows at once from Proposition 4.3.9 and from the so called Kato selection theorem that gives the existence of a real analytic one parameter family of orthonormal bases of eigenvectors for a real analytic one parameter family of symmetric linear maps. The hypothesis that the nonconstant maps \( \Lambda_\alpha \) have a zero of finite order at \( t_0 \) follows from the observation that each \( \Lambda_\alpha \) is real analytic. □

Kato selection theorem is not easy. In Appendix A (see Theorem A.1) we give a detailed proof which involves theory of (vector space valued, one variable) holomorphic functions and of covering maps.

4.3.11. REMARK. It follows from Corollary 4.3.10 that, for all \( k \geq 0 \), the kernel of the symmetric bilinear form \( B_k : W_k \times W_k \rightarrow \mathbb{R} \) is equal to \( W_{k+1} \). Namely, if \( B \) is real analytic then (a) and (b) in the thesis of Proposition 4.3.9 hold and the equality \( \text{Ker}(B_k) = W_{k+1} \) is immediate. In the general case, we can replace \( B \) by its Taylor polynomial \( \tilde{B}(t) = \sum_{i=0}^{k} \frac{1}{i!} B^{(i)}(t_0)(t - t_0)^i \) of order \( k \) centered at \( t_0 \), which is obviously real analytic (see Exercise 4.5). The proof of the equality \( \text{Ker}(B_k) = W_{k+1} \) can also be done directly by purely algebraic considerations (see Appendix B).

4.3.12. DEFINITION. The ground degeneracy of the curve \( B \) is defined by:

\[
\text{gdg}(B) = \min_{t \in I} \text{dgn}(B(t))
\]

An instant \( t \in I \) with \( \text{dgn}(B(t)) > \text{gdg}(B) \) will be called exceptional.

Definition 4.3.12 is interesting only in the case in which \( B \) is real analytic.
4.3.13. Lemma. If $B$ is real analytic then, for all $t_0 \in I$:
$$
gdg(B) = \min_{k \geq 0} \dim(W_k(B, t_0)).$$

Proof. Let $J, \Lambda, e_\alpha$ be as in the statement of Proposition 4.3.9. Clearly $gdg(B(J))$ is the number of indexes $\alpha$ such that $\Lambda_\alpha$ is identically zero and, by (a) of Proposition 4.3.9, this coincides with $\min_{k \geq 0} \dim(W_k(B, t_0))$. To conclusion follows from the equality $gdg(B) = gdg(B(J))$ (see Exercise 4.6). □

4.3.14. Proposition. If $B : I \to B_{\text{sym}}(V)$ is real analytic then the exceptional instants of $B$ are isolated. Moreover, $t_0 \in I$ is not exceptional if and only if $B_k(t_0) = 0$, for all $k \geq 1$.

Proof. Let $\Lambda_\alpha$ be as in the statement of Proposition 4.3.9 (by the result of Exercise 4.6 we can consider a restriction of $B$ so that the maps $\Lambda_\alpha$ are globally defined). Then $gdg(B)$ is equal to the number of indexes $\alpha$ such that $\Lambda_\alpha$ is identically zero; thus, an instant $t_0$ is exceptional if and only if there exists a non zero $\Lambda_\alpha(t_0) = 0$. Since the maps $\Lambda_\alpha$ are real analytic, it follows that the exceptional instants are isolated. The second part of the statement of the proposition follows directly from item (b) in Proposition 4.3.9. □

4.3.15. Proposition. If $B$ is real analytic then, for all $a, b \in I$ with $a < b$:

$$
\frac{1}{2} \sgn(B(b)) - \frac{1}{2} \sgn(B(a)) = \frac{1}{2} \sum_{k \geq 1} \sgn(B_k(a))\]

(4.3.4)

$$
+ \sum_{t \in [a, b]} \sum_{k \geq 1} \sgn(B_{2k-1}(t))

+ \frac{1}{2} \sum_{k \geq 1} [\sgn(B_{2k-1}(b)) - \sgn(B_{2k}(b))].
$$

Notice that, by Proposition 4.3.14, the second sum on the righthand side of (4.3.4) has only a finite number of nonzero terms.

To prove Proposition 4.3.15 we need the following:

4.3.16. Lemma. If $B$ is real analytic then, for all $t_0 \in I$:

$$
dgn(B(t_0)) = gdg(B) + \sum_{k \geq 1} (n_+(B_k) + n_-(B_k)).$$

Proof. The sum $n_+(B_k) + n_-(B_k)$ is equal to the codimension of $\text{Ker}(B_k)$ in $W_k$, i.e., $\dim(W_k) - \dim(W_{k+1})$ (see Remark 4.3.11). Thus:

$$
\sum_{k \geq 1} (n_+(B_k) + n_-(B_k)) = \dim(W_1) - \min_{k \geq 1} \dim(W_k).
$$

The conclusion follows from Lemma 4.3.13 and from the fact that $\text{Ker}(B(t_0)) = W_1$. □

Proof of Proposition 4.3.15. We have:

$$
\sgn(B(t)) = n_+(B(t)) - n_-(B(t)) = 2n_+(B(t)) - \dim(V) + dgn(B(t)),
$$

and therefore:

$$
\frac{1}{2} \sgn(B(b)) - \frac{1}{2} \sgn(B(a)) = n_+(B(b)) - n_+(B(a))

+ \frac{1}{2} [dgn(B(b)) - dgn(B(a))].
$$
It follows easily from (c) of Proposition 4.3.9 that:

\[ n_+(B(b)) - n_+(B(a)) = \sum_{k \geq 1} n_+(B_k(b)) + \sum_{t \sim_{a,b} k \geq 1} \text{sgn}(B_{2k-1}(t)) \]

\[ - \sum_{k \geq 1} [n_-(B_{2k-1}(b)) - n_+(B_{2k-1}(b))] + n_+(B_k(b))]. \]

By Lemma 4.3.16 we have:

\[ \text{dgn}(B(b)) - \text{dgn}(B(a)) = \sum_{k \geq 1} [n_+(B_k(b)) - n_+(B_k(a)) + n_-(B_k(b))]. \]

The conclusion follows by elementary arithmetical considerations. \qed

We now prove some invariance results for the degeneracy spaces and degeneracy forms.

4.3.17. LEMMA. Let \( T : I \to \text{Lin}(\tilde{V}, V) \) be a differentiable curve such that \( T(t) : \tilde{V} \to V \) is a linear isomorphism, for all \( t \in I \); let \( \tilde{B} : I \to B_{\text{sym}}(\tilde{V}) \) be defined by \( \tilde{B}(t) = T(t)^\#(B(t)), \) for all \( t \in I \). If \( \tilde{W}_k \) denotes the \( k \)-th degeneracy space of \( \tilde{B} \) at \( t_0 \in I \) and \( \tilde{B}_k \) denotes the \( k \)-th degeneracy form of \( \tilde{B} \) at \( t_0 \) then:

\[ T(t_0)(\tilde{W}_k) = W_k, \quad \tilde{B}_k = T(t_0)^\#(B_k). \]

PROOF. Let \( \tilde{u} : I \to \tilde{V} \) be a differentiable map and set \( u(t) = T(t)(\tilde{u}(t)), \) for all \( t \in I \). We claim that \( \tilde{u} \) is a root function of \( \tilde{B} \) of order \( k \) if and only if \( u \) is a root function of \( B \) of order \( k \); namely:

\[ \tilde{B}(t)(\tilde{u}(t)) = (T(t)^* \circ B(t) \circ T(t)) (\tilde{u}(t)) = T(t)^* [B(t)(u(t))], \]

for all \( t \in I \). By the result of Exercise 4.4 and equalities above, the maps \( t \mapsto B(t)(u(t)) \) and \( t \mapsto \tilde{B}(t)(\tilde{u}(t)) \) have the same order of zero at \( t_0 \). This proves the claim. It follows immediately that \( T(t_0)(\tilde{W}_k) = W_k, \) for all \( k \). To prove the relation between \( B_k \) and \( \tilde{B}_k \), let \( \tilde{u}_0, \tilde{v}_0 \in \tilde{W}_k \) be given. Choose a root functions \( \tilde{u}, \tilde{v} \) for \( \tilde{B} \) of order greater than or equal to \( k \) with \( \tilde{u}(t_0) = \tilde{u}_0, \tilde{v}(t_0) = \tilde{v}_0 \) and set \( u(t) = T(t)(\tilde{u}(t)), v(t) = T(t)(\tilde{v}(t)), \) \( t \in I \), \( u_0 = T(t_0)(\tilde{u}_0), v_0 = T(t_0)(\tilde{v}_0) \).

Then \( u_0, v_0 \in W_k \). If \( u \) and \( v \) are root functions for \( B \) of order greater than or equal to \( k \) then (see Remark 4.3.7):

\[ B_k(u_0, v_0) = \frac{d^k}{dt^k} B(t)(u(t), v(t)) \bigg|_{t=t_0} = \frac{d^k}{dt^k} \tilde{B}(t)(\tilde{u}(t), \tilde{v}(t)) \bigg|_{t=t_0} = \tilde{B}_k(\tilde{u}_0, \tilde{v}_0). \]

4.3.18. LEMMA. Let \( T : I \to \text{GL}(V) \) be a differentiable curve and \( \tilde{B} : I \to B(V) \cong \text{Lin}(\tilde{V}, V^*) \) be defined by \( \tilde{B}(t) = B(t) \circ T(t), \) for all \( t \in I \). Assume that \( \tilde{B}(t) \) is symmetric, for all \( t \in I \). If \( \tilde{W}_k \) denotes the \( k \)-th degeneracy space of \( \tilde{B} \) at \( t_0 \in I \) and \( \tilde{B}_k \) denotes the \( k \)-th degeneracy form of \( \tilde{B} \) at \( t_0 \) then:

\[ \tilde{W}_k = W_k = T(t_0)(\tilde{W}_k), \quad \tilde{B}_k = B_k \circ T(t_0)|_{W_k}. \]
PROOF. From $\tilde{B}(t) = B(t) \circ T(t)$ it follows immediately that $\tilde{u} : I \to V$ is a root function of order $k$ for $\tilde{B}$ if and only if $u : I \ni t \mapsto T(t)(\tilde{u}(t)) \in V$ is a root function of order $k$ for $B$; thus:

$$T(t_0)(\tilde{W}_k) = W_k.$$ 

Since $\tilde{B}(t)$ is symmetric, we have also:

$$\tilde{B}(t) = T(t)^* \circ B(t),$$

for all $t \in I$. We claim that a differentiable map $u : I \to V$ is a root function for $B$ of order $k$ if and only if it is a root function of order $k$ for $\tilde{B}$. Namely, by the result of Exercise 4.4, the maps:

$$I \ni t \mapsto T(t)^* \big[B(t)(u(t))\big] \in V, \quad I \ni t \mapsto B(t)(u(t)) \in V,$$

have a zero of the same order at $t_0$. Thus $\tilde{W}_k = W_k$. Finally, let $\tilde{u}_0, v_0 \in \tilde{W}_k$ be given, choose a root function $\tilde{u} : I \to V$ for $B$ of order greater than or equal to $k$ and $\tilde{u}(t_0) = \tilde{u}_0$; then $u(t) = T(t)(\tilde{u}(t))$ is a root function for $B$ of order greater than or equal to $k$. Hence:

$$\tilde{B}_k(\tilde{u}_0, v_0) = \left. \left. \frac{d^k}{dt^k} \tilde{B}(t)(\tilde{u}(t), v_0) \right|_{t=t_0} = \left. \left. \frac{d^k}{dt^k} B(t)(u(t), v_0) \right|_{t=t_0} = B_k(T(t_0)(\tilde{u}_0), v_0). \right.$$  

\qed

**Exercises for Chapter 4**

**EXERCISE 4.1.** Let $V$ be a real finite dimensional vector space and let $k, r \geq 0$ be fixed. Show that the set:

$$\{ B \in B_{\text{sym}}(V) : n_+(B) = k, \ d\gamma(B) = r \}$$

is arc-connected.

**EXERCISE 4.2.** Let $V$ be a real finite dimensional vector space, $\alpha : I \to V^*$, $v : I \to V$ be differentiable maps, $k$ be a positive integer and assume that $\alpha$ has a zero of order greater than or equal to $k$ at some point $t_0 \in I$. Show that:

$$\left. \frac{d^k}{dt^k} \alpha(t) \cdot v(t) \right|_{t=t_0} = \alpha^{(k)}(t_0) \cdot v(t_0) = \left. \frac{d^k}{dt^k} \alpha(t) \cdot v(t_0) \right|_{t=t_0},$$

where $\alpha^{(k)}$ denotes the $k$-th derivative of the map $\alpha$.

**EXERCISE 4.3.** Let $V$ be a real finite dimensional vector space, $v : I \to V$ be a differentiable map and $k$ be a nonnegative integer. Show that $v$ has a zero or order $k$ at $t_0 \in I$ if and only if the limit:

$$\lim_{t \to t_0} \frac{v(t)}{(t - t_0)^k}$$

exists (in $V$) and is nonzero.

**EXERCISE 4.4.** Let $V, W$ be real finite dimensional vector spaces, $P : I \to \text{Lin}(V, W)$, $v : I \to V$ be differentiable maps and assume that $P(t)$ is injective, for all $t \in I$. Show that $v$ and $I \ni t \mapsto P(t)(v(t)) \in W$ have the same order of zero at a point $t_0 \in I$. 


EXERCISE 4.5. Let $V$ be a real finite dimensional vector space, $B : I \to B_{\text{sym}}(V)$, $\tilde{B} : I \to B_{\text{sym}}(V)$ be differentiable maps having the same derivatives up to order $k$ at a point $t_0 \in I$. Prove that $W_i(B, t_0) = W_i(\tilde{B}, t_0)$ for $i = 0, \ldots, k + 1$ and $B_i(t_0) = \tilde{B}_i(t_0)$, for $i = 0, \ldots, k$.

EXERCISE 4.6. Show that, if $B : I \to B_{\text{sym}}(V)$ is real analytic then:

$$gdg(B) = gdg(B|_J),$$

for every interval $J \subset I$. 

5.1. A definition of Maslov index using relative homology

In this section we will introduce the Maslov index (relative to a fixed Lagrangian subspace $L_0$) of a curve in the Lagrangian Grassmannian of a symplectic space $(V, \omega)$; this index is an integer number that corresponds to a sort of algebraic count of the intersections of this curve with the subset $\Lambda \geq 1(L_0)$.

The definition of Maslov index will be given in terms of relative homology, and we will therefore assume familiarity with the machinery introduced in Section 3.3. We will use several properties of the Lagrangian Grassmannian $\Lambda$ that were discussed in Section 2.5 (especially from Subsection 2.5.1). It will be needed to compute the fundamental group of $\Lambda$, and to this aim we will use the homotopy long exact sequence of a fibration, studied in Section 3.2. This computation follows the same line of the examples that appear in Subsection 3.2.1; following the notations of that subsection, we will omit for simplicity the specification of the basepoint of the fundamental groups studied. As a matter of facts, all the fundamental groups that will appear are abelian, so that the fundamental groups corresponding to different choices of basepoint can be canonically identified (see Corollary 3.1.12 and Remarks 3.1.13 and 3.3.34). Finally, in order to relate the fundamental group of $\Lambda$ with its first singular homology group we will use the Hurewicz’s homomorphism, presented in Subsection 3.3.1.

Throughout this section we will consider a fixed symplectic space $(V, \omega)$, with $\dim(V) = 2n$; we will denote by $\Lambda$ the Lagrangian Grassmannian of this symplectic space. All the curves considered will be tacitly meant to be “continuous curves”; moreover, we will often use the fact that any two Lagrangian subspaces admit a common complementary Lagrangian subspace (see Remark 2.5.18).

We know that the Lagrangian Grassmannian $\Lambda$ is diffeomorphic to the quotient $U(n)/O(n)$ (see Corollary 2.5.12). Consider the homomorphism:

$$d = \det^2 : U(n) \longrightarrow S^1,$$

where $S^1 \subset \mathbb{C}$ denotes the unit circle; if $A \in O(n)$ then clearly $\det(A) = \pm 1$, hence $O(n) \subset \ker(d)$. It follows that $d$ induces, by passing to the quotient, a map:

$$\bar{d} : U(n)/O(n) \longrightarrow S^1,$$

given by $\bar{d}(A \cdot O(n)) = \det^2(A)$. We have the following:

5.1.1. Proposition. The fundamental group of the Lagrangian Grassmannian $\Lambda \cong U(n)/O(n)$ is infinite cyclic; more explicitly, the map (5.1.1) induces an isomorphism:

$$\bar{d}_\# : \pi_1(U(n)/O(n)) \longrightarrow \pi_1(S^1) \cong \mathbb{Z}.$$

Proof. It follows from Corollary 2.1.16 that $\bar{d}$ is a fibration with typical fiber $\ker(d)/O(n)$. It is easy to see that the action of $SU(n)$ on $\ker(d)/O(n)$ by left
translation is transitive, and that the isotropy group of the class \(1 \cdot O(n)\) of the neutral element is \(SU(n) \cap O(n) = SO(n)\); it follows from Corollary 2.1.9 that we have a diffeomorphism
\[
SU(n)/SO(n) \cong \text{Ker}(d)/O(n)
\]
induced by the inclusion of \(SU(n)\) in \(\text{Ker}(d)\). Since \(SU(n)\) is simply connected and \(SO(n)\) is connected, it follows easily from the homotopy long exact sequence of the fibration \(SU(n) \to SU(n)/SO(n)\) that \(SU(n)/SO(n)\) is simply connected. Then, \(\text{Ker}(d)/O(n)\) is also simply connected, and the homotopy exact sequence of the fibration \(\tilde{d}\) becomes:
\[
0 \to \pi_1(U(n)/O(n)) \xrightarrow{\tilde{d}_*} \pi_1(S^1) \to 0
\]
This concludes the proof. \(\square\)

5.1.2. COROLLARY. The first singular homology group \(H_1(\Lambda)\) of \(\Lambda\) is infinite cyclic.

PROOF. Since \(\Lambda\) is arc-connected and \(\pi_1(\Lambda)\) is abelian, it follows from Theorem 3.3.33 that the Hurewicz’s homomorphism is an isomorphism:
\[
(5.1.2) \quad \Theta : \pi_1(\Lambda) \xrightarrow{\cong} H_1(\Lambda)
\]

5.1.3. COROLLARY. For a fixed Lagrangian \(L_0 \in \Lambda\), the inclusion
\[
q : (\Lambda, \emptyset) \to (\Lambda, \Lambda^0(L_0))
\]
induces an isomorphism:
\[
(5.1.3) \quad q_* : H_1(\Lambda) \xrightarrow{\cong} H_1(\Lambda, \Lambda^0(L_0));
\]
in particular, \(H_1(\Lambda, \Lambda^0(L_0))\) is infinite cyclic.

PROOF. It follows from Remark 2.5.3 and from Example 3.3.19. \(\square\)

Let \(\ell : [a, b] \to \Lambda\) be a curve with endpoints in \(\Lambda^0(L_0)\), i.e., \(\ell(a), \ell(b) \in \Lambda^0(L_0)\); then, \(\ell\) defines a relative homology class in \(H_1(\Lambda, \Lambda^0(L_0))\) (see Remarks 3.3.30 and 3.3.26). Our goal is now to show that the transverse orientation of \(\Lambda^1(L_0)\) given in Definition 2.5.19 induces a canonical choice of a generator of the infinite cyclic group \(H_1(\Lambda, \Lambda^0(L_0))\). Once this choice is made, we will be able to associate an integer number to each curve in \(\Lambda\) with endpoints in \(\Lambda^0(L_0)\).

5.1.4. EXAMPLE. If we analyze the steps that lead us to the conclusion that \(H_1(\Lambda, \Lambda^0(L_0))\) is isomorphic to \(\mathbb{Z}\), we can compute explicitly a generator for this group. In first place, the curve
\[
[\frac{\pi}{2}, \frac{3\pi}{2}] \ni t \mapsto A(t) = \begin{pmatrix} e^{it} & i \\ 0 & i \end{pmatrix} \in U(n)
\]
projects onto a closed curve \(\overline{A}(t) = A(t) \cdot O(n)\) in \(U(n)/O(n)\); moreover,
\[
(5.1.4) \quad \left[\frac{\pi}{2}, \frac{3\pi}{2}\right] \ni t \mapsto \det^2(A(t)) = (-1)^n i e^{2it}
\]
is a generator of the fundamental group of the unit circle \(S^1\). It follows from Proposition 5.1.1 that \(\overline{A}\) defines a generator of the fundamental group of \(U(n)/O(n)\).
Denoting by $\Lambda(\mathbb{R}^{2n})$ the Lagrangian Grassmannian of the symplectic space $\mathbb{R}^{2n}$ endowed with the canonical symplectic form, it follows from Proposition 2.5.11 that a diffeomorphism $U(n)/O(n) \cong \Lambda(\mathbb{R}^{2n})$ is given explicitly by:

$$U(n)/O(n) \ni A \cdot O(n) \mapsto A(\mathbb{R}^n \oplus \{0\}^n) \in \Lambda(\mathbb{R}^{2n}).$$

The Lagrangian $A(t)(\mathbb{R}^n \oplus \{0\}^n)$ is generated by the vectors

$$\{e_1 \cos(t) + e_{n+1} \sin(t), e_{n+2}, \ldots, e_{2n}\},$$

where $(e_j)_{j=1}^{2n}$ denotes the canonical basis of $\mathbb{R}^{2n}$.

The choice of a symplectic basis $(b_j)_{j=1}^{2n}$ of $V$ induces a diffeomorphism of $\Lambda$ onto $\Lambda(\mathbb{R}^{2n})$ in an obvious way. Consider the Lagrangian $\ell(t)$ given by:

$$(5.1.5) \quad \ell(t) = R\left(b_1 \cos(t) + b_{n+1} \sin(t)\right) + \sum_{j=n+2}^{2n} Rb_j;$$

then, the curve

$$(5.1.6) \quad \left[\frac{\pi}{2}, \frac{3\pi}{2}\right] \ni t \mapsto \ell(t) \in \Lambda$$

is a generator of $\pi_1(\Lambda)$. By the definition of the Hurewicz’s homomorphism (see (3.3.25)) we have that the same curve (5.1.6) defines a generator of $H_1(\Lambda)$; since the isomorphism (5.1.3) is induced by inclusion, we have that the curve (5.1.6) is also a generator of $H_1(\Lambda, \Lambda^0(L_0))$.

5.1.5. LEMMA. Let $A \in \text{Sp}(V, \omega)$ be a symplectomorphism of $(V, \omega)$ and consider the diffeomorphism (also denoted by $A$) of $\Lambda$ induced by the action of $A$: then the induced homomorphism in homology:

$$A_* : H_p(\Lambda) \longrightarrow H_p(\Lambda)$$

is the identity map for all $p \in \mathbb{Z}$.

PROOF. Since $\text{Sp}(V, \omega)$ is arc-connected, there exists a curve

$$[0, 1] \ni s \mapsto A(s) \in \text{Sp}(V, \omega)$$

such that $A(0) = A$ and $A(1) = \text{Id}$. Define

$$[0, 1] \times \Lambda \ni (s, L) \mapsto H_s(L) = A(s) \cdot L \in \Lambda;$$

then $H : A \cong \text{Id}$ is a homotopy. The conclusion follows from Corollary 3.3.24. □

5.1.6. COROLLARY. Let $L_0 \in \Lambda$ be a Lagrangian subspace of $(V, \omega)$ and let $A \in \text{Sp}(V, \omega, L_0)$ (recall (2.5.15)); then the homomorphism

$$A_* : H_1(\Lambda, \Lambda^0(L_0)) \longrightarrow H_1(\Lambda, \Lambda^0(L_0))$$

is the identity map.

PROOF. It follows from Lemma 5.1.5 and from the following commutative diagram:

$$\begin{array}{cccc}
H_1(\Lambda) & \overset{A_* = \text{Id}}{\longrightarrow} & H_1(\Lambda) \\
\phi_* & \cong & \cong & \phi_* \\
H_1(\Lambda, \Lambda^0(L_0)) & \overset{A_*}{\longrightarrow} & H_1(\Lambda, \Lambda^0(L_0))
\end{array}$$

\footnote{The complex matrix $A(t)$ must be seen as a linear endomorphism of $\mathbb{R}^{2n}$; therefore, we need the identification of $n \times n$ complex matrices with $2n \times 2n$ real matrices (see Remark 1.2.9).}
where $q_*$ is given in (5.1.3).

5.1.7. Example. Consider a Lagrangian decomposition $(L_0, L_1)$ of $V$ and let $L$ be an element in the domain of the chart $\varphi_{L_0, L_1}$, i.e., $L \in \Lambda^0(L_1)$. It follows directly from the definition of $\varphi_{L_0, L_1}$ (see (2.5.3)) that the kernel of the symmetric bilinear form $\varphi_{L_0, L_1}(L) \in B_{\text{sym}}(L_0)$ is $L_0 \cap L$, that is:

\begin{equation}
\text{Ker}(\varphi_{L_0, L_1}(L)) = L_0 \cap L.
\end{equation}

Then, we obtain that for each $k = 0, \ldots, n$ the Lagrangian $L$ belongs to $\Lambda^k(L_0)$ if and only if the kernel of $\varphi_{L_0, L_1}(L)$ has dimension $k$, that is:

$$
\varphi_{L_0, L_1}(\Lambda^0(L_1) \cap \Lambda^k(L_0)) = \{ B \in B_{\text{sym}}(L_0) : \text{dgn}(B) = k \}.
$$

In particular, we have $L \in \Lambda^0(L_0)$ if and only if $\varphi_{L_0, L_1}(L)$ is nondegenerate.

5.1.8. Example. Let $t \mapsto \ell(t)$ be a curve in $\Lambda$ differentiable at $t = t_0$ and let $(L_0, L_1)$ be a Lagrangian decomposition of $V$ with $\ell(t_0) \in \Lambda^0(L_1)$. Then, for $t$ in a neighborhood of $t_0$ we also have $\ell(t) \in \Lambda^0(L_1)$ and we can therefore define $\beta(t) = \varphi_{L_0, L_1}(\ell(t)) \in B_{\text{sym}}(L_0)$. Let us determine the relation between $\beta'(t_0)$ and $\ell'(t_0)$; by Lemma 2.5.7 we have:

$$
\beta'(t_0) = d\varphi_{L_0, L_1}(\ell(t_0)) \cdot \ell'(t_0) = (\eta_{\ell(t_0), L_0})^L_1 \cdot \ell'(t_0).
$$

Since $\eta_{\ell(t_0), L_0}$ fixes the points of $L_0 \cap \ell(t_0)$, we obtain in particular that the symmetric bilinear forms $\beta'(t_0) \in B_{\text{sym}}(L_0)$ and $\ell'(t_0) \in B_{\text{sym}}(\ell(t_0))$ coincide on $L_0 \cap \ell(t_0)$.

5.1.9. Lemma. Let $L_0 \in \Lambda$ be a fixed Lagrangian; assume given two curves $\ell_1, \ell_2 : [a, b] \to \Lambda$

with endpoints in $\Lambda^0(L_0)$. Suppose that there exists a Lagrangian subspace $L_1 \in \Lambda$ complementary to $L_0$ such that $\Lambda^0(L_1)$ contains the images of both curves $\ell_1, \ell_2$; if we have

\begin{equation}
\eta_{\ell_1(t_1), L_1} = \eta_{\ell_2(t_2), L_1},
\end{equation}

for $t = a$ and $t = b$, then the curves $\ell_1, \ell_2$ are homologous in $H_1(\Lambda, \Lambda^0(L_0))$.

Proof. It follows from (5.1.8) and from the result of Exercise 4.1 that one can find curves:

$$
\sigma_1, \sigma_2 : [0, 1] \to B_{\text{sym}}(L_0)
$$

such that $\sigma_1(t)$ and $\sigma_2(t)$ are nondegenerate for all $t \in [0, 1]$ and also:

$$
\sigma_1(0) = \varphi_{L_0, L_1}(\ell_1(a)), \quad \sigma_1(1) = \varphi_{L_0, L_1}(\ell_2(a)),
$$

$$
\sigma_2(0) = \varphi_{L_0, L_1}(\ell_1(b)), \quad \sigma_2(1) = \varphi_{L_0, L_1}(\ell_2(b)).
$$

Define $m_i = \varphi_{L_0, L_1}^{-1} \circ \sigma_i$, $i = 1, 2$; it follows from Example 5.1.7 that $m_1$ and $m_2$ have image in the set $\Lambda^0(L_0)$ and therefore they are homologous to zero in $H_1(\Lambda, \Lambda^0(L_0))$. Consider the concatenation $\ell = m_1^{-1} \cdot \ell_1 \cdot m_2$; it follows from Lemma 3.3.27 that $\ell_1$ and $\ell$ are homologous in $H_1(\Lambda, \Lambda^0(L_0))$. We have that $\ell$ and $\ell_2$ are curves in $\Lambda^0(L_1)$ with the same endpoints, and since $\Lambda^0(L_1)$ is homeomorphic to the vector space $B_{\text{sym}}(L_0)$ it follows that $\ell$ and $\ell_2$ are homotopic with fixed endpoints. By Corollary 3.3.29 we have that $\ell$ and $\ell_2$ are homologous, which concludes the proof.

\[\square\]
5.1.10. DEFINITION. Let $\ell : [a, b] \to \Lambda$ be a curve of class $C^1$. We say that $\ell$ intersects transversally the set $\Lambda^{\geq 1}(L_0)$ at the instant $t = t_0$ if $\ell(t_0) \in \Lambda^1(L_0)$ and $\ell'(t_0) \not\in T_{t(t_0)}\Lambda^1(L_0)$; we say that such transverse intersection is positive (resp., negative) if the class of $\ell'(t_0)$ in the quotient $T_{t(t_0)}\Lambda / T_{t(t_0)}\Lambda^1(L_0)$ defines a positively oriented (resp., a negatively oriented) basis (recall Definition 2.5.19).

From Theorem 2.5.16 it follows that $\ell$ intersects $\Lambda^{\geq 1}(L_0)$ transversally at the instant $t = t_0$ if and only if $\ell(t_0) \in \Lambda^1(L_0)$ and the symmetric bilinear form $\ell'(t_0)$ is non zero in the space $L_0 \cap \ell(t_0)$; such intersection will be positive (resp., negative) if $\ell'(t_0)$ is positive definite (resp., negative definite) in $L_0 \cap \ell(t_0)$.

5.1.11. LEMMA. Let $L_0 \in \Lambda$ be a Lagrangian subspace and let

$$\ell_1, \ell_2 : [a, b] \to \Lambda$$

be curves of class $C^1$ with endpoints in $\Lambda^0(L_0)$ that intersect $\Lambda^{\geq 1}(L_0)$ only once; suppose that such intersection is transverse and positive. Then, we have that $\ell_1$ and $\ell_2$ are homologous in $H_1(\Lambda, \Lambda^0(L_0))$, and either one of these curves defines a generator of $H_1(\Lambda, \Lambda^0(L_0)) \cong \mathbb{Z}$.

**Proof.** Thanks to Lemma 3.3.25, we can assume that $\ell_1$, $\ell_2$ intercept $\Lambda^1(L_0)$ at the same instant $t_0 \in ]a, b[$. By Proposition 1.4.41 there exists a symplectomorphism $A \in Sp(V, \omega, L_0)$ such that $A(\ell_1(t_0)) = \ell_2(t_0)$. It follows from Corollary 5.1.6 that $A \circ \ell_1$ and $\ell_1$ are homologous in $H_1(\Lambda, \Lambda^0(L_0))$; note that also $A \circ \ell_1$ intercepts $\Lambda^{\geq 1}(L_0)$ only at the instant $t_0$ and that such intersection is transverse and positive (see Proposition 2.5.20).

The above argument shows that there is no loss of generality in assuming $\ell_1(t_0) = \ell_2(t_0)$. By Lemma 3.3.27, it is enough to show that the restriction $\ell_i \big|_{t_0 - \epsilon, t_0 + \epsilon}$ is homologous to $\ell_j \big|_{t_0 - \epsilon, t_0 + \epsilon}$ for some $\epsilon > 0$. Let $L_1 \in \Lambda$ be a common complementary Lagrangian to $\ell_1(t_0)$ and $L_0$; for $t$ in a neighborhood of $t_0$ we can write $\beta_i(t) = \varphi_{L_0, L_1} \circ \ell_i(t)$, $i = 1, 2$. By Example 5.1.8 we have that $\beta_i(t_0)$ and $\beta_j(t_0)$ coincide in $L_0 \cap \ell_i(t_0) = \text{Ker}(\beta_i(t_0))$ (see (5.1.7)); since by hypothesis $\beta_i'(t_0)$ is positive definite in the unidimensional space $L_0 \cap \ell_i(t_0)$, it follows from Theorem 4.2.3 (see also (4.2.10)) that for $\epsilon > 0$ sufficiently small we have

$$n_+(\beta_1(t_0 + \epsilon)) = n_+(\beta_1(t_0)) + 1, \quad n_+(\beta_1(t_0 - \epsilon)) = n_+(\beta_1(t_0)).$$

Since $\beta_1(t_0) = \beta_2(t_0)$, it follows from (5.1.9) that

$$n_+(\beta_1(t_0 + \epsilon)) = n_+(\beta_2(t_0 + \epsilon)), \quad n_+(\beta_1(t_0 - \epsilon)) = n_+(\beta_2(t_0 - \epsilon)),$$

for $\epsilon > 0$ sufficiently small. Now, it follows from Lemma 5.1.9 that the curve $\ell_1 \big|_{t_0 - \epsilon, t_0 + \epsilon}$ is homologous to the curve $\ell_2 \big|_{t_0 - \epsilon, t_0 + \epsilon}$ in $H_1(\Lambda, \Lambda^0(L_0))$. This concludes the proof of the first statement of the thesis.

To prove the second statement it suffices to exhibit a curve $\ell$ that has a unique intersection with $\Lambda^{\geq 1}(L_0)$, being such intersection transverse and positive, so that $\ell$ defines a generator of $H_1(\Lambda, \Lambda^0(L_0))$. Let $(b_j)^{2n}_{j=1}$ be a symplectic basis of $V$ such that $(b_j)^{2n}_{j=1}$ be a basis of $L_0$ (see Lemma 1.4.35); consider the generator $\ell$ of $H_1(\Lambda, \Lambda^0(L_0))$ described in (5.1.5) and (5.1.6). It is easy to see that $\ell$ intercepts $\Lambda^{\geq 1}(L_0)$ only at the instant $t = \pi$ and $L_0 \cap \ell(\pi)$ is the unidimensional space generated by $b_1$; moreover, an easy calculation shows that:

$$\ell'(\pi)(b_1, b_1) = \omega(b_{n+1}, b_1) = -1;$$
it follows that $\ell^{-1}$ has a unique intersection with $\Lambda^{\geq 1}(L_0)$ and that this intersection is transverse and positive. By Lemma 3.3.27, the curve $\ell^{-1}$ is also a generator of $H_1(\Lambda, \Lambda^0(L_0))$, which concludes the proof. □

5.1.12. Definition. Let $L_0 \in \Lambda$ be a fixed Lagrangian and let $\ell : [a, b] \to \Lambda$ be a curve of class $C^1$ with endpoints in $\Lambda^0(L_0)$ that intersect $\Lambda^{\geq 1}(L_0)$ only once; suppose that such intersection is transverse and positive. We call (the homology class of) $\ell$ a positive generator of $H_1(\Lambda, \Lambda^0(L_0))$ (see Lemma 5.1.11). We define an isomorphism

$$\mu_{L_0} : H_1(\Lambda, \Lambda^0(L_0)) \cong \mathbb{Z}$$

by requiring that any positive generator of $H_1(\Lambda, \Lambda^0(L_0))$ is taken to 1 \in \mathbb{Z}.

Suppose now that $\ell : [a, b] \to \Lambda$ is an arbitrary curve with endpoints in $\Lambda^0(L_0)$, then we denote by $\mu_{L_0}(\ell) \in \mathbb{Z}$ the integer number that corresponds to the homology class of $\ell$ by the isomorphism (5.1.11); the number $\mu_{L_0}(\ell)$ is called the Maslov index of the curve $\ell$ relative to the Lagrangian $L_0$.

In the following Lemma we list some of the properties of the Maslov index:

5.1.13. Lemma. Let $\ell : [a, b] \to \Lambda$ be a curve with endpoints in $\Lambda^0(L_0)$; then we have:

1. if $\sigma : [a', b'] \to [a, b]$ is a continuous map with $\sigma(a') = a$, $\sigma(b') = b$ then $\mu_{L_0}(\ell \circ \sigma) = \mu_{L_0}(\ell)$;
2. if $m : [a', b'] \to \Lambda$ is a curve with endpoints in $\Lambda^0(L_0)$ such that $\ell(b) = m(a')$, then $\mu_{L_0}(\ell \cdot m) = \mu_{L_0}(\ell) + \mu_{L_0}(m)$;
3. $\mu_{L_0}(\ell^{-1}) = -\mu_{L_0}(\ell)$;
4. if $\text{Im}(\ell) \subseteq \Lambda^0(L_0)$ then $\mu_{L_0}(\ell) = 0$;
5. if $m : [a, b] \to \Lambda$ is homotopic to $\ell$ with free endpoints in $\Lambda^0(L_0)$ (see Definition 3.1.31) then $\mu_{L_0}(\ell) = \mu_{L_0}(m)$;
6. there exists a neighborhood $\mathcal{U}$ of $\ell$ in $C^0([a, b], \Lambda)$ endowed with the compact-open topology such that, if $m \in \mathcal{U}$ has endpoints in $\Lambda^0(L_0)$, then $\mu_{L_0}(m) = \mu_{L_0}(m)$;
7. if $A : (V, \omega) \to (V', \omega')$ is a symplectomorphism, $L_0 \in \Lambda(V, \omega)$ and $L'_0 = A(L_0)$ then $\mu_{L_0}(\ell) = \mu_{L'_0}(A \circ \ell)$, where we identify $A$ with a map from $\Lambda(V', \omega')$ to $\Lambda(V', \omega')$.

Proof. Property (1) follows from Lemma 3.3.25; Properties (2) and (3) follow from Lemma 3.3.27. Property (4) follows immediately from the definition of the group $H_1(\Lambda, \Lambda^0(L_0))$ (see (3.3.7)). Property (5) follows from Remark 3.3.30 and Property (6) follows from Theorem 3.1.33 and from Property (5). Property (7) follows from the fact that $A$, takes a positive generator of $H_1(\Lambda(V, \omega), \Lambda^0(L_0))$ to a positive generator of $H_1(\Lambda(V', \omega'), \Lambda^0(L'_0))$ (see Remark 2.5.21). □

5.1.14. Example. The Maslov index $\mu_{L_0}(\ell)$ can be seen as the intersection number of the curve $\ell$ with the subset $\Lambda^{\geq 1}(L_0) \subset \Lambda$; indeed, it follows from Lemma 5.1.13 (more specifically, from Properties (2), (3) and (4)) that if $\ell : [a, b] \to \Lambda$ is a curve of class $C^1$ with endpoints in $\Lambda^0(L_0)$ that has only transverse intersections with $\Lambda^{\geq 1}(L_0)$ then the Maslov index $\mu_{L_0}(\ell)$ is the number of positive intersections of $\ell$ with $\Lambda^{\geq 1}(L_0)$ minus the number of negative intersections of $\ell$ with $\Lambda^{\geq 1}(L_0)$. As a matter of facts, these numbers are finite (see Example 5.1.17 below). In Corollary 5.1.18 we will give a generalization of this result.
We will now establish an explicit formula for the Maslov index $\mu_{L_0}$ in terms of a chart $\varphi_{L_0, L_1}$ of $\Lambda$:

5.1.15. Theorem. Let $L_0 \in \Lambda$ be a Lagrangian subspace and let $\ell : [a, b] \to \Lambda$ be a given curve with endpoints in $\Lambda^0(L_0)$. If there exists a Lagrangian $L_1 \in \Lambda$ complementary to $L_0$ such that the image of $\ell$ is contained in $\Lambda^0(L_1)$, then the Maslov index $\mu_{L_0}(\ell)$ of $\ell$ is given by:

$$
\mu_{L_0}(\ell) = n_+\left(\varphi_{L_0, L_1}(\ell(b))\right) - n_+\left(\varphi_{L_0, L_1}(\ell(a))\right).
$$

Proof. By Lemma 5.1.9, it suffices to determine for each $i, j = 0, 1, \ldots, n$ a curve $\beta_{i,j} : [0, 1] \to B_{\text{sym}}(L_0)$ such that:

$$
(5.1.12) \quad n_+\left(\beta_{i,j}(0)\right) = i, \quad \text{dgn}(\beta_{i,j}(0)) = 0,
$$

$$
(5.1.13) \quad n_+\left(\beta_{i,j}(1)\right) = j, \quad \text{dgn}(\beta_{i,j}(1)) = 0
$$

and such that the curve $\ell_{i,j} = \varphi_{L_0, L_1}^{-1} \circ \beta_{i,j}$ satisfies $\mu_{L_0}(\ell_{i,j}) = j - i$. If $i = j$, we simply take $\beta_{i,i}$ to be any constant curve such that $\beta_{i,i}(0)$ is nondegenerate and such that $n_+\left(\beta_{i,i}(0)\right) = i$.

Property (3) in the statement of Lemma 5.1.13 implies that there is no loss of generality in assuming $i < j$. Let us start with the case $j = i + 1$; choose any basis of $L_0$ and define $\beta_{i,i+1}(t)$ as the bilinear form whose matrix representation in this basis is given by:

$$
\beta_{i,i+1}(t) \sim \text{diag}(1, 1, \ldots, 1, t - \frac{1}{2}, -1, -1, \ldots, -1), \quad t \in [0, 1],
$$

where $\text{diag}(\alpha_1, \ldots, \alpha_n)$ denotes the diagonal matrix with entries $\alpha_1, \ldots, \alpha_n$.

Then, we have:

$$
n_+\left(\beta_{i,i+1}(0)\right) = i, \quad \text{dgn}(\beta_{i,i+1}(0)) = 0,
$$

$$
n_+\left(\beta_{i,i+1}(1)\right) = i + 1, \quad \text{dgn}(\beta_{i,i+1}(1)) = 0;
$$

moreover $\beta_{i,i+1}(t)$ is degenerate only at $t = \frac{1}{2}$ and the derivative $\beta'_{i,i+1}(\frac{1}{2})$ is positive definite in the unidimensional space $\text{Ker}(\beta_{i,i+1}(\frac{1}{2}))$. It follows from Examples 5.1.7 and 5.1.8 that $\ell_{i,i+1}$ intercepts $\Lambda^{1,1}(L_0)$ only at $t = \frac{1}{2}$, and that such intersection is transverse and positive. By definition of Maslov index, we have:

$$
\mu_{L_0}(\ell_{i,i+1}) = 1;
$$

and this completes the construction of the curve $\beta_{i,j}$ in the case $j = i + 1$.

Let us look now at the case $j > i + 1$. For each $i = 0, \ldots, n$, let $B_i \in B_{\text{sym}}(L_0)$ be a nondegenerate symmetric bilinear form with $n_+(B_i) = i$; choose any curve $\tilde{\beta}_{i,i+1} : [0, 1] \to B_{\text{sym}}(L_0)$ with $\tilde{\beta}_{i,i+1}(0) = B_i$ and $\tilde{\beta}_{i,i+1}(1) = B_{i+1}$ for $i = 0, \ldots, n - 1$. It follows from Lemma 5.1.9 and from the first part of the proof that $\tilde{\ell}_{i,i+1} = \varphi_{L_0, L_1}^{-1} \circ \tilde{\beta}_{i,i+1}$ satisfies $\mu_{L_0}(\tilde{\ell}_{i,i+1}) = 1$; for $j > i + 1$ define:

$$
\beta_{i,j} = \tilde{\beta}_{i,i+1} \cdot \tilde{\beta}_{i+1,i+2} \cdots \tilde{\beta}_{j-1,j}.
$$

Then, the curve $\beta_{i,j}$ satisfies (5.1.12), (5.1.13) and from Property (2) in the statement of Lemma 5.1.13 it follows that $\mu_{L_0}(\ell_{i,j}) = j - i$.

This concludes the proof. \qed
In Exercise 5.7 we ask the reader to prove that the property in the statement of Theorem 5.1.15, additivity by concatenations and homotopy invariance (i.e., (2) and (5) in the statement of Lemma 5.1.13) characterize the Maslov index.

5.1.16. Definition. Given a curve \( t \mapsto \ell(t) \in \Lambda \) of class \( C^1 \) we say that \( \ell \) has a nondegenerate intersection with \( \Lambda^{\geq 1}(L_0) \) at the instant \( t = t_0 \) if \( \ell(t_0) \in \Lambda^{\geq 1}(L_0) \) and \( \ell'(t_0) \) is nondegenerate in \( L_0 \cap \ell(t_0) \).

5.1.17. Example. If a curve \( \ell \) in \( \Lambda \) has a nondegenerate intersection with \( \Lambda^{\geq 1}(L_0) \) at the instant \( t = t_0 \), then this intersection is isolated, i.e., \( \ell(t) \in \Lambda^0(L_0) \) for \( t \neq t_0 \) sufficiently close to \( t_0 \). To see this, choose a common complementary Lagrangian \( L_1 \in \Lambda \) to \( L_0 \) and \( \ell(t_0) \) and apply Theorem 4.2.3 to the curve \( \beta = \varphi_{L_0,L_1} \circ \ell \), keeping in mind Examples 5.1.7 and 5.1.8.

Since \( \Lambda^{\geq 1}(L_0) \) is closed in \( \Lambda \), it follows that if a curve \( \ell : [a, b] \to \Lambda \) has only nondegenerate intersections with \( \Lambda^{\geq 1}(L_0) \), then \( \ell(t) \in \Lambda^{\geq 1}(L_0) \) only at a finite number of instants \( t \in [a, b] \).

We have the following corollary to Theorem 5.1.15:

5.1.18. Corollary. Let \( L_0 \in \Lambda \) be a Lagrangian subspace and let be given a curve \( \ell : [a, b] \to \Lambda \) of class \( C^1 \) with endpoints in \( \Lambda^0(L_0) \) that has only nondegenerate intersections with \( \Lambda^{\geq 1}(L_0) \). Then, \( \ell(t) \in \Lambda^{\geq 1}(L_0) \) only at a finite number of instants \( t \in [a, b] \) and the following identity holds:

\[
\mu_{L_0}(\ell) = \sum_{t \in [a,b]} \text{sgn}(\ell'(t)|_{(L_0 \cap \ell(t)) \times (L_0 \cap \ell(t))}).
\]

Proof. It follows from Example 5.1.17 that \( \ell(t) \in \Lambda^{\geq 1}(L_0) \) only at a finite number of instants \( t \in [a, b] \). Let \( t_0 \in [a, b] \) be such that \( \ell(t_0) \in \Lambda^{\geq 1}(L_0) \); keeping in mind Property (2) and (4) in the statement of Lemma 5.1.13, it suffices to prove that:

\[
\mu_{L_0}(\ell|_{[t_0-\varepsilon,t_0+\varepsilon]}) = \text{sgn}(\ell'(t_0)|_{(L_0 \cap \ell(t_0)) \times (L_0 \cap \ell(t_0))}),
\]

for \( \varepsilon > 0 \) sufficiently small. Choose a common complementary \( L_1 \in \Lambda \) of \( L_0 \) and \( \ell(t_0) \); for \( t \) in a neighborhood of \( t_0 \) we can write \( \beta(t) = \varphi_{L_0,L_1}(\ell(t)) \). The conclusion now follows from Theorem 5.1.15 and from Corollary 4.2.5, keeping in mind Examples 5.1.7 and 5.1.8.

In Example 5.1.17 we have seen that a nondegenerate intersection of a curve \( \ell \) of class \( C^1 \) with \( \Lambda^{\geq 1}(L_0) \) at an instant \( t_0 \) is isolated, i.e., there exists \( \varepsilon > 0 \) such that \( \ell(t) \notin \Lambda^{\geq 1}(L_0) \) for \( t \in [t_0-\varepsilon, t_0+\varepsilon] \). We will prove next that the choice of such \( \varepsilon > 0 \) can be made uniformly with respect to a parameter.

5.1.19. Lemma. Let \( X \) be a topological space and suppose that it is given a continuous map:

\[
X \times [t_0,t_1] \ni (\lambda,t) \longmapsto \ell_\lambda(t) = \ell(\lambda,t) \in \Lambda
\]

which is differentiable in the variable \( t \) and such that \( \frac{\partial \ell}{\partial t} : X \times [t_0,t_1] \to T\Lambda \) is also continuous. Fix a Lagrangian \( L_0 \in \Lambda \); suppose that \( \dim(\ell(\lambda,t_0) \cap L_0) \) is independent of \( \lambda \in X \) and that the curve \( \ell_\lambda = \ell(\lambda,\cdot) \) has a nondegenerate intersection with \( \Lambda^{\geq 1}(L_0) \) at \( t = t_0 \) for some \( \lambda_0 \in X \). Then, there exists \( \varepsilon > 0 \) and a neighborhood \( U \) of \( \lambda_0 \) in \( X \) such that, for all \( \lambda \in U \), \( \ell_\lambda \) has a nondegenerate intersection with \( \Lambda^{\geq 1}(L_0) \) at \( t_0 \) and such that \( \ell(\lambda,t) \in \Lambda^0(L_0) \) for all \( \lambda \in U \) and all \( t \in [t_0,t_0+\varepsilon] \).
PROOF. Choose a common complementary Lagrangian \( L_1 \) of \( L_0 \) and \( \ell (\lambda_0, t_0) \) and define \( \beta (\lambda, t) = \varphi_{L_0, L_1}(\ell (\lambda, t)) \) for \( t \) in a neighborhood of \( t_0 \) and \( \lambda \) in a neighborhood of \( \lambda_0 \) in \( \mathcal{X} \). Then, \( \beta \) is continuous, it is differentiable in \( t \), and the derivative \( \frac{\partial \beta}{\partial t} \) is continuous. The conclusion follows now applying Proposition 4.2.6 to the map \( \beta \), keeping in mind Examples 5.1.7 and 5.1.8.

5.1.20. REMARK. A more careful analysis of the definition of the transverse orientation of \( \Lambda^1 (L_0) \) in \( \Lambda \) (Definition 2.5.19) shows that the choice of the sign made for the isomorphism \( \mu_{L_0} \) is actually determined by the choice of a sign in the symplectic form \( \omega \). More explicitly, if we replace \( \omega \) by \(-\omega\), which does not affect the definition of the set \( \Lambda \), then we obtain a change of sign for the isomorphisms \( \rho_{L_0, L_1} \) and \( \rho_L \) (defined in formulas (1.4.11) and (1.4.13)). Consequently, this change of sign induces a change of sign in the charts \( \varphi_{L_0, L_1} \) (defined in formula (2.5.3)) and in the isomorphism (2.5.12) that identifies \( T_{L_1} \Lambda \) with \( B_{\text{sym}} (L) \).

The conclusion is that changing the sign of \( \omega \) causes an inversion of the transverse orientation of \( \Lambda^1 (L_0) \) in \( \Lambda \), which inverts the sign of the isomorphism \( \mu_{L_0} \).

5.1.21. REMARK. The choice of a Lagrangian subspace \( L_0 \in \Lambda \) defines an isomorphism:

\[
(5.1.14) \quad \mu_{L_0} \circ q_\ast : H_1 (\Lambda) \xrightarrow{\cong} \mathbb{Z},
\]

where \( q_\ast \) is given in (5.1.3). We claim that this isomorphism does not depend on the choice of \( L_0 \); for, let \( L'_0 \in \Lambda \) be another Lagrangian subspace. By Corollary 1.4.28, there exists a symplectomorphism \( A \in \text{Sp}(V, \omega) \) such that \( A(L_0) = L'_0 \); we have the following commutative diagram (see Lemma 5.1.5):

\[
\begin{array}{ccc}
H_1 (\Lambda) & \xrightarrow{A_\ast = \text{Id}} & H_1 (\Lambda) \\
\downarrow q_\ast & & \downarrow q_\ast \\
H_1 (\Lambda, \Lambda^0 (L_0)) & \xrightarrow{A_\ast} & H_1 (\Lambda, \Lambda^0 (L'_0)) \\
\mu_{L_0} & & \mu_{L'_0} \\
\downarrow & & \downarrow \\
\mathbb{Z} & & \mathbb{Z}
\end{array}
\]

where the commutativity of the lower triangle follows from Remark 2.5.21. This proves the claim. Observe that if \( \ell : [a, b] \to \Lambda \) is a loop, i.e., \( \ell (a) = \ell (b) \), then, since \( \ell \) defines a homology class in \( H_1 (\Lambda) \), we obtain the equality:

\[
\mu_{L_0} (\ell) = \mu_{L'_0} (\ell),
\]

for any pair of Lagrangian subspaces \( L_0, L'_0 \in \Lambda \).

5.1.22. REMARK. Let \( J \) be a complex structure in \( V \) compatible with \( \omega \); consider the inner product \( g = \omega (\cdot, J \cdot) \) and the Hermitian product \( g_\ast \) in \((V, J)\) defined in (1.4.10). Let \( \ell_0 \in \Lambda \) be a Lagrangian subspace; Proposition 2.5.11 tells us that the map

\[
(5.1.15) \quad U(V, J, g_\ast) / O(\ell_0, g|_{\ell_0 \times \ell_0}) \ni A \cdot O(\ell_0, g|_{\ell_0 \times \ell_0}) \xrightarrow{\sim} A(\ell_0) \in \Lambda
\]

is a diffeomorphism. As in (5.1.1), we can define a map

\[
d : U(V, J, g_\ast) / O(\ell_0, g|_{\ell_0 \times \ell_0}) \xrightarrow{} S^4
\]

given by

\[
d = \text{det}^2 : U(V, J, g_\ast) \xrightarrow{} S^4
\]
by passage to the quotient; then the map $\overline{d}$ induces an isomorphism $\overline{d}_*$ of the fundamental groups. Indeed, by Remark 1.4.30 we can find a basis of $V$ that puts all the objects $(V, \omega, J, g, g_s, \ell_0)$ simultaneously in their canonical forms, and then everything works as in Proposition 5.1.1. The isomorphism $\overline{d}_*$ together with the diffeomorphism (5.1.15) and the choice of (3.2.25) (or, equivalently, of (5.1.4)) as a generator of $\pi_1(S^1) \cong H_1(S^1)$ produce an isomorphism (see also (5.1.2)):

$$u = u_{J, \ell_0} : H_1(\Lambda) \overset{\cong}{\longrightarrow} \mathbb{Z};$$

this isomorphism does not indeed depend on the choice of $J$ and of $\ell_0$. To see this, choose another complex structure $J'$ in $V$ compatible with $\omega$ and another Lagrangian subspace $\ell'_0 \in \Lambda$; we then obtain an isomorphism $u' = u_{J', \ell'_0}$. From Remark 1.4.30 it follows that there exists a symplectomorphism $A \in \text{Sp}(V, \omega)$ that takes $\ell_0$ onto $\ell'_0$ and that is $C$-linear from $(V, J)$ into $(V, J')$; then, it is easy to see that the following diagram commutes:

$$\begin{array}{ccc}
H_1(\Lambda) & \overset{u}{\longrightarrow} & \mathbb{Z} \\
A_* \downarrow & & \downarrow \cong \\
H_1(\Lambda) & \overset{u'}{\longrightarrow} & \mathbb{Z}
\end{array}$$

By Lemma 5.1.5 we have that $A_* = \text{Id}$ and the conclusion follows.

As a matter of facts, formula (5.1.10) shows that the isomorphism $u$ has the opposite sign of the isomorphism (5.1.14) obtained by using the transverse orientation of $A^1(L_0)$ in $\Lambda$.

### 5.2. A definition of Maslov index using the fundamental groupoid

In this section we present a definition of Maslov index for arbitrary continuous curves in the Lagrangian Grassmannian using the theory developed in Subsection 3.1.1. As far as we know, the first time that this notion of Maslov index appeared was in [17]. The technique used in [17] is very different from ours.

Throughout this section we will consider a fixed symplectic space $(V, \omega)$, with $\dim(V) = 2n$ and a Lagrangian subspace $L_0$ of $V$; we denote by $\Lambda$ the Lagrangian Grassmannian of $(V, \omega)$.

#### 5.2.1. Lemma. Let $Z$ be a real finite-dimensional vector space and let $B \in B_{\text{sym}}(Z) \cong \text{Lin}(Z, Z^*)$, $C \in B_{\text{sym}}(Z^*) \cong \text{Lin}(Z^*, Z)$ be symmetric bilinear forms. If the linear map $\text{Id} + C \circ B \in \text{Lin}(Z)$ is an isomorphism then:

$$n_+(B) - n_+(B + B \circ C \circ B) = n_+(C + C \circ B \circ C) - n_+(C).$$

**Proof.** Consider the symmetric bilinear form $R$ on the space $Z \oplus Z^*$ defined by:

$$R((v, \alpha), (w, \beta)) = B(v, w) + C(\alpha, \beta),$$

for all $v, w \in Z$, $\alpha, \beta \in Z^*$. Consider the injective linear maps:

$$T : Z \ni v \mapsto (v, B(v)) \in Z \oplus Z^*, \quad S : Z^* \ni \alpha \mapsto (-C(\alpha), \alpha) \in Z \oplus Z^*.$$
Clearly:

\[ R(T(v), S(\alpha)) = -B(v, C(\alpha)) + C(B(v), \alpha) \]
\[ = -(C \circ B)(v, \alpha) + (C \circ B)(v, \alpha) = 0, \]

for all \( v \in Z, \alpha \in Z^* \), so that \( T(Z) \) and \( S(Z^*) \) are \( R \)-orthogonal. We claim that:

\[ Z \oplus Z^* = T(Z) \oplus S(Z^*). \]

Namely, given \((v, \alpha) \in Z \oplus Z^* \), we have to check that there exists a unique \( w \in Z \) and a unique \( \beta \in Z^* \) such that:

\[(5.2.1) \quad (v, \alpha) = T(w) + S(\beta); \]

a simple computation shows that equality (5.2.1) is equivalent to:

\[ \beta = \alpha - B(w), \quad (\text{Id} + C \circ B)(w) = v + C(\alpha). \]

The proof of the claim is completed by observing that \( \text{Id} + C \circ B \) is an isomorphism of \( Z \).

In order to complete the proof of the lemma, we compute \( n_+(R) \) in two different manners. Clearly, since the direct summands \( Z \) and \( Z^* \) in \( Z \oplus Z^* \) are \( R \)-orthogonal, we have (see Proposition 1.5.23):

\[ n_+(R) = n_+(B) + n_+(C). \]

Similarly, since \( T(Z) \oplus S(Z^*) \) is an \( R \)-orthogonal direct sum decomposition, we have:

\[ n_+(R) = n_+(R|_{T(Z) \times T(Z)}) + n_+(C|_{S(Z^*) \times S(Z^*)}). \]

But \( T \) is an isomorphism onto \( T(Z) \) and \( S \) is an isomorphism onto \( S(Z^*) \) and therefore:

\[ n_+(R|_{T(Z) \times T(Z)}) = n_+(T#(R)), \quad n_+(C|_{S(Z^*) \times S(Z^*)}) = n_+(S#(R)). \]

Let us compute \( T#(R) \) and \( S#(R) \):

\[ (T#(R))(v, w) = R(T(v), T(w)) = B(v, w) + C(B(v), B(w)), \]
\[ = (B + B \circ C \circ B)(v, w), \]
\[ (S#(R))(\alpha, \beta) = R(S(\alpha), S(\beta)) = B(C(\alpha), C(\beta)) + C(\alpha, \beta), \]
\[ = (C + C \circ B \circ C)(\alpha, \beta). \]

for all \( v, w \in Z, \alpha, \beta \in Z^* \). Hence:

\[ n_+(R) = n_+(B + B \circ C \circ B) + n_+(C + C \circ B \circ C). \quad \square \]

5.2.2. LEMMA. Given Lagrangian subspaces \( L_1, L_1' \in \Lambda^0(L_0) \), then the map:

\[(5.2.2) \quad \Lambda^0(L_1) \cap \Lambda^0(L_1') \ni L \mapsto n_+(\varphi_{L_0, L_1}(L)) - n_+(\varphi_{L_0, L_1'}(L)) \in \mathbb{Z} \]

is constant on each arc-connected component of \( \Lambda^0(L_1) \cap \Lambda^0(L_1') \).

PROOF. Set:

\[ C = (\rho_{L_0, L_1})#(\varphi_{L_1, L_0}(L_1')) \in B_{\text{sym}}(L_0^*). \]

Given \( L \in \Lambda^0(L_1) \cap \Lambda^0(L_1') \), we write \( B = \varphi_{L_0, L_1}(L) \in B_{\text{sym}}(L_0) \) and then, by (2.5.6) and (2.5.7):

\[ \varphi_{L_0, L_1'}(L) = B \circ (\text{Id} + C \circ B)^{-1}. \]
To prove the lemma, we will show that the map:

\[ B \mapsto n_+(B) - n_+(B \circ (\text{Id} + C \circ B)^{-1}) \in \mathbb{Z} \]

is constant on each arc-connected component of the open subset of \( B_{\text{sym}}(L_0) \) consisting of those symmetric bilinear forms \( B \in L_0 \) such that \( \text{Id} + C \circ B \) is an isomorphism of \( L_0 \). The pull-back of \( B \circ (\text{Id} + C \circ B)^{-1} \) by the isomorphism \( \text{Id} + C \circ B \) is equal to \( (\text{Id} + B \circ C) \circ B \) and therefore:

\[ n_+(B \circ (\text{Id} + C \circ B)^{-1}) = n_+((\text{Id} + B \circ C) \circ B) = n_+(B + B \circ C \circ B). \]

Using Lemma 5.2.1 we get that the map (5.2.3) is equal to the map:

\[ B \mapsto n_+(C + C \circ B \circ C) - n_+(C). \]

To complete the proof, we show that if \( t \mapsto B(t) \in B_{\text{sym}}(L_0) \) is a continuous curve defined in an interval \( I \) and if \( \text{Id} + C \circ B(t) \) is an isomorphism for all \( t \in I \) then \( n_+(C + C \circ B(t) \circ C) \) is independent of \( t \). This follows from Lemma 4.2.1 and from the observation that:

\[ \text{Ker}(C + C \circ B(t) \circ C) = \text{Ker}[(\text{Id} + C \circ B(t)) \circ C] = \text{Ker}(C), \]

for all \( t \in I \).

5.2.3. COROLLARY. Given Lagrangian subspaces \( L_1, L_1' \in \Lambda^0(L_0) \), then the map:

\[ \Lambda^0(L_1) \cap \Lambda^0(L_1') \ni L \mapsto \text{sgn}(\varphi_{L_0,L_1}(L)) - \frac{1}{2} \text{sgn}(\varphi_{L_0,L_1'}(L)) \in \frac{1}{2} \mathbb{Z} \]

is constant on each arc-connected component of \( \Lambda^0(L_1) \cap \Lambda^0(L_1') \).

PROOF. Since \( \text{dgn}(\varphi_{L_0,L_1}(L)) = \text{dgn}(\varphi_{L_0,L_1'}(L)) = \dim(L_0 \cap L) \), it follows from the result of Exercise 5.8 that the map (5.2.4) is equal to the map (5.2.2).

5.2.4. COROLLARY. There exists a unique groupoid homomorphism \( \mu_{L_0} : \Lambda \to \frac{1}{2} \mathbb{Z} \) such that:

\[ \mu_{L_0}(\ell) = \frac{1}{2} \text{sgn}([\varphi_{L_0,L_1}(\ell(1))]) - \frac{1}{2} \text{sgn}([\varphi_{L_0,L_1}(\ell(0))]), \]

for every \( \ell \in \Omega(\Lambda^0(L_1)) \) and every \( L_1 \in \Lambda^0(L_0) \).

PROOF. It follows directly from Corollary 5.2.3 and Corollary 3.1.22, by setting \( G = \frac{1}{2} \mathbb{Z}, A = \Lambda^0(L_0), U_{L_1} = \Lambda^0(L_1) \) and \( g_{L_1}(L) = \frac{1}{2} \text{sgn}(\varphi_{L_0,L_1}(L)) \), for all \( L_1 \in A, L_0 \in U_{L_1} \).

It follows directly from the results of Exercises 5.7 and 5.8 that the groupoid homomorphism \( \mu_{L_0} : \Lambda \to \frac{1}{2} \mathbb{Z} \) extends to arbitrary continuous curves in \( \Lambda \) the map \( \mu_{L_0} \) that in Definition 5.1.12 was defined only for curves with endpoints in \( \Lambda^0(L_0) \).

5.2.5. DEFINITION. Given an arbitrary continuous curve \( \ell : [a, b] \to \Lambda \) and a Lagrangian \( L_0 \in \Lambda \), we call the semi-integer \( \mu_{L_0}(\ell) \) the Maslov index of \( \ell \) with respect to \( L_0 \).

Let us now prove a few properties of this new notion of Maslov index.

5.2.6. PROPOSITION. If \( A : (V, \omega) \to (V', \omega') \) is a symplectomorphism, \( L_0 \in \Lambda(V, \omega) \), \( L_0' = A(L_0) \) and \( \ell : [a, b] \to \Lambda(V, \omega) \) is a continuous curve then:

\[ \mu_{L_0}(\ell) = \mu_{L_0'}(A \circ \ell), \]

where we identify \( A \) with a map from \( \Lambda(V, \omega) \) to \( \Lambda(V', \omega') \).
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Proof. We show that \( \ell \mapsto \mu_{L_0}(A \circ \ell) \) is a groupoid homomorphism having the property that characterizes \( \mu_{L_0} \), i.e.:

\[
\mu_{L_0}(A \circ \ell) = \frac{1}{2} \text{sgn}[\varphi_{L_0,L_1}(\ell(1))] - \frac{1}{2} \text{sgn}[\varphi_{L_0,L_1}(\ell(0))],
\]

for every \( \ell \in \Omega(\Lambda^0(L_1)) \) and every \( L_1 \in \Lambda^0(L_0) \). Setting \( L_1' = A(L_1) \), we have, by the definition of \( \mu_{L_0} \):

\[
\mu_{L_0}(A \circ \ell) = \frac{1}{2} \text{sgn}[\varphi_{L_0,L_1'}(A \cdot \ell(1))] - \frac{1}{2} \text{sgn}[\varphi_{L_0,L_1'}(A \cdot \ell(0))].
\]

It follows from the result of Exercise 2.20 that the righthand side of (5.2.6) is equal to the righthand side of (5.2.7). The conclusion follows. \( \square \)

5.2.7. Remark. In the statement of Proposition 5.2.6, if we assume that \( A \) is an anti-symplectomorphism, i.e., that \( A : (V,\omega) \rightarrow (V',-\omega') \) is a symplectomorphism, we obtain that:

\[
\mu_{L_0}(\ell) = -\mu_{L_0}(A \circ \ell).
\]

This follows easily from Proposition 5.2.6 and from the result of Exercise 5.9.

5.2.8. Proposition. If \( \ell : [a,b] \rightarrow \Lambda \) is a continuous curve with image contained in some \( \Lambda_k(L_0) \) then \( \mu_{L_0}(\ell) = 0. \)

Proof. Since \( \mu_{L_0} \) is additive by concatenation, we can assume without loss of generality that the image of \( \ell \) is contained in the domain of a local chart \( \varphi_{L_0,L_1} \).

In this case, the Maslov index of \( \ell \) is given by (5.2.5). The condition that the image of \( \ell \) is contained in \( \Lambda_k(L_0) \) means that \( \text{sgn}[\varphi_{L_0,L_1}(\ell(t))] = k \), for all \( t \in [a,b] \).

It follows from Lemma 4.2.1 that \( \text{sgn}[\varphi_{L_0,L_1}(\ell(t))] \) is independent of \( t \). \( \square \)

5.2.9. Proposition. Given a continuous map \( H : [c,d] \times [a,b] \rightarrow \Lambda \) and setting:

\[
\ell_1 : [a,b] \ni t \mapsto H(c,t), \quad \ell_2 : [a,b] \ni t \mapsto H(d,t), \\
\ell_3 : [c,d] \ni s \mapsto H(s,b), \quad \ell_4 : [c,d] \ni s \mapsto H(s,a),
\]

then \( \mu_{L_0}(\ell_1) + \mu_{L_0}(\ell_3) = \mu_{L_0}(\ell_2) + \mu_{L_0}(\ell_4) \).

Proof. Since \( [a,b] \times [c,d] \) is convex, it follows that \( \ell_3 \cdot \ell_1 \) is homotopic with fixed endpoints to \( \ell_4 \cdot \ell_2 \). The conclusion follows from homotopy invariance and concatenation additivity of \( \mu_{L_0} \). \( \square \)

5.2.10. Corollary. Given continuous curves \( \ell_1, \ell_2 : [a,b] \rightarrow \Lambda \), if there exists a homotopy \( H : \ell_1 \cong \ell_2 \) such that the maps \([0,1] \ni s \mapsto \dim(H(s,a) \cap L_0), [0,1] \ni s \mapsto \dim(H(s,b) \cap L_0)\) are constant then \( \mu_{L_0}(\ell_1) = \mu_{L_0}(\ell_2) \).

Proof. It follows from Proposition 5.2.9 keeping in mind that, by Proposition 5.2.8, \( \mu_{L_0}(\ell_3) = \mu_{L_0}(\ell_4) = 0. \) \( \square \)

5.3. ISOTROPIC REDUCTION AND MASLOV INDEX

In this section we consider a fixed \( 2n \)-dimensional symplectic space \( (V,\omega) \) and an isotropic subspace \( S \) of \( V \). Recall (see Example 1.4.17) that one has a natural symplectic form \( \Theta \) on the quotient \( S^\perp / S \).

5.3.1. Lemma. If \( L_0 \) is a Lagrangian subspace of \( V \) then there exists a Lagrangian subspace \( L_1 \) of \( V \) with \( L_0 \cap L_1 = \{0\} \) and:

\[
((L_0 \cap S^\perp) + (L_1 \cap S^\perp)) \cap S = L_0 \cap S.
\]
PROOF. Observe that the righthand side of (5.3.1) is a subspace of the lefthand side of (5.3.1), for any choice of $L_1$. Let $S'$ be a subspace of $S$ with:

$$S = (L_0 \cap S) \oplus S'. $$

Since $S'$ is an isotropic subspace with $L_0 \cap S' = \{0\}$, by Lemma 1.4.39, there exists a Lagrangian subspace $L$ of $V$ containing $S'$ with $L_0 \cap L = \{0\}$. Let $L_1 \in \Lambda^0(L_0)$ be such that the symmetric bilinear form $\varphi_{L,L_0}(L_1)$ in $L$ is positive definite. To prove (5.3.1), let $v \in L_0 \cap S^\perp$, $w \in L_1 \cap S^\perp$ be fixed with $v + w \in S$. Write $v + w = u_1 + u_2$ with $u_1 \in L_0 \cap S$ and $u_2 \in S'$. The proof will be concluded if we show that $u_2 = 0$. Denote by $T = \phi_{L,L_0}(L_1)$ the linear map $T : L \rightarrow L_0$ whose graph in $L \oplus L_0$ is $L_1$. We have:

$$L_1 \ni w = u_2 + (u_1 - v),$$

with $u_2 \in S' \subset L$ and $u_1 - v \in L_0$, so that $u_1 - v = T(u_2)$. Thus:

$$\varphi_{L,L_0}(L_1)(u_2,u_2) = \omega(T(u_2),u_2) = \omega(u_1 - v,u_2) = 0,$$

$$u_1 \in S \subset S^\perp, v \in S^\perp$$

and $u_2 \in S$. But $\varphi_{L,L_0}(L_1)$ is positive definite and therefore $u_2 = 0$. □

5.3.2. LEMMA. The set:

(5.3.2) \[ \{ L \in \Lambda : L \cap S = \{0\} \} \]

is open in $\Lambda$ and the map (recall part (b) of Lemma 1.4.38):

(5.3.3) \[ \{ L \in \Lambda : L \cap S = \{0\} \} \ni L \longmapsto q(L \cap S^\perp) \in \Lambda(S^\perp/S) \]

is differentiable.

PROOF. The set (5.3.2) is open in $\Lambda$ because, by Lemma 1.4.39, it is equal to the union:

$$\bigcup_{\ell \in \Lambda} \Lambda^0(\ell).$$

Let $G$ be the closed (Lie) subgroup of $\text{Sp}(V,\omega)$ consisting of those symplectomorphisms $T : V \rightarrow V$ such that $T(S) = S$. The canonical action of $\text{Sp}(V,\omega)$ on $\Lambda$ restricts to a differentiable action of $G$ on (5.3.2). We also have a differentiable action of $G$ on $\Lambda(S^\perp/S)$ given by:

$$G \times \Lambda(S^\perp/S) \ni (T,\tilde{L}) \longmapsto T(\tilde{L}) \in \Lambda(S^\perp/S),$$

where $T$ is the symplectomorphism induced by $T$ on $S^\perp/S$ (see (1.4.16)). The map (5.3.3) is obviously equivariant. The conclusion will follow from Corollary 2.1.10 once we show that the action of $G$ on (5.3.2) is transitive. To this aim, let $L_1, L_2$ be in (5.3.2). By Lemma 1.4.39 there exist Lagrangians $L'_1, L'_2$ containing $S$ such that $L_1 \cap L'_1 = \{0\}$ and $L_2 \cap L'_2 = \{0\}$. Now choose an arbitrary isomorphism from $L'_1$ to $L'_2$ that preserves $S$ and use Corollary 1.4.36 to obtain a symplectomorphism $T$ of $V$ that extends such isomorphism and such that $T'(L'_1) = L'_2$. □

5.3.3. COROLLARY. Given Lagrangian subspaces $L_0, \ell$ of $V$ with $S \subset \ell$ there exists a Lagrangian subspace $L_1$ of $V$ with $L_0 \cap L_1 = \{0\}$, $\ell \cap L_1 = \{0\}$ and such that (5.3.1) holds.
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Proof. By Lemma 5.3.2 the set:

\[(5.3.4) \quad \{ L \in \Lambda : L \cap S = \{0\} \text{ and } q(L \cap S^\perp) \cap q(L_0 \cap S^\perp) = \{0\} \}\]

is open, being the inverse image by the continuous map (5.3.3) of the open subset \(\Lambda^0(q(L_0 \cap S^\perp))\) of the Lagrangian Grassmannian of \(S^\perp/S\). By part (b) of Lemma 1.4.38 the Lagrangian \(L_1\) whose existence is granted by Lemma 5.3.1 is in (5.3.4). Using the fact that the set of Lagrangians transverse to a given Lagrangian is open and dense (see Remark 2.5.18), it follows that the intersection of (5.3.4) with \(\Lambda^0(L_0) \cap \Lambda^0(L)\) is nonempty. The desired Lagrangian \(L_1\) can be taken to be a member of such intersection. \(\square\)

5.3.4. Lemma. The set:

\[(5.3.5) \quad \{ L \in \Lambda(V) : L \supseteq S \}\]

is a closed submanifold of \(\Lambda(V)\) and the map:

\[(5.3.6) \quad \{ L \in \Lambda(V) : L \supseteq S \} \ni L \mapsto L/S \in \Lambda(S^\perp/S)\]

is differentiable.

Proof. Let \(G\) be as in the proof of Lemma 5.3.2. Clearly the action of \(G\) on \(\Lambda(V)\) preserves (5.3.5). We claim that the action of \(G\) on (5.3.5) is transitive. Namely, given \(L_1, L_2\) in (5.3.5) then pick any isomorphism from \(L_1\) to \(L_2\) that preserves \(S\) and use Corollary 1.4.36 to extend it to a symplectomorphism of \(V\). Clearly, (1.4.36) is equal to the intersection:

\[
\bigcap_{v \in S} \{ L \in \Lambda(V) : L \ni v \}
\]

and therefore it is closed, by the result of part (c) of Exercise 2.10. By Theorem 2.1.12, (5.3.5) is a submanifold of \(\Lambda(V)\). If we consider the action of \(G\) on \(\Lambda(S^\perp/S)\) defined in the proof of Lemma 5.3.2 then clearly the map (5.3.6) is equivariant and therefore, by Corollary 2.1.10, it is differentiable. \(\square\)

5.3.5. Lemma. Let \((L_0, L_1)\) be a Lagrangian decomposition of \(V\) such that (5.3.1) holds, so that \(L_1 \cap S = \{0\}\) and \((\tilde{L}_0, \tilde{L}_1) = (q(L_0 \cap S^\perp), q(L_1 \cap S^\perp))\) is a Lagrangian decomposition of \(S^\perp/S\) (recall part (b) of Lemma 1.4.38). Given a Lagrangian subspace \(L\) of \(V\) containing \(S\) then:

(a) \(L \cap \tilde{L}_1 = \{0\}\) if and only if \(q(L) \cap \tilde{L}_1 = \{0\}\).

Assuming that a given Lagrangian \(L\) containing \(S\) is transverse to \(L_1\) then:

(b) The pull-back by the map \(q|_{L_0 \cap S^\perp} : L_0 \cap S^\perp \to \tilde{L}_0\) of \(\varphi_{\tilde{L}_0, \tilde{L}_1}(q(L))\) is equal to the restriction of \(\varphi_{L_0, L_1}(L)\) to \(L_0 \cap S^\perp\).

(c) If \(\pi : V \to L_0\) denotes the projection with respect to the decomposition \(V = L_0 \oplus L_1\) then \(L_0 = \pi(S) + (L_0 \cap S^\perp)\).

(d) If \(\pi\) is as in part (c) then the spaces \(\pi(S)\), \(L_0 \cap S^\perp\) are orthogonal with respect to the symmetric bilinear form \(\varphi_{L_0, L_1}(L)\).

(e) The restriction of the symmetric bilinear form \(\varphi_{L_0, L_1}(L)\) to \(\pi(S) \times \pi(S)\) is independent of \(L\).

Proof. Since \(L\) contains \(S\) and \(L_1 \cap S = \{0\}\) it follows that \(q(L) \cap \tilde{L}_1 = q(L) \cap q(L_1 \cap S^\perp) = \{0\}\) if and only if \(L \cap (L_1 \cap S^\perp) = \{0\}\). Item (a) then follows by observing that \(L\) is contained in \(S^\perp\). Let \(T = \phi_{L_0, L_1}(L) : L_0 \to L_1\) be
the linear map whose graph in $L_0 \oplus L_1$ is equal to $L$ and let $\tilde{T} = \phi_{L_0, L_1}(q(L)) : \tilde{L}_0 \to \tilde{L}_1$ be the linear map whose graph in $\tilde{L}_0 \oplus \tilde{L}_1$ is equal to $q(L)$. Let $v \in L_0 \cap S^\perp$ be fixed. We have $v + T(v) \in L \subset S^\perp$ and thus $T(v) \in L_1 \cap S^\perp$. Therefore $q(v) \in \tilde{L}_0$, $q(T(v)) \in \tilde{L}_1$ and $q(v) + q(T(v)) \in q(L)$. This implies that $q(T(v)) = \tilde{T}(q(v))$. Now, given $w \in L_0 \cap S^\perp$ we have:

$$\varphi_{L_0, L_1}(L, w) = \omega(T(v), w) = \varpi(q(T(v)), q(w)) = \varpi(\tilde{T}(q(v)), q(w)) = \varphi_{L_0, L_1}(q(L))(q(v), q(w)),$$

proving (b). To prove (c), we will show that $\dim(\pi(S) + (L_0 \cap S^\perp)) = n$. We have:

$$(5.3.7) \quad \dim(\pi(S) + (L_0 \cap S^\perp)) = \dim(\pi(S)) + \dim(L_0 \cap S^\perp) - \dim(\pi(S) \cap (L_0 \cap S^\perp)).$$

Since $S \cap L_1 = \{0\}$, we have:

$$(5.3.8) \quad \dim(\pi(S)) = \dim(S).$$

Moreover:

$$(5.3.9) \quad \dim(L_0 \cap S^\perp) = \dim((L_0 + S)^\perp) = 2n - \dim(L_0 + S) = n - \dim(S) + \dim(L_0 \cap S).$$

Let us now prove that:

$$(5.3.10) \quad \pi(S) \cap (L_0 \cap S^\perp) = L_0 \cap S.$$ 

Notice that combining (5.3.7), (5.3.8), (5.3.9) and (5.3.10) we will conclude the proof of part (c). Clearly $L_0 \cap S = \pi(L_0 \cap S) \subset \pi(S)$ and thus $L_0 \cap S \subset \pi(S) \cap (L_0 \cap S^\perp)$. Now let $v \in S$ be such that $\pi(v) \in L_0 \cap S^\perp$ and let us show that $\pi(v) \in S$. We have $v - \pi(v) \in L_1$, $v \in S \subset S^\perp$, $\pi(v) \in S^\perp$, so that $v - \pi(v) \in L_1 \cap S^\perp$; then:

$$v = \pi(v) + (v - \pi(v)) \in (L_0 \cap S^\perp) + (L_1 \cap S^\perp),$$

and it follows from (5.3.1) that $v \in L_0 \cap S$. Thus $\pi(v) = v \in S$. This proves (5.3.10) and concludes the proof of part (c). To prove part (d), pick $v \in S$, $w \in L_0 \cap S^\perp$ and let us show that $\varphi_{L_0, L_1}(L)(\pi(v), w) = 0$. Since $v \in L$ we can write $v = u + T(u)$, with $u \in L_0$; then $\pi(v) = u$. Now:

$$\varphi_{L_0, L_1}(L)(\pi(v), w) = \omega(T(u), w) = \omega(u + T(u), w) - \omega(u, w) = 0,$$

since $u + T(u) = v \in S$, $w \in S^\perp$ and $u, w \in L_0$. To prove (e), let $L, L' \in \Lambda$ be Lagrangians transverse to $L_1$ containing $S$. Set $T = \phi_{L_0, L_1}(L)$, $T' = \phi_{L_0, L_1}(L')$. The proof will be concluded if we show that $T$ and $T'$ agree on $\pi(S)$. Given $v \in S$, write $v = v_0 + v_1$, with $v_0 = \pi(v) \in \pi(S) \subset L_0$ and $v_1 \in L_1$. Since $v \in L$ and $v \in L'$ we have $T(\pi(v)) = v_1$ and $T'(\pi(v)) = v_1$. This concludes the proof. 

### 5.3.6 Proposition (isotropic reduction)

Let $S$ be an isotropic subspace of $V$, $L_0$ be a Lagrangian subspace of $V$ and $\ell : [a, b] \to \Lambda(V)$ be a continuous curve with $S \subset \ell(t)$, for all $t \in [a, b]$. Define $\tilde{\ell} : [a, b] \to \Lambda(S^\perp/S)$ by setting $\tilde{\ell}(t) = \ell(t)/S$ for all $t \in [a, b]$. Then, by Lemma 5.3.4, $\tilde{\ell}$ is continuous. Moreover:

$$\mu_{L_0}(\ell) = \mu_{L_0}(\tilde{\ell}),$$
5.4. Maslov index for pairs of Lagrangian curves

Throughout this section we will consider a fixed symplectic space \((V, \omega)\) with \(\dim(V) = 2n\) and we will denote by \(\Lambda\) the Lagrangian Grassmannian of \((V, \omega)\). We will introduce a notion of Maslov index for pairs \((\ell_1, \ell_2) : [a, b] \to \Lambda \times \Lambda\) of continuous curves of Lagrangian subspaces of \(V\). This is a semi-integer number which “measures” the set of instants \(t \in [a, b]\) at which \(\ell_1(t) \cap \ell_2(t) \neq \{0\}\). When \(\ell_2(t) = L_0\) for all \(t\), the Maslov index of \((\ell_1, \ell_2)\) will coincide with the Maslov index \(\mu_{L_0}(\ell_1)\).

Consider the direct sum \(V \oplus V\) endowed with the symplectic form \(\tilde{\omega}\) defined by:

\[
\tilde{\omega}((v_1, v_2), (w_1, w_2)) = \omega(v_1, w_1) - \omega(v_2, w_2),
\]

for all \(v_1, v_2, w_1, w_2 \in V\). This is simply the direct sum of the symplectic spaces \((V, \omega)\) and \((V, -\omega)\) (see Exercise 1.12). We set:

\[
\tilde{\Lambda} = \Lambda(V \oplus V, \tilde{\omega}).
\]
Given Lagrangian subspaces $L_0, L_1$ of $V$, then $L_0 \oplus L_1$ is a Lagrangian subspace of $V \oplus V$; moreover, the map:

$$\mathfrak{s} : \Lambda \times \Lambda \ni (L_0, L_1) \longmapsto L_0 \oplus L_1 \in \tilde{\Lambda}$$

is a differentiable embedding (see Exercise 2.11). We will use the map $\mathfrak{s}$ to identify $\Lambda \times \Lambda$ with a subset of $\tilde{\Lambda}$. Clearly, the diagonal:

$$(5.4.3)\quad \Delta = \{ (v, v) : v \in V \}$$

is a Lagrangian subspace of $V \oplus V$.

5.4.1. DEFINITION. Given continuous curves $\ell_1, \ell_2 : [a, b] \to \Lambda$, the Maslov index of the pair $(\ell_1, \ell_2)$ is defined by:

$$\mu(\ell_1, \ell_2) = \mu_\Delta(\ell_1, \ell_2).$$

We proof some simple properties of the Maslov index of pairs of curves.

5.4.2. PROPOSITION.

(a) The map $\mu$ is a groupoid homomorphism from $\Omega(\Lambda \times \Lambda)$ to $\frac{1}{2}\mathbb{Z}$.
(b) Given continuous curves $\ell_1, \ell_2 : [a, b] \to \Lambda$ then $\mu(\ell_1, \ell_2) = -\mu(\ell_2, \ell_1)$.

PROOF. Item (a) is a trivial consequence of the fact that $\mu_\Delta$ is a groupoid homomorphism from $\Omega(\tilde{\Lambda})$ to $\frac{1}{2}\mathbb{Z}$. Item (b) follows from Remark 5.2.7 by observing that the map:

$$V \oplus V \ni (v_1, v_2) \longmapsto (v_2, v_1) \in V \oplus V$$

is an anti-symplectomorphism. □

Given maps $\Phi : [a, b] \to \text{Sp}(V, \omega)$, $\ell : [a, b] \to \Lambda$, we set:

$$(\Phi \cdot \ell)(t) = \Phi(t)(\ell(t)),$$

for all $t \in [a, b]$.

5.4.3. PROPOSITION. Let $(\ell_1, \ell_2) : [a, b] \to \Lambda \times \Lambda$, $\Phi : [a, b] \to \text{Sp}(V, \omega)$ be continuous curves. Then:

$$\mu(\Phi \cdot \ell_1, \Phi \cdot \ell_2) = \mu(\ell_1, \ell_2).$$

PROOF. Consider the homotopy $H : [0, 1] \times [a, b] \to \Lambda \times \Lambda$ defined by:

$$H(s, t) = (\Phi((1-s)t+sa) \cdot \ell_1(t), \Phi((1-s)t+sa) \cdot \ell_2(t)),$$

for all $s \in [0, 1]$, $t \in [a, b]$. We have that $H$ is a homotopy from $(\Phi \cdot \ell_1, \Phi \cdot \ell_2)$ to $(\Phi(a) \oplus \Phi(a)) \cdot (\ell_1, \ell_2)$. We will show that:

$$(5.4.4)\quad \mu(\Phi \cdot \ell_1, \Phi \cdot \ell_2) = \mu((\Phi(a) \oplus \Phi(a)) \cdot (\ell_1, \ell_2))$$

using Corollary 5.2.10. To this aim, we have to show that, for $t \in \{a, b\}$, the map:

$$[0, 1] \ni s \longmapsto \dim(\Delta \cap H(s, t)) \in \mathbb{N}$$

is constant. But this follows from the equalities:

$$\dim(\Delta \cap H(s, t)) = \dim[(\Phi((1-s)t+sa) \cdot \ell_1(t)) \cap (\Phi((1-s)t+sa) \cdot \ell_2(t))] = \dim(\ell_1(t) \cap \ell_2(t)).$$

The conclusion now follows from (5.4.4) and from Proposition 5.2.6, keeping in mind that $\Phi(a) \oplus \Phi(a)$ is a symplectomorphism of $V \oplus V$ that preserves $\Delta$. □
5.4.4. Lemma. Let \((L_0, L_1)\) be a Lagrangian decomposition of \(V\), \(\ell \in \Lambda^0(L_1)\)
and \(A: V \to V\) be a symplectomorphism such that \(A(L_0) = L_1, A(L_1) = L_0\)
and \(\rho_{L_0,L_1} \circ A|_{L_0} : L_0 \to L_0\) is a (positive definite) inner product in \(L_0\). Then
\((\Delta, Gr(A))\) is a Lagrangian decomposition of \(V \oplus V, \ell \oplus L_0 \in \Lambda^0(Gr(A))\) and:
\[
\text{sgn}(\varphi_{\Delta, Gr(A)}(\ell \oplus L_0)) = \text{sgn}(\varphi_{L_0,L_1}(\ell)) + \frac{1}{2} \dim(V).
\]

Proof. Let us first consider the case where \(V = \mathbb{R}^{2n}\) (endowed with the
canonical symplectic form \((1.4.5)\), \(L_0 = \{0\} \oplus \mathbb{R}^n, L_1 = \mathbb{R}^n \oplus \{0\}\) and \(A = -J,\)
where \(J\) is the canonical complex structure of \(\mathbb{R}^{2n}\) (see Example 1.2.2). We have:
\[
\ell = \{(T(v), v), v \in \mathbb{R}^n\},
\]
where \(T: \mathbb{R}^n \to \mathbb{R}^n\) is a symmetric linear map and:
\[
\varphi_{L_0,L_1}(\ell)((0, v), (0, w)) = \langle T(v), w \rangle,
\]
for all \(v, w \in \mathbb{R}^n\). It is clear that both \(\Delta\) and \(\ell\) are complementary to \(Gr(A)\).
Moreover, it is easily checked that \(\ell \oplus L_0\) is the graph of the linear map:
\[
\Delta \ni ((x, y), (x, y)) \mapsto ((a, -x), A(a, -x)) \in Gr(A),
\]
where \(a = T(y - x) - x\). Consider the linear isomorphism:
\[
\phi: \mathbb{R}^{2n} \ni (z, w) \mapsto ((z, z + w), (z, z + w)) \in \Delta;
\]
a straightforward computation gives:
\[
\varphi_{\Delta, Gr(A)}(\ell \oplus L_0)(\phi(z, w), \phi(z', w')) = \langle T(w), w' \rangle + 2\langle z, z' \rangle,
\]
for all \((z, w), (z', w') \in \mathbb{R}^{2n}\). Hence:
\[
n_+(\varphi_{\Delta, Gr(A)}(\ell \oplus L_0)) = n_+(\varphi_{L_0,L_1}(\ell)) + n,
\]
\[
n_-(\varphi_{\Delta, Gr(A)}(\ell \oplus L_0)) = n_-(\varphi_{L_0,L_1}(\ell)).
\]
This completes the proof in the special case considered so far.

For the general case, choose a basis \((b_i)_{i=1}^n\) of \(L_0\) which is orthonormal relatively to the inner product \(g = \rho_{L_0,L_1} \circ A|_{L_0}\). We claim that:
\[
(A(b_1), \ldots, A(b_n), b_1, \ldots, b_n),
\]
is a symplectic basis of \(V\). Namely, since \(L_0\) and \(L_1\) are Lagrangian, we have \(\omega(A(b_i), A(b_j)) = 0, \omega(b_i, b_j) = 0\), for all \(i, j = 1, \ldots, n\); moreover:
\[
\omega(A(b_i), b_j) = \rho_{L_0,L_1}(A(b_i)) \cdot b_j = g(b_i, b_j),
\]
so that \(\omega(A(b_i), b_j)\) is equal to zero for \(i \neq j\) and it is equal to 1 for \(i = j\). Let us
also show that:
\[
A^2(b_i) = -b_i, \quad i = 1, \ldots, n.
\]
For all \(j = 1, \ldots, n\), we have:
\[
\begin{align*}
g(b_j, A^2(b_i)) &= \rho_{L_0,L_1}(A(b_j)) \cdot A^2(b_i) = \omega(A(b_j), A^2(b_i)) = \omega(b_j, A(b_i)) \\
&= -g(b_j, b_i),
\end{align*}
\]
which proves (5.4.6). Now let \(\alpha: V \to \mathbb{R}^{2n}\) be the symplectomorphism that takes
(5.4.5) to the canonical basis of \(\mathbb{R}^{2n}\). Then:
\[
\alpha(L_0) = \{0\} \oplus \mathbb{R}^n, \quad \alpha(L_1) = \mathbb{R}^n \oplus \{0\}.
\]
Moreover, $\alpha \oplus \alpha$ is a symplectomorphism from $V \oplus V$ to $\mathbb{R}^{2n} \oplus \mathbb{R}^{2n}$ that sends the diagonal of $V \oplus V$ to the diagonal of $\mathbb{R}^{2n} \oplus \mathbb{R}^{2n}$ and the graph of $A : V \to V$ to the graph of $\alpha \circ A \circ \alpha^{-1} : \mathbb{R}^{2n} \to \mathbb{R}^{2n}$. It follows easily from (5.4.6) that $\alpha \circ A \circ \alpha^{-1} = -J$. Then:

$$
\text{sgn}(\varphi_{\Delta,\text{Gr}(A)}(\ell \oplus L_0)) = \text{sgn}(\varphi_{\Delta,\text{Gr}(-J)}(\alpha(\ell) \oplus \alpha(L_0)))
$$

$$
= \text{sgn}(\varphi_{\alpha(L_0),\alpha(L_1)}(\alpha(\ell))) + n = \text{sgn}(\varphi_{L_0,L_1}(\ell)) + \frac{1}{2} \dim(V).
$$

This concludes the proof. □

5.4.5. PROPOSITION. Given a continuous curve $\ell : [a, b] \to \Lambda$ and a fixed Lagrangian $L_0 \in \Lambda$ then:

$$
\mu(\ell, L_0) = \mu_{L_0}(\ell),
$$

where $L_0$ is identified with a constant curve in $\Lambda$.

PROOF. The map $\ell \mapsto \mu(\ell, L_0)$ is a groupoid homomorphism, so that we just have to prove that, if $L_1 \in \Lambda^0(L_0)$ and $\ell$ takes values in $\Lambda^0(L_1)$ then:

$$
\mu(\ell, L_0) = \frac{1}{2} \text{sgn}[\varphi_{L_0,L_1}(\ell(b))] - \frac{1}{2} \text{sgn}[\varphi_{L_0,L_1}(\ell(a))].
$$

Let $A : V \to V$ be a symplectomorphism as in the statement of Lemma 5.4.4. Such $A$ can be constructed as follows. Choose an inner product $g : L_0 \to L_0^*$ in $L_0$, and let $A_0 : L_0 \to L_1$ be given by $\rho_{L_0,L_1}^{-1} \circ g$. By Corollary 1.4.36, $A_0$ extends to a symplectomorphism $A$ of $V$ satisfying $A(L_1) = L_0$. Now $(\Delta, \text{Gr}(A))$ is a Lagrangian decomposition of $V \oplus V$ and $(\ell, L_0)$ takes values in $\Lambda^0(\text{Gr}(A))$; thus:

$$
\mu(\ell, L_0) = \frac{1}{2} \text{sgn}[\varphi_{\Delta,\text{Gr}(A)}(\ell(b) \oplus L_0)] - \frac{1}{2} \text{sgn}[\varphi_{\Delta,\text{Gr}(A)}(\ell(a) \oplus L_0)].
$$

The conclusion follows from Lemma 5.4.4. □

5.4.6. COROLLARY. Let $\ell_1 : [a, b] \to \Lambda$, $\Phi : [a, b] \to \text{Sp}(V, \omega)$ be continuous maps, $L_0 \in \Lambda$ and set $\ell_2 = \beta_{L_0} \circ \Phi$. Then:

$$
\mu(\ell_1, \ell_2) = \mu_{L_0}(\Phi^{-1} \cdot \ell_1),
$$

where $\Phi^{-1}$ is defined by $\Phi^{-1}(t) = \Phi(t)^{-1}$, for all $t \in [a, b]$.

PROOF. Follows directly from Propositions 5.4.3 and 5.4.5. □

5.4.7. LEMMA. Let $\ell_1, \ell_2 : [a, b] \to \Lambda$ be a pair of continuous curves. The following equality holds:

$$
(5.4.7) \quad \mu_{\ell_1(a)}(\ell_2) - \mu_{\ell_1(b)}(\ell_2) = \mu_{\ell_2(b)}(\ell_1) - \mu_{\ell_2(a)}(\ell_1).
$$

PROOF. Consider the continuous map:

$$
H : [a, b] \times [a, b] \ni (s, t) \mapsto \ell_1(s) \oplus \ell_2(t) \in \tilde{\Lambda}.
$$

By Proposition 5.2.9, we have:

$$
\mu_{\Delta}(\ell_1(a) \oplus \ell_2) + \mu_{\Delta}(\ell_1 \oplus \ell_2(b)) = \mu_{\Delta}(\ell_1(b) \oplus \ell_2) + \mu_{\Delta}(\ell_1 \oplus \ell_2(a)).
$$

The conclusion follows from Proposition 5.4.5 and part (b) of Proposition 5.4.2. □

5.4.8. COROLLARY. If $\ell : [a, b] \to \Lambda$ is a continuous loop then the value of $\mu_{L_0}(\ell)$ does not depend on the choice of $L_0$ in $\Lambda$.

PROOF. Choose $L_0, L_1 \in \Lambda$ and a continuous curve $\ell_2 : [a, b] \to \Lambda$ with $\ell_2(a) = L_0$ and $\ell_2(b) = L_1$. Set $\ell_1 = \ell$ and apply Lemma 5.4.7 observing that, since $\ell_1(a) = \ell_1(b)$, the left hand side of (5.4.7) vanishes. □
5.5. Computation of the Maslov index via partial signatures

Throughout this section we will consider a fixed symplectic space \((V, \omega)\), with \(\dim(V) = 2n\), a Lagrangian subspace \(L_0\) of \(V\) and a differentiable curve \(\ell : I \to \Lambda\) in the Lagrangian Grassmannian \(\Lambda\) of \((V, \omega)\), where \(I \subset \mathbb{R}\) is an interval.

5.5.1. Definition. An \(L_0\)-root function for \(\ell\) at an instant \(t_0 \in I\) is a differentiable map \(v : I \to V\) such that \(v(t) \in \ell(t)\), for all \(t \in I\) and \(v(t_0) \in L_0\). The order of an \(L_0\)-root function \(v\) at \(t_0\), denoted by \(\text{ord}(v, L_0, t_0)\), is the smallest positive integer \(k\) such that the \(k\)-th derivative \(v^{(k)}(t_0)\) is not in \(L_0\). If \(v^{(k)}(t_0) \in L_0\) for every nonnegative integer \(k\), we set \(\text{ord}(v, L_0, t_0) = +\infty\).

If \(v : I \to V\) is a differentiable map such that \(v(t) \in \ell(t)\) for all \(t \in I\) and if \(q : V \to V/L_0\) denotes the quotient map, then \(\text{ord}(v, L_0, t_0)\) is precisely the order of zero of the map \(q \circ v\) at \(t_0\).

Given a positive integer \(k\), the set of all \(L_0\)-root functions \(v : I \to V\) with \(\text{ord}(v, L_0, t_0) \geq k\) is clearly a subspace of the space of all \(V\)-valued differentiable maps on \(I\); thus:

\[
W_k(\ell, L_0, t_0) = \{ v(t_0) : v \text{ is an } L_0\text{-root function of } \ell \text{ with } \text{ord}(v, L_0, t_0) \geq k \},
\]

is a subspace of \(L_0 \cap \ell(t_0)\). We call \(W_k(\ell, L_0, t_0)\) the \(k\)-th degeneracy space of \(\ell\) with respect to \(L_0\) at \(t_0\). When \(\ell, L_0\) and \(t_0\) are given from the context, we write \(W_k\) instead of \(W_k(\ell, L_0, t_0)\).

5.5.2. Remark. If an interval \(J\) is a neighborhood of \(t_0\) in \(I\) then:

\[
W_k(\ell, L_0, t_0) = W_k(\ell|_J, L_0, t_0).
\]

Namely, if \(v : J \to V\) is a root function for \(\ell|_J\), there exists a root function \(\tilde{v} : I \to V\) for \(\ell\) that coincides with \(v\) in a neighborhood of \(t_0\) in \(J\) (see Exercise 5.16).

Clearly \(\text{ord}(v, L_0, t_0) = \text{ord}(\tilde{v}, L_0, t_0)\).

Clearly:

\[
W_{k+1} \subset W_k, \quad k = 1, 2, \ldots, \quad W_1 = L_0 \cap \ell(t_0).
\]

5.5.3. Lemma. Let \(k\) be a positive integer, \(v : I \to V, w : I \to V\) be \(L_0\)-root functions for \(\ell\) with \(\text{ord}(v, L_0, t_0) \geq k, \text{ord}(w, L_0, t_0) \geq k\). Then:

\[
\omega(v^{(k)}(t_0), w(t_0)) = \omega(w^{(k)}(t_0), v(t_0)).
\]

Proof. Since \(v(t), w(t) \in \ell(t)\), we have:

\[
\omega(v(t), w(t)) = 0,
\]

for all \(t \in I\). Differentiating \(k\) times at \(t = t_0\), we get:

\[
\sum_{i=0}^{k} \binom{k}{i} \omega(v^{(k-i)}(t_0), w^{(i)}(t_0)) = 0.
\]

If \(0 < i < k\), \(v^{(k-i)}(t_0)\) and \(w^{(i)}(t_0)\) are both in \(L_0\) and thus the \(i\)-th term in the summation above vanishes; hence:

\[
\omega(v^{(k)}(t_0), w(t_0)) + \omega(v(t_0), w^{(k)}(t_0)) = 0.
\]

□
5.5.4. COROLLARY. Let $k$ be a positive integer, $v_1 : I \to V$, $v_2 : I \to V$ $L_0$-root functions for $\ell$ with \( \text{ord}(v_1, L_0, t_0) \geq k \), \( \text{ord}(v_2, L_0, t_0) \geq k \), $v_1(t_0) = v_2(t_0)$ and $w_0 \in W_k$. Then:

$$\omega(v_1^{(k)}(t_0), w_0) = \omega(v_2^{(k)}(t_0), w_0).$$

PROOF. Choose an $L_0$-root function $w : I \to V$ for $\ell$ with \( \text{ord}(w, L_0, t_0) \geq k \); applying Lemma 5.5.3 we get:

$$\omega(v_1^{(k)}(t_0), w_0) = \omega(w^{(k)}(t_0), v_1(t_0)) = \omega(w^{(k)}(t_0), v_2(t_0)) = \omega(v_2^{(k)}(t_0), w_0).$$

\( \Box \)

5.5.5. DEFINITION. Given a positive integer $k$, the $k$-th degeneracy form of $\ell$ with respect to $L_0$ at $t_0$, $\ell_k(L_0, t_0) : W_k \times W_k \to \mathbb{R}$, is defined by:

$$\ell_k(L_0, t_0)(v_0, w_0) = \omega(v^{(k)}(t_0), w_0),$$

for all $v_0, w_0 \in W_k$, where $v : I \to V$ is an arbitrary $L_0$-root function for $\ell$ with \( \text{ord}(v, L_0, t_0) \geq k \) and $v(t_0) = v_0$.

It follows from Corollary 5.5.4 that the map $\ell_k(L_0, t_0)$ is well-defined. Clearly $\ell_k(L_0, t_0)$ is bilinear and it follows from Lemma 5.5.3 that $\ell_k(L_0, t_0)$ is symmetric. Again, when $t_0$ and $L_0$ are clear from the context, we write simply $\ell_k$ instead of $\ell_k(L_0, t_0)$.

5.5.6. REMARK. The degeneracy forms at $t_0$ are not changed when one restricts $\ell$ to an interval $J$ which is a neighborhood of $t_0$ in $I$ (see Remark 5.5.2).

5.5.7. PROPOSITION. Let $t_0 \in I$ be fixed and $L_1$ be a Lagrangian subspace of $V$ which is complementary to $L_0$. Assume that $\ell(I)$ is contained$^2$ in the domain of the chart $\varphi_{L_0, L_1} : N^0(L_1) \to B_{\text{sym}}(L_0)$. Set $B = \varphi_{L_0, L_1} \circ \ell : I \to B_{\text{sym}}(L_0)$. For any positive integer $k$, the $k$-th degeneracy space $W_k(\ell, L_0, t_0)$ is equal to the $k$-th degeneracy space $W_k(B, t_0)$ and the $k$-th degeneracy form $\ell_k(L_0, t_0)$ is equal to the $k$-th degeneracy form $B_k(t_0)$.

PROOF. Set $T = \varphi_{L_0, L_1} \circ \ell : I \to \text{Lin}(L_0, L_1)$, so that $\ell(t) \subset V = L_0 \oplus L_1$ is the graph of the linear map $T(t) : L_0 \to L_1$ and $B(t) = \rho_{L_0, L_1} \circ T(t)$, for all $t \in I$. Every differentiable map $v : I \to V$ satisfying $v(t) \in \ell(t)$, for all $t \in I$, is of the form:

$$(5.5.1) \quad v(t) = u(t) + T(t)(u(t)), \quad t \in I,$$

where $u : I \to L_0$ is a differentiable map. Since $B(t)(u(t)) = \rho_{L_0, L_1}[T(t)(u(t))]$ and $\rho_{L_0, L_1}$ is an isomorphism, it follows that the order of zero at $t_0$ of the maps $t \mapsto B(t)(u(t))$ and $t \mapsto T(t)(u(t))$ coincide. Notice that $v$ is an $L_0$-root function for $\ell$ at $t_0$ if and only if $u$ is a root function for $B$ at $t_0$; namely, by (5.5.1), $v(t_0) \in L_0$ if and only if $T(t_0)(u(t_0)) = 0$. In what follows, we assume that $v$ is an $L_0$-root function for $\ell$ at $t_0$.

\(^2\)Notice that if $L_1$ is any Lagrangian subspace of $V$ complementary to $L_0$ and to $\ell(t_0)$ then the condition $\ell(J) \subset N^0(L_1)$ holds for a sufficiently small neighborhood $J$ of $t_0$ in $I$. Restricting $\ell$ to $J$ does not change the degeneracy spaces and degeneracy forms at $t_0$ (see Remarks 5.5.2 and 5.5.6).
For each positive integer \( k \), we differentiate (5.5.1) \( k \) times obtaining:

\[
v^{(k)}(t_0) = \frac{d^k}{dt^k} T(t)(u(t)) \bigg|_{t=t_0};
\]

therefore, the smallest positive integer \( k \) with \( v^{(k)}(t_0) \not\in L_0 \) is equal to the smallest positive integer \( k \) with \( \frac{d^k}{dt^k} B(t)(u(t)) \big|_{t=t_0} \neq 0 \), i.e.:

\[
\text{ord}(v, L_0, t_0) = \text{ord}(u, t_0).
\]

Since \( T(t_0)(u(t_0)) = 0 \), we have \( v(t_0) = u(t_0) \) and thus:

\[
W_k(\ell, L_0, t_0) = W_k(B, t_0);
\]

for every positive integer \( k \). Now, if \( v : I \to V \) is an \( L_0 \)-root function for \( \ell \) at \( t_0 \) with \( \text{ord}(v, L_0, t_0) \geq k \), setting \( v_0 = v(t_0) \) and fixing \( w_0 \in W_k(\ell, L_0, t_0) = W_k(B, t_0) \), we compute:

\[
\ell_k(v_0, w_0) = \omega(v^{(k)}(t_0), w_0) = \omega\left(\frac{d^k}{dt^k} T(t)(u(t)) \bigg|_{t=t_0}, w_0\right)
\]

\[
= \omega\left(\frac{d^k}{dt^k} B(t)(u(t)) \bigg|_{t=t_0}, w_0\right) = \rho_{L_0,L_1} \left(\frac{d^k}{dt^k} T(t)(u(t)) \bigg|_{t=t_0}\right) \cdot w_0
\]

\[
= \frac{d^k}{dt^k} B(t)(u(t)) \bigg|_{t=t_0} \cdot w_0 = B_k(u(t_0), w_0) = B_k(v_0, w_0).
\]

This concludes the proof. \( \square \)

The following definition is analogous to Definition 4.3.12:

5.5.8. Definition. The ground degeneracy of the curve \( \ell \) with respect to \( L_0 \) is defined by:

\[
gdg_{L_0}(\ell) = \min_{t \in \ell} \dim(\ell(t) \cap L_0).
\]

An instant \( t \in I \) with \( \dim(\ell(t) \cap L_0) > \gcd_{L_0}(\ell) \) will be called exceptional with respect to \( L_0 \).

Obviously, \( \gcd_{L_0}(\ell) > 0 \) if and only if the image of \( \ell \) is contained in \( \Lambda_{\geq 1}(L_0) \).

If \( \ell \) is real analytic, it follows easily from the result of Exercise 5.10, Proposition 5.5.7, Lemma 4.3.13 and Proposition 4.3.14 that the exceptional instants of \( \ell \) are isolated, that \( t_0 \in I \) is not exceptional if and only if \( \ell_k(L_0, t_0) = 0 \) for all \( k \geq 1 \) and that for any \( t_0 \in I \):

\[
gd_{L_0}(\ell) = \min_{k \geq 1} \dim(W_k(\ell, L_0, t_0)).
\]

5.5.9. Theorem. If \( \ell \) is real analytic then, for all \( a, b \in I \) with \( a < b \):

\[
\mu_{L_0}(\ell|_{[a,b]}) = \frac{1}{2} \sum_{k \geq 1} \sgn(\ell_k(L_0, a))
\]

\[
+ \sum_{t \in [a,b]} \sum_{k \geq 1} \sgn(\ell_{2k-1}(L_0, t))
\]

\[
+ \frac{1}{2} \sum_{k \geq 1} \left[ \sgn(\ell_{2k-1}(L_0, b)) - \sgn(\ell_{2k}(L_0, b)) \right].
\]

(5.5.2)
Notice that the second sum on the righthand side of (5.5.2) has only a finite number of nonzero terms, namely, in that sum we can consider only the instants $t \in [a, b]$ that are exceptional with respect to $L_0$.

**Proof of Theorem 5.5.9.** Denoting by $R(a, b)$ the righthand side of equality (5.5.2), it is easy to see that $R(a, c) + R(c, b) = R(a, b)$, for $c \in [a, b]$; since $\mu_{L_0}$ is additive by concatenation, it suffices to prove equality (5.5.2) when $\ell([a, b])$ is contained in the domain of a coordinate chart $\varphi_{L_0, L_1}$. In this case, such equality follows directly from Propositions 5.5.7 and 4.3.15 (recall (5.2.5)). □

The theory of partial signatures can be used to compute the Maslov index of a pair $(\ell_1, \ell_2)$ of real analytic curves. See Exercise 5.18 for details.

### 5.6. The Conley–Zehnder index

In this section we define a notion of Maslov index for continuous curves $\Phi : [a, b] \to \text{Sp}(V, \omega)$ in the symplectic group of a given symplectic space $(V, \omega)$. The key observation is that the graph of a symplectomorphism of $V$ is a Lagrangian subspace of $(V \oplus V, \tilde{\omega})$ (see (5.4.1)). Observe that the dimension of the intersection of the graph of a symplectomorphism with $\Delta$ (see (5.4.3)) is equal to the geometric multiplicity of the eigenvalue $1$.

**5.6.1. Definition.** Let $\Phi : [a, b] \to \text{Sp}(V, \omega)$ be a continuous curve. The *Conley–Zehnder index* of $\Phi$ is defined by:

$$i_{\text{CZ}}(\Phi) = \mu_{\Delta}(\text{Gr}(\Phi)),$$

where $\text{Gr}(\Phi)(t) = \text{Gr}(\Phi(t)) \in \tilde{\Lambda}$.

In what follows we want to establish a relation between the Conley–Zehnder index of a curve $\Phi$ and the Maslov index of a curve:

$$\beta_{L_0} \circ \Phi = \Phi \cdot \ell_0$$

in the Lagrangian Grassmannian. To this aim, we will introduce the *Hörmander index* of a four-tuple of Lagrangians, which is a map:

$$q : \Lambda \times \Lambda \times \Lambda \times \Lambda \to \mathbb{Z},$$

defined as follows. Given four Lagrangians $L_0, L_1, L'_0, L'_1 \in \Lambda$, we set:

$$q(L_0, L_1; L'_0, L'_1) = \mu_{L_1}(\ell) - \mu_{L_0}(\ell),$$

where $\ell : [a, b] \to \Lambda$ is a continuous curve with $\ell(a) = L'_0$ and $\ell(b) = L'_1$. We claim that the righthand side of (5.6.1) does not depend on the choice of $\ell$. Namely, given continuous curves $\ell_1, \ell_2 : [a, b] \to \Lambda$ with $\ell_1(a) = \ell_2(a) = L'_0$ and $\ell_1(b) = \ell_2(b) = L'_1$ then the concatenation $\ell_1 \cdot \ell_2^{-1}$ is a loop and therefore, by Corollary 5.4.8, we have:

$$\mu_{L_0}(\ell_1 \cdot \ell_2^{-1}) = \mu_{L_1}(\ell_1 \cdot \ell_2^{-1});$$

hence:

$$\mu_{L_0}(\ell_1) - \mu_{L_0}(\ell_2) = \mu_{L_1}(\ell_1) - \mu_{L_1}(\ell_2),$$

proving the claim.
5.6.2. **Lemma.** Let \( \Phi : [a, b] \to \text{Sp}(V, \omega) \) be a continuous curve and let \( L_0, L_1, L'_1 \in \Lambda(V, \omega) \) be fixed. Then:

\[
\mu_{L_0}(\beta_{L_1} \circ \Phi) - \mu_{L_0}(\beta_{L'_1} \circ \Phi) = q(L_1, L'_1 \cdot \Phi(b)^{-1}(L_0), \Phi(b)^{-1}(L_0)).
\]

**Proof.** Using Proposition 5.4.5, Proposition 5.4.3 and part (b) of Proposition 5.4.2 we compute as follows:

\[
\mu_{L_0}(\beta_{L_1} \circ \Phi) = \mu(\Phi \cdot L_1, L_0) = \mu(L_1, \Phi^{-1} \cdot L_0) = -\mu(\Phi^{-1} \cdot L_0, L_1)
\]

\[
= -\mu_{L_1}(\Phi^{-1} \cdot L_0).
\]

Similarly,

\[
\mu_{L_0}(\beta_{L'_1} \circ \Phi) = -\mu_{L'_1}(\Phi^{-1} \cdot L_0).
\]

The conclusion follows from the definition of \( q \).

5.6.3. **Proposition.** Let \( \Phi : [a, b] \to \text{Sp}(V, \omega) \) be a continuous curve and \( L_0, \ell_0 \in \Lambda(V, \omega) \) be fixed. Then:

\[
i_{CZ}(\Phi) + \mu_{L_0}(\beta_{\ell_0} \circ \Phi) = q(\Delta, L_0 \oplus \ell_0; \text{Gr}(\Phi(a)^{-1}), \text{Gr}(\Phi(b)^{-1})).
\]

In particular, if \( \Phi \) is a loop, then \( i_{CZ}(\Phi) = -\mu_{L_0}(\beta_{\ell_0} \circ \Phi) \).

**Proof.** We have \( \text{Gr}(\Phi(t)) = (\text{Id} \oplus \Phi(t))(\Delta) \) and therefore, using Proposition 5.4.5, part (b) of Proposition 5.4.2 and Proposition 5.4.3:

\[
i_{CZ}(\Phi) = \mu(\Delta(\text{Gr}(\Phi))) = \mu(\Delta((\text{Id} \oplus \Phi) \cdot \Delta) = \mu((\text{Id} \oplus \Phi) \cdot \Delta, \Delta)
\]

\[
= -\mu(\text{Gr}(\Phi^{-1}) \cdot \Delta) = -\mu(\text{Gr}(\Phi^{-1}), \Delta).
\]

where \((\text{Id} \oplus \Phi)(t) = \text{Id} \oplus \Phi(t)\). Moreover:

\[
\mu_{L_0}(\beta_{\ell_0} \circ \Phi) = \mu(\beta_{\ell_0} \circ \Phi, L_0) = -\mu(L_0, \beta_{\ell_0} \circ \Phi) = -\mu((\text{Id} \oplus \Phi) \cdot (L_0 \oplus \ell_0))
\]

\[
= -\mu((\text{Id} \oplus \Phi) \cdot (L_0 \oplus \ell_0), \Delta) = -\mu(L_0 \oplus \ell_0, (\text{Id} \oplus \Phi^{-1}) \cdot \Delta)
\]

\[
= \mu(\text{Gr}(\Phi^{-1}), L_0 \oplus \ell_0) = \mu_{L_0 \oplus \ell_0}(\text{Gr}(\Phi^{-1})).
\]

The conclusion follows from the definition of \( q \) by adding (5.6.2) with (5.6.3) and using Lemma 5.6.2.

**Exercises for Chapter 5**

**Exercise 5.1.** Consider the space \( \mathbb{R}^{2n} \) endowed with its canonical symplectic form \( \omega \); define an isomorphism \( \mathcal{O} : \mathbb{R}^{2n} \to \mathbb{R}^{2n} \) by \( \mathcal{O}(x, y) = (x, -y) \), for all \( x, y \in \mathbb{R}^n \). Show that \( \mathcal{O}^\#(\omega) = -\omega \) and conclude that \( \mathcal{O} \) induces a diffeomorphism of the Lagrangian Grassmannian \( \Lambda \) to itself. Show that the homomorphism:

\[
\mathcal{O}_* : H_1(\Lambda) \to H_1(\Lambda)
\]

is equal to minus the identity map (compare with Remark 5.1.20).

**Exercise 5.2.** Let \( L_0 \in \Lambda \) be a Lagrangian in the symplectic space \((V, \omega)\) and let \( A : [a, b] \to \text{Sp}(V, \omega, L_0), \ell : [a, b] \to \Lambda \) be continuous curves such that \( \ell(a), \ell(b) \in \Lambda^0(L_0) \). Prove that the curve \( \tilde{\ell} = A \circ \ell : [a, b] \to \Lambda \) is homologous to \( \ell \) in \( H_1(\Lambda, \Lambda^0(L_0)) \).

**Exercise 5.3.** Let \( L_0 \) be a Lagrangian subspace of \((V, \omega)\) and let \( L_1, \ell : [a, b] \to \Lambda \) be curves such that:
\begin{itemize}
  \item $L_1(t)$ is transverse to $L_0$ and to $\ell(t)$ for all $t \in [a, b]$;
  \item $\ell(a)$ and $\ell(b)$ are transverse to $L_0$.
\end{itemize}
Show that the Maslov index $\mu_{L_0}(\ell)$ of the curve $\ell$ is equal to:
\[
\mu_{L_0}(\ell) = n_+\left(\varphi_{L_0,L_1}(\ell(b))\right) - n_+\left(\varphi_{L_0,L_1}(\ell(a))\right).
\]

**Exercise 5.4.** Let $L_0, L_1, L_2, L_3 \in \Lambda$ be four Lagrangian subspaces of the symplectic space $(V, \omega)$, with $L_0 \cap L_1 = L_0 \cap L_2 = L_0 \cap L_3 = L_2 \cap L_3 = \{0\}$. Recall the definition of the map $\varphi_{L_0, L_1} : L_1 \to L_0^\ast$ given in (1.4.11), the definition of pull-back of a bilinear form given in Definition 1.1.2 and the definition of the chart $\varphi_{L_0, L_1}$ of $\Lambda$ given in (2.5.3). Prove that the following identity holds:
\[
\varphi_{L_0, L_1}(L_3) - \varphi_{L_1, L_0}(L_2) = (\varphi_{L_0, L_1})^\#(\varphi_{L_0, L_3}(L_2)^{-1}).
\]

**Exercise 5.5.** As in Exercise 5.4, prove that the following identity holds:
\[
n_+\left(\varphi_{L_0, L_3}(L_2)\right) = n_+\left(\varphi_{L_1, L_0}(L_3) - \varphi_{L_1, L_0}(L_2)\right).
\]

**Exercise 5.6.** Let $(L_0, L_1)$ be a Lagrangian decomposition of the symplectic space $(V, \omega)$ and let $\ell : [a, b] \to \Lambda$ be a continuous curve with endpoints in $\Lambda^0(L_0)$. Suppose that there exists a Lagrangian $L_\ast \in \Lambda$ such that $\text{Im}(\ell) \subset \Lambda^0(L_\ast)$. Prove that the Maslov index $\mu_{L_0}(\ell)$ is given by the following formula:
\[
\mu_{L_0}(\ell) = n_-(\varphi_{L_1, L_0}(\ell(b)) - \varphi_{L_1, L_0}(\ell(a))) - n_-(\varphi_{L_1, L_0}(\ell(a)) - \varphi_{L_1, L_0}(L_\ast)).
\]

**Exercise 5.7.** Let $L_0 \in \Lambda$ be a Lagrangian subspace and $\mu$ a map that associates an integer number $\mu(\ell)$ to each continuous curve $\ell : [a, b] \to \Lambda$ with $\ell(a), \ell(b) \in \Lambda^0(L_0)$. Assume that $\mu$ satisfies the properties $(2)$ and $(5)$ in the statement of Lemma 5.1.13 and such that:
\[
\mu(\ell) = n_+(\varphi_{L_0, L_1}(\ell(b))) - n_+(\varphi_{L_0, L_1}(\ell(a))),
\]
for all $L_1 \in \Lambda^0(L_0)$ and every continuous curve $\ell : [a, b] \to \Lambda^0(L_1)$ with $\ell(a), \ell(b) \in \Lambda^0(L_0)$. Show that $\mu = \mu_{L_0}$.

**Exercise 5.8.** Let $V$ be a real finite dimensional vector space and $B, B' \in \mathcal{B}_{\text{sym}}(V)$ be symmetric bilinear forms. Show that:
\[
\frac{1}{2} \text{sgn}(B) - \frac{1}{2} \text{sgn}(B') = n_+(B) - n_+(B') + \frac{1}{2} \text{dgn}(B) - \frac{1}{2} \text{dgn}(B').
\]

**Exercise 5.9.** Show that the Maslov index defined in Section 5.2 changes sign when the symplectic form changes sign.

**Exercise 5.10.** Show that, if $\ell : I \to \Lambda$ is real analytic and $L_0 \in \Lambda$ then:
\[
gdg_{L_0}(\ell) = gdg_{L_0}(\ell|_J),
\]
for every interval $J \subset I$.

**Exercise 5.11.** Define the following symplectic form $\varpi$ in $\mathbb{R}^{4n}$:
\[
\varpi((v_1, w_1), (v_2, w_2)) = \omega(v_1, v_2) - \omega(w_1, w_2), \quad v_1, w_1, v_2, w_2 \in \mathbb{R}^{2n},
\]
where $\omega$ is the canonical symplectic form of $\mathbb{R}^{2n}$. Prove that $A \in \text{Lin}(\mathbb{R}^{2n}, \mathbb{R}^{2n})$ is a symplectomorphism of $(\mathbb{R}^{2n}, \omega)$ if and only if its graph $\text{Gr}(A)$ is a Lagrangian subspace of $(\mathbb{R}^{4n}, \varpi)$. Show that the map $\text{Sp}(2n, \mathbb{R}) \ni A \mapsto \text{Gr}(A) \in \Lambda(\mathbb{R}^{4n}, \varpi)$ is a diffeomorphism onto an open subset.

**Exercise 5.12.** Prove that the set $\{T \in \text{Sp}(2n, \mathbb{R}) : T(L_0) \cap L_0 = \{0\}\}$ is an open dense subset of $\text{Sp}(2n, \mathbb{R})$ with two connected components.
EXERCISE 5.13. Define:
\[ \Gamma_+ = \left\{ T \in \text{Sp}(2n, \mathbb{R}) : \det(T - \text{Id}) > 0 \right\} ; \]
\[ \Gamma_- = \left\{ T \in \text{Sp}(2n, \mathbb{R}) : \det(T - \text{Id}) < 0 \right\} . \]
Prove that \( \Gamma_+ \) and \( \Gamma_- \) are open and connected subsets of \( \text{Sp}(2n, \mathbb{R}) \) (see Exercise 5.15 for more properties of the sets \( \Gamma_+ \) and \( \Gamma_- \)).

EXERCISE 5.14. Consider the set:
\[ E = \left\{ T \in \text{Sp}(2n, \mathbb{R}) : \det(T - \text{Id}) \neq 0, T(L_0) \cap L_0 = \{0\} \right\} . \]
Prove that \( E \) is a dense open subset of \( \text{Sp}(2n, \mathbb{R}) \) having \( 2(n + 1) \) connected components. Prove that each connected component contains an element \( T = \begin{pmatrix} A & B \\ C & D \end{pmatrix} \) with \( A = 0 \) and \( B \) in diagonal form.

EXERCISE 5.15. Recall from Exercise 5.13 the definition of the sets \( \Gamma_+ \), \( \Gamma_- \subset \text{Sp}(2n, \mathbb{R}) \). Prove that \( A \in \Gamma_+ \cup \Gamma_- \) if and only if \( \text{Gr}(A) \) is a Lagrangian in \( \Lambda^0(\Delta) \subset \Lambda(\mathbb{R}^{2n}, \omega) \), where \( \Delta \) is the diagonal of \( \mathbb{R}^{2n} = \mathbb{R}^{2n} \oplus \mathbb{R}^{2n} \). Conclude that any loop in \( \Gamma_+ \cup \Gamma_- \) is homotopic to a constant in \( \text{Sp}(2n, \mathbb{R}) \).

EXERCISE 5.16. Let \( (V, \omega) \) be a symplectic space, \( L_0 \) be a Lagrangian subspace of \( V \) and \( \ell : I \to \Lambda \) be a differentiable curve defined in an interval \( I \subset \mathbb{R} \). If \( t_0 \in I \), an interval \( J \) is a neighborhood of \( t_0 \) in \( I \) and \( v : J \to V \) is an \( L_0 \)-root function for \( \ell|_J \), show that there exists an \( L_0 \)-root function \( \tilde{v} : I \to V \) for \( \ell \) that coincides with \( v \) in a neighborhood of \( t_0 \) in \( J \).

EXERCISE 5.17. Let \( (V_1, \omega_1) \), \( (V_2, \omega_2) \) be symplectic spaces and let \( (V, \omega) \) be their direct sum (see Exercise 1.12). Let
\[ s : \Lambda(V_1) \times \Lambda(V_2) \to \Lambda(V) \]
be the map defined in Exercise 2.11. Given \( L^1 \in \Lambda(V_1, \omega_1) \), \( L^2 \in \Lambda(V_2, \omega_2) \) and continuous curves \( \ell_1 : [a, b] \to \Lambda(V_1, \omega_1) \), \( \ell_2 : [a, b] \to \Lambda(V_2, \omega_2) \), show that:
\[ \mu_{L^1 \oplus L^2}(s \circ (\ell_1, \ell_2)) = \mu_{L^1}(\ell_1) + \mu_{L^2}(\ell_2) . \]

EXERCISE 5.18. Let \( (V, \omega) \) be a symplectic space and let \( \ell_1, \ell_2 : I \to \Lambda \) be differentiable curves; consider the corresponding curve \( \gamma = (\ell_1, \ell_2) \) in \( \tilde{\Lambda} \) (recall (5.4.2)). Let \( t_0 \in I \) be fixed. Given a differentiable map \( (v_1, v_2) : I \to V \oplus V \), show that:
(a) \( (v_1, v_2) \) is a \( \Delta \)-root function for \( \gamma \) if and only if \( v_1(t) = \ell_1(t), v_2(t) = \ell_2(t) \), for all \( t \in I \) and \( v_1(t_0) = v_2(t_0) \);
(b) the order of a \( \Delta \)-root function \( (v_1, v_2) \) is the least positive integer \( k \) such that \( v_1^{(k)}(t_0) \neq v_2^{(k)}(t_0) \);
(c) we have:
\[ W_k(\gamma, t_0) = \{(v, v) : v \in W_k(\gamma, t_0)\} ; \]
where:
\[ W_k(\gamma, t_0) = \{v_1(t_0) : (v_1, v_2) \text{ a } \Delta \text{-root function for } \gamma \text{ with } \text{ord}(v_1, v_2) \geq k\} ; \]
(d) the $k$-th degeneracy form $\gamma_k(\Delta, t_0)$ of $\gamma$ with respect to $\Delta$ at $t_0$ is given by:

$$\gamma_k(\Delta, t_0)((v_0, v_0), (w_0, w_0)) = \omega(v_1^{(k)}(t_0) - v_2^{(k)}(t_0), w_0),$$

for all $v_0, w_0 \in W_k(\gamma, t_0)$, where $(v_1, v_2)$ is a $\Delta$-root function of $\gamma$ at $t_0$ with $\text{ord}(v_1, v_2) \geq k$ and $v_1(t_0) = v_2(t_0) = v_0$.

**Exercise 5.19.** Prove the following identities for the Hörmander index:

(a) $q(L_0, L_1; L_0', L_1') = -q(L_1, L_0; L_0', L_1')$;
(b) $q(L_0, L_1; L_0', L_1') = -q(L_0, L_1; L_1', L_0')$;
(c) $q(L_0, L_1; L_0', L_1) + q(L_0, L_1; L, L_1') = q(L_0, L_1; L_0', L_1')$;
(d) $q(L_0, L_1; L_0', L_1') = -q(L_0', L_1'; L_0, L_1)$.

**Exercise 5.20.** Given a symplectic space $(V, \omega)$, the Kashiwara index:

$$\overline{q}: \Lambda \times \Lambda \times \Lambda \longrightarrow \frac{1}{2}\mathbb{Z}$$

is defined by:

$$\overline{q}(L_0, L_1, L_2) = q(L_0, L_1; L_2, L_0),$$

for all $L_0, L_1, L_2 \in \Lambda$. Show that:

(a) $q(L_0, L_1; L_0', L_1') = \overline{q}(L_0, L_1, L_0') - \overline{q}(L_0, L_1, L_1')$;
(b) $\overline{q}$ is antisymmetric;
(c) $\overline{q}(L_2, L_3, L_4) - \overline{q}(L_1, L_3, L_4) + \overline{q}(L_1, L_2, L_4) - \overline{q}(L_1, L_2, L_3) = 0$.

The identity in (c) says that $q$ is a 2-cocycle in $\Lambda$ relatively to Alexander–Spanier cohomology theory.
The purpose of this appendix is to show an important result known as Kato selection theorem which says that one can find a real analytic orthonormal basis of eigenvectors for a real analytic one parameter family of symmetric linear maps.

We recall that, given a real finite-dimensional vector space $V$, a map $f : I \to V$ defined in an open interval $I \subset \mathbb{R}$ is said to be real analytic if for each $t_0 \in I$ there exists a sequence $(a_n)_{n \geq 0}$ in $V$ such that:

$$f(t) = \sum_{n=0}^{+\infty} a_n(t - t_0)^n,$$

for all $t$ in an open neighborhood of $t_0$ in $I$. The convergence of the power series above is meant relatively to an arbitrarily chosen norm in $V$ (recall that all norms in a finite-dimensional vector space are equivalent).

A.1. THEOREM (Kato selection theorem). Let $V$ be a real $n$ dimensional vector space endowed with an inner product $\langle \cdot, \cdot \rangle$ and $T : I \to \text{Lin}(V)$ be a real analytic map defined in an open interval $I \subset \mathbb{R}$. Assume that the linear map $T(t)$ is symmetric, for all $t \in I$. Then, for each $t_0 \in I$, there exist real analytic maps $e_\alpha : [t_0 - \varepsilon, t_0 + \varepsilon] \to V$, $\Lambda_\alpha : [t_0 - \varepsilon, t_0 + \varepsilon] \to \mathbb{R}$, $\alpha = 1, \ldots, n$, defined in an open neighborhood of $t_0$ in $I$ such that $(e_\alpha(t))_{\alpha=1}^n$ is an orthonormal basis of $V$ and $T(t)e_\alpha(t) = \Lambda_\alpha(t)e_\alpha(t)$, $\alpha = 1, \ldots, n$, for all $t \in [t_0 - \varepsilon, t_0 + \varepsilon]$.

For the proof of Kato selection theorem we need to consider a holomorphic extension of $T$ to a neighborhood of $t_0$ in the complex plane and we will apply techniques of basic complex analysis and of covering maps.

In the remainder of the appendix, all vector spaces are assumed to be finite-dimensional and complex unless a different assumption is explicitly stated. When dealing with complex numbers, we will denote by $i$ the imaginary unit (observe that the symbol “$i$” will be used for other purposes, such as indexing summations).

A.1. Algebraic preliminaries

Given a vector space $V$, the set $\mathcal{F}(V, \mathbb{C})$ of all complex-valued maps on $V$ is a complex algebra endowed with the operations of pointwise addition and multiplication. The set $\text{Lin}(V, \mathbb{C})$ of linear functionals on $V$ is a vector subspace of $\mathcal{F}(V, \mathbb{C})$, but not a subalgebra.

A.1.1. DEFINITION. The subalgebra $\mathcal{P}(V)$ of $\mathcal{F}(V, \mathbb{C})$ spanned by $\text{Lin}(V, \mathbb{C})$ is called the algebra of polynomials on $V$. A map $p : V \to \mathbb{C}$ is called a polynomial if it belongs to $\mathcal{P}(V)$.

If we choose a basis and identify $V$ with $\mathbb{C}^n$ then $\mathcal{P}(V)$ is identified with the standard algebra of polynomials in $n$ variables with complex coefficients (see Exercise A.1).
A.1.2. DEFINITION. Given vector spaces $V$, $W$, a map $p : V \to W$ is called a polynomial if for every linear functional $\alpha : W \to \mathbb{C}$ the map $\alpha \circ p$ is a polynomial. The set of all polynomials from $V$ to $W$ is denoted by $P(V, W)$.

If we choose a basis and identify $W$ with $\mathbb{C}^m$ then a map $p : V \to W$ is polynomial if and only if its $m$ coordinate maps are polynomials (see Exercise A.2).

Given a nonzero polynomial $p \in P(\mathbb{C})$ then, by the result of Exercise A.1, there exists a natural number $n$ and complex numbers $c_0, \ldots, c_n \in \mathbb{C}$, with $c_n \neq 0$ and:

$$p(z) = \sum_{i=0}^n c_i z^i,$$

for all $z \in \mathbb{C}$. Such numbers (the coefficients of $p$) are uniquely determined by $p$ and the natural number $n$ is called the degree of $p$ and is denoted by $\partial p$. We take as convention that the degree of the zero polynomial is $-\infty$. The number $c_n$ is called the leading coefficient of $p$; a polynomial whose leading coefficient is equal to 1 is called monic. For any integer $n$, set:

$$P_n(\mathbb{C}) = \{ p \in P(\mathbb{C}) : \partial p \leq n \};$$

if $n \geq -1$, $P_n(\mathbb{C})$ is an $(n + 1)$-dimensional vector subspace of $P(\mathbb{C})$. Clearly $\partial(pq) = \partial p + \partial q$, for all $p, q \in P(\mathbb{C})$.

By the fundamental theorem of algebra, a polynomial $p$ of degree $n \geq 0$ can be written as:

$$p(z) = c(z - \alpha_1)^{r_1} \cdots (z - \alpha_k)^{r_k}, \quad z \in \mathbb{C},$$

where $\alpha_1, \ldots, \alpha_k \in \mathbb{C}$ are pairwise distinct complex numbers, $c$ is a nonzero complex number and $r_1, \ldots, r_k$ are positive integers with $r_1 + \cdots + r_k = n$. Clearly $p^{-1}(0) = \{ \alpha_1, \ldots, \alpha_k \}$. The elements of $p^{-1}(0)$ are called the roots of $p$; the positive integer $r_i$ is the multiplicity of the root $\alpha_i$. We set $\#p = k$, i.e., $\#p$ is the number of (distinct) roots of $p$.

We are interested in determining algebraic relations among the coefficients of a polynomial $p \in P(\mathbb{C})$ that enable the computation of $\#p$. More specifically, we will prove the following:

A.1.3. PROPOSITION. Given natural numbers\(^1\) $n$, $k$, there exists a polynomial:

$$Q : P_n(\mathbb{C}) \longrightarrow \mathbb{C}^{\binom{n+k}{2k+1}}$$

with the property that, for every $p \in P(\mathbb{C})$ with $\partial p = n$, we have:

$$\#p \leq k \iff Q(p) = 0.$$

To prove Proposition A.1.3 we need the notion of derivative of a complex polynomial and of greatest common divisor (gcd) of two polynomials. The derivative $p'$ of a polynomial $p \in P(\mathbb{C})$ is defined in such a way that $P(\mathbb{C}) \ni p \mapsto p' \in P(\mathbb{C})$ is the unique linear map that sends the polynomial $z \mapsto z^n$ to the polynomial $z \mapsto nz^{n-1}$, for every natural number $n$. Clearly, if $p$ is given by (A.1.1) then:

$$p'(z) = \sum_{i=1}^n ic_i z^{i-1},$$

\(^1\)“Natural number” means “nonnegative integer number”. Binomial coefficients $\binom{n}{k}$ are understood to be zero when $n > m$ or when $n < 0$. 
for all \( z \in \mathbb{C} \). Given polynomials \( p, q \in \mathcal{P}(\mathbb{C}) \), the Leibniz rule:

\[
(pq)' = p'q + pq',
\]

holds. Using the Leibniz rule it is easily seen that if \( \alpha \in \mathbb{C} \) is a root of a nonzero polynomial \( p \) whose multiplicity is \( r \geq 1 \) then \( \alpha \) is a root of \( p' \) whose multiplicity if \( r - 1 \) (where it should be understood that “\( \alpha \) is a root of multiplicity zero” means that \( \alpha \) is not a root).

Given \( p, q \in \mathcal{P}(\mathbb{C}) \) we say that \( p \) divides \( q \) and write \( p \mid q \) when there exists \( r \in \mathcal{P}(\mathbb{C}) \) such that \( q = pr \). The algebra \( \mathcal{P}(\mathbb{C}) \) is well-known to be a unique factorization domain so that given \( p, q \in \mathcal{P}(\mathbb{C}) \) there exists a polynomial \( d \) such that \( d \mid p, d \mid q \) and given any other \( f \in \mathcal{P}(\mathbb{C}) \) with \( f \mid p \) and \( f \mid q \) then \( f \mid d \). If \( p \neq 0 \) or \( q \neq 0 \) then there exists a unique monic polynomial \( d \) with such property and we denote it by \( \gcd(p, q) \). When \( \gcd(p, q) = 1 \) we say that \( p \) and \( q \) are relatively prime. Moreover, if \( p \) divides \( q \) and \( \gcd(p, q) = 1 \) then \( p \) divides \( q \).

A.1.4. Lemma. If \( p \in \mathcal{P}(\mathbb{C}) \) is a nonzero polynomial then:

\[
\#p = \partial_p - \partial \gcd(p, p').
\]

Proof. If \( p \) is given by (A.1.2) then \( p' \) is given by:

\[
p'(z) = (z - \alpha_1)^{r_1 - 1} \cdots (z - \alpha_k)^{r_k - 1}q(z), \quad z \in \mathbb{C},
\]

where \( q(\alpha_i) \neq 0, i = 1, \ldots, k \). Clearly:

\[
\gcd(p, p')(z) = (z - \alpha_1)^{r_1 - 1} \cdots (z - \alpha_k)^{r_k - 1}, \quad z \in \mathbb{C},
\]

and the conclusion follows.

A.1.5. Lemma. Let \( p, q \in \mathcal{P}(\mathbb{C}) \) be nonzero polynomials, \( l \) be an integer number and set \( n = \partial_p, m = \partial_q \). Consider the linear map:

\[
T_{(p, q)} : \mathcal{P}_{n-l}(\mathbb{C}) \oplus \mathcal{P}_{m-l}(\mathbb{C}) \ni (p_1, q_1) \mapsto p_1q - pq_1 \in \mathcal{P}_{n+m-l}(\mathbb{C}).
\]

We have:

\[
\partial \gcd(p, q) \geq l \iff T_{(p, q)} \text{ is not injective}.
\]

Proof. If \( \partial \gcd(p, q) \geq l \), we write \( p = p_1 \gcd(p, q), q = q_1 \gcd(p, q) \) with \( \partial p_1 \leq n - l \) and \( \partial q_1 \leq m - l \). Then \( (p_1, q_1) \) is a nonzero element in the kernel of \( T_{(p, q)} \). Conversely, let \( (p_1, q_1) \) be a nonzero element in the kernel of \( T_{(p, q)} \), so that \( p_1q = pq_1 \); observe that \( p_1 \neq 0 \) and \( q_1 \neq 0 \). Write \( p = p_0 \gcd(p, q), q = q_0 \gcd(p, q) \), so that \( p_0 \) and \( q_0 \) are relatively prime. We have:

\[
p_1q_0 \gcd(p, q) = p_0q_1 \gcd(p, q)
\]

and therefore \( p_1q_0 = p_0q_1 \). Then \( p_0 \) divides \( p_1q_0 \) and thus it also divides \( p_1 \). This implies:

\[
n - \partial \gcd(p, q) = \partial p_0 \leq \partial p_1 \leq n - l.
\]

The conclusion follows.

A.1.6. Lemma. Let \( \mathcal{V}, \mathcal{W} \) be vector spaces with \( \dim(\mathcal{V}) = m, \dim(\mathcal{W}) = n \). There exists a polynomial:

\[
M : \text{Lin}(\mathcal{V}, \mathcal{W}) \longrightarrow \mathbb{C}^n
\]

such that, for all \( T \in \text{Lin}(\mathcal{V}, \mathcal{W}) \), \( M(T) \neq 0 \) if and only \( T \) is injective.
Proof. Choose bases for $V$ and $W$ and denote by $[T]$ the $n \times m$ complex matrix that represents a linear map $T : V \to W$ with respect to such bases. Given a subset $s$ of $\{1, \ldots, n\}$ having $m$ elements, denote by $M_s(T)$ the determinant of the $m \times m$ matrix obtained from $[T]$ by collecting the columns whose number is in $s$. Clearly, $M_s : \text{Lin}(V, W) \to \mathbb{C}$ is a polynomial and $T$ is injective if and only if there exists $s$ with $M_s(T) \neq 0$. The map $M$ is obtained by putting together all the $(\binom{n}{m})$ maps $M_s$. □

A.1.7. Corollary. Given natural numbers $m, n$ and an integer number $l$, there exists a polynomial:

$$R : \mathcal{P}_n(\mathbb{C}) \oplus \mathcal{P}_m(\mathbb{C}) \longrightarrow \mathcal{C}^{(n+m-l+1)_l}$$

such that for all $p, q \in \mathcal{P}(\mathbb{C})$ with $\partial p = n$ and $\partial q = m$, we have:

$$\partial \gcd(p, q) \geq l \iff R(p, q) = 0.$$

Proof. Set $\mathcal{V} = \mathcal{P}_{n-l}(\mathbb{C}) \oplus \mathcal{Q}_{m-l}(\mathbb{C})$, $\mathcal{W} = \mathcal{P}_{n+m-l}(\mathbb{C})$ and consider the polynomial:

$$M : \text{Lin}(\mathcal{V}, \mathcal{W}) \longrightarrow \mathcal{C}^{(n+m-l+1)_l}$$

given by Lemma A.1.6. The map:

$$T : \mathcal{P}_n(\mathbb{C}) \oplus \mathcal{P}_m(\mathbb{C}) \ni (p, q) \longmapsto T(p, q) \in \text{Lin}(\mathcal{V}, \mathcal{W})$$
defined in Lemma A.1.5 is linear. The desired polynomial $R$ is given by $M \circ T$. □

Proof of Proposition A.1.3. The case $n = 0$ is trivial, so assume $n \geq 1$. Set $m = n - 1$, $l = n - k$. Consider the polynomial $R$ defined given by Corollary A.1.7. Keeping in mind Lemma A.1.4, we see that the desired polynomial $Q$ is given by the composition of $R$ with the linear map:

$$\mathcal{P}_n(\mathbb{C}) \ni p \longmapsto (p, p') \in \mathcal{P}_n(\mathbb{C}) \oplus \mathcal{P}_{n-1}(\mathbb{C}).$$

□

A.2. Polynomials, roots and covering maps

It is convenient to introduce the following notation: let $Z : \mathbb{C} \to \mathbb{C}$ denote the identity map. Then, the polynomial given in (A.1.1) is equal to $\sum_{i=0}^{n} c_i Z^i$.

Let $k, n$ be natural numbers and $r = (r_1, \ldots, r_k)$ be a $k$-tuple of positive integers with $\sum_{i=1}^{k} r_i = n$. We consider the map:

$$\phi_r : \mathbb{C}^k_s \ni (\alpha_1, \ldots, \alpha_k) \longmapsto \prod_{i=1}^{k} (Z - \alpha_i)^{r_i} \in \mathcal{P}_n(\mathbb{C}),$$

where:

$$\mathbb{C}^k_s = \{(\alpha_1, \ldots, \alpha_k) \in \mathbb{C}^k : \alpha_i \neq \alpha_j \text{ for } i \neq j\}$$
is the open subset of $\mathbb{C}^k$ consist of $k$-tuples of pairwise distinct complex numbers.

We introduce some basic terminology from the theory of holomorphic functions of several variables. If $V$ is a complex vector space then a subset $S$ of $V$ is called a complex submanifold if it is an embedded submanifold (in the sense defined in Section 2.1) of the realification of $V$ (see Section 1.2) and if $T_x S$ is a complex subspace of $V$, for all $x \in S$. If $V, V'$ are complex vector spaces and $S \subset V, S' \subset V'$ are complex submanifolds then a map $f : S \to S'$ is said to be holomorphic if it is differentiable (in the sense of Section 2.1) and if the $\mathbb{R}$-linear map $df_x : T_x S \to T_{f(x)} S'$ is $\mathbb{C}$-linear.
If $A$ is an open subset of $\mathbb{C}$ and $f : A \to V$ is a holomorphic function we set:

$$f'(z) = df(z) \cdot 1 \in V,$$

for all $z \in A$ and we call $f'(z)$ the derivative of $f$ at $z$. Clearly, $df(z) \cdot h = f'(z)h$, for all $z \in A, h \in \mathbb{C}$.

The composition of holomorphic maps is holomorphic and the inverse of a holomorphic diffeomorphism is also holomorphic. It is also easy to see that if $V, W$ are complex vector spaces then every polynomial $p : V \to W$ is holomorphic.

Our goal is to prove the following:

A.2.1. **Proposition.** The subset $\phi_r(C^*_k)$ is a complex submanifold of $\mathcal{P}_n(\mathbb{C})$ and $\phi_r : C^*_k \to \phi_r(C^*_k)$ is a holomorphic local diffeomorphism and a covering map.

Towards this goal, we prove some lemmas.

A.2.2. **Lemma.** The map $\phi_r$ is a holomorphic immersion.

**Proof.** The map $\phi_r$ is the restriction to $C^*_k$ of a polynomial and it is therefore holomorphic. We will compute the differential of $\phi_r$, using the following trick: given $z \in \mathbb{C}$, the map $\text{eval}_z : \mathcal{P}(\mathbb{C}) \ni p \mapsto p(z) \in \mathbb{C}$ is linear and therefore:

$$d(\text{eval}_z \circ \phi_r)(\alpha) = \text{eval}_z \circ d\phi_r(\alpha),$$

for all $\alpha \in C^*_k$. The differential of $\text{eval}_z \circ \phi_r$ is easily computed as:

$$d(\text{eval}_z \circ \phi_r)(\alpha) \cdot \beta = \sum_{i=1}^k \left( \prod_{j \neq i} (z - \alpha_j)^{r_j} \right) r_i (z - \alpha_i)^{r_i-1} \beta_i,$$

for all $\alpha \in C^*_k, \beta \in \mathbb{C}^k$. Thus:

$$d\phi_r(\alpha) \cdot \beta = \left( \prod_{i=1}^k (Z - \alpha_i)^{r_i-1} \right) \sum_{i=1}^k \left[ r_i \beta_i \left( \prod_{j \neq i} (Z - \alpha_j) \right) \right],$$

for all $\alpha \in C^*_k, \beta \in \mathbb{C}^k$. In order to show that $\phi_r$ is an immersion, let $\alpha \in C^*_k$ be fixed and assume that $\beta \in \mathbb{C}^k$ is in the kernel of $d\phi_r(\alpha)$. Then (since $\mathcal{P}(\mathbb{C})$ has no divisors of zero!):

$$\sum_{i=1}^k \left[ r_i \beta_i \left( \prod_{j \neq i} (Z - \alpha_j) \right) \right] = 0.$$

By evaluating the polynomial above at $\alpha_1, \ldots, \alpha_k$ we get $\beta_1 = 0, \ldots, \beta_k = 0$. This concludes the proof. \qed

Define a norm on $\mathcal{P}_n(\mathbb{C})$ by setting:

(A.2.1) $$\|p\| = \sum_{i=0}^n |a_i|,$$

where $p(z) = \sum_{i=0}^n a_i z^i$.

A.2.3. **Lemma.** If $\zeta \in \mathbb{C}$ is a root of a complex monic polynomial $p \in \mathcal{P}_n(\mathbb{C})$ of degree $n$ then:

$$|\zeta| \leq \|p\|.$$
**Proof.** Write \( p(z) = z^n + \sum_{i=0}^{n-1} a_i z^i \). Let \( \zeta \) be root of \( p \). Since \( \|p\| \geq 1 \), we may assume that \( |\zeta| > 1 \). We have:

\[
1 + \sum_{i=0}^{n-1} \frac{a_i}{\zeta^{n-i}} = 0.
\]

Thus:

\[
\left| \frac{1}{|\zeta|} \sum_{i=0}^{n-1} a_i \right| \geq \left| \sum_{i=0}^{n-1} \frac{a_i}{\zeta^{n-i}} \right| = 1.
\]

This concludes the proof.  

Given topological spaces \( X, Y \) and a map \( f : X \to Y \), we say that \( f \) is proper if \( f \) is continuous and \( f^{-1}(K) \) is a compact subspace of \( X \), for every compact subspace \( K \) of \( Y \).

**A.2.4. Corollary.** The inverse image by \( \phi_r \) of a bounded subset of \( \mathcal{P}_n(C) \) is bounded. Moreover, the map \( \phi_r : C^k \to \phi_r(C^k) \) is proper.

**Proof.** The first part of the statement follows directly from Lemma A.2.3 by observing that the image of \( \phi_r \) contains only monic polynomials. Now let \( K \) be a compact subspace of \( \phi_r(C^k) \). Then \( \phi_r^{-1}(K) \) is bounded. Moreover, \( \phi_r^{-1}(K) \) is obviously closed in \( C^k \), but to ensure compactness we need to show that \( \phi_r^{-1}(K) \) is closed in \( C^k \). To this aim, let \( \Phi_r : C^k \to \mathcal{P}_n(C) \) denote the extension of \( \phi_r \) to \( \phi_r \) which is given by the same expression that defines \( \phi_r \). Given \( \alpha, \beta \in C^k \) with \( \Phi_r(\alpha) = \Phi_r(\beta) \) and \( \alpha \in C^k \), then clearly \( \beta \) is also in \( C^k \). This implies that \( \phi_r^{-1}(K) = \Phi_r^{-1}(K) \) and obviously \( \Phi_r^{-1}(K) \) is closed in \( C^k \).

Under reasonable assumptions for the topological spaces \( X \) and \( Y \), every proper map \( f : X \to Y \) is closed (i.e., carries closed subsets of \( X \) to closed subsets of \( Y \)). See Exercise A.12 for details.

**A.2.5. Corollary.** The map \( \phi_r : C^k \to \phi_r(C^k) \) is closed.  

Let \( \mathcal{S}_k \) denote the group of all bijections of \( \{1, \ldots, k\} \). Given \( \sigma \in \mathcal{S}_k \) we consider the complex linear isomorphism \( \sigma_* : C^k \to C^k \) defined by:

\[
\sigma_*(\alpha_1, \ldots, \alpha_k) = (\alpha_{\sigma(1)}, \ldots, \alpha_{\sigma(k)}),
\]

for all \( (\alpha_1, \ldots, \alpha_k) \in C^k \). Clearly \( \sigma_* \) maps \( C^k \) onto \( C^k \) and \( (\sigma \circ \tau)_* = \tau_* \circ \sigma_* \), for all \( \sigma, \tau \in \mathcal{S}_k \). Let:

\[
G = \{ \sigma \in \mathcal{S}_k : r_{\sigma(i)} = r_i, \ i = 1, \ldots, k \},
\]

so that \( G \) is a subgroup\(^2\) of \( \mathcal{S}_k \). The following result is very simple:

**A.2.6. Lemma.** For all \( \sigma \in G \), \( \phi_r \circ \sigma_* = \phi_r \). Moreover, if \( \alpha, \alpha' \in C^k \) and \( \phi_r(\alpha) = \phi_r(\alpha') \) then there exists \( \sigma \in G \) with \( \alpha' = \sigma_*(\alpha) \).  

**A.2.7. Corollary.** If \( U \) is a subset of \( C^k \) then:

\[
\phi_r^{-1}(\phi_r(U)) = \bigcup_{\sigma \in G} \sigma_*(U).
\]

\(^2\)The map \( \sigma \to \sigma_* \) is an effective right (linear) action of the group \( \mathcal{S}_k \) on the vector space \( C^k \) and \( G \) is the isotropy subgroup of \( r \).
A.2.8. Lemma. The map \( \phi_r : C^k_+ \to \phi_r(C^k_+) \) is open, i.e., if \( U \) is open in \( C^k_+ \) then \( \phi_r(U) \) is open in \( \phi_r(C^k_+) \).

Proof. Let \( U \) be an open subset of \( C^k_+ \). By Corollary A.2.5 and the result of Exercise A.13, the set \( \phi_r(U) \) is open in \( \phi_r(C^k_+) \) if and only if \( \phi_r^{-1}(\phi_r(U)) \) is open in \( C^k_+ \). But this follows directly from Corollary A.2.7.

A.2.9. Corollary. The set \( \phi_r(C^k_+) \) is a complex submanifold of \( P_n(C) \) and the map \( \phi_r : C^k_+ \to \phi_r(C^k_+) \) is a holomorphic local diffeomorphism.

Proof. It follows directly from Lemmas A.2.2 and A.2.8, and from the result of Exercise 2.5.

We are finally ready for:

Proof of Proposition A.2.1. Because of Corollary A.2.9, it only remains to show that \( \phi_r \) is a covering map. Since, for all \( p \in \phi_r(C^k_+) \), the number of elements of \( \phi_r^{-1}(p) \) is equal to the cardinality of the group \( G \), this follows from Corollary A.2.5 and from the result of Exercise 3.20.

A.3. Multiplicity of roots as line integrals

We will need a version of Cauchy integral formula from elementary complex analysis. In the following, if \( D \) denotes the closed disk of center \( a \in C \) and radius \( r > 0 \) then line integrals over \( \partial D \) should be understood as line integrals over \( [0, 2\pi] \ni t \mapsto a + re^{it} \in C \). We have the following:

A.3.1. Theorem (Cauchy integral formula). Let \( A \) be an open subset of \( C \), \( V \) be a complex vector space and \( f : A \to V \) be a holomorphic function. If \( D \) is a closed disk contained in \( A \) then the line integral:

\[
\oint_{\partial D} f(z) \frac{z - a}{dz}
\]

is equal to \( 2\pi i f(a) \) if \( a \) is in the interior of \( D \) and it is equal to zero if \( a \) is not in \( D \).

Proof. When \( V = C \) this is a classical theorem from elementary complex analysis. The general case can be reduced to the case \( V = C \) by choosing a basis for \( V \) and computing the line integral coordinatewise (see Exercises A.14 and A.15 for details on line integration of vector valued maps).

A.3.2. Corollary (Cauchy integral theorem). Let \( A \) be an open subset of \( C \), \( V \) be a complex vector space and \( f : A \to V \) be a holomorphic function. If \( D \) is a closed disk contained in \( A \) then \( \oint_{\partial D} f = 0 \).

Proof. Let \( a \) be a point in the interior of \( D \) and apply Theorem A.3.1 to the map \( z \mapsto f(z)(z - a) \).

A.3.3. Corollary. Let \( p : C \to C \) be a nonzero polynomial and let \( D \) be a closed disk on the complex plane such that \( p \) has no roots on the boundary of \( D \). Then:

\[
\frac{1}{2\pi i} \oint_{\partial D} \frac{p'}{p}
\]

is equal to the sum of the multiplicities of the roots of \( p \) that are in the interior of \( D \).
PROOF. Write \( p(z) = c(z - \alpha_1)^{r_1} \cdots (z - \alpha_k)^{r_k} \), where \( r_1, \ldots, r_k \) are positive integers, \( \alpha_1, \ldots, \alpha_k \) are distinct complex numbers and \( c \) is a nonzero complex number. Then:

\[
\frac{p'(z)}{p(z)} = \frac{r_1}{z - \alpha_1} + \cdots + \frac{r_k}{z - \alpha_k}.
\]

By Theorem A.3.1 (with \( f = 1 \)), the integral \( \oint_{\partial D} \frac{1}{z - \alpha} \, dz \) is equal to \( 2\pi i \) if \( \alpha \) is in the interior of \( D \) and is equal to zero if \( \alpha \) is not in \( D \). This concludes the proof. \( \square \)

We denote by \( \mathcal{P}_{(n,k)} \) the set of monic polynomials \( p \in \mathcal{P}(\mathbb{C}) \) having degree \( n \) and exactly \( k \) distinct roots:

\[
\mathcal{P}_{(n,k)} = \{ p \in \mathcal{P}(\mathbb{C}) : p \text{ is monic, } \partial p = n \text{ and } \# p = k \}.
\]

Obviously:

(A.3.1) \[
\mathcal{P}_{(n,k)} = \bigcup_r \phi_r(\mathbb{C}_z^n),
\]

where \( r \) runs over the set of all \( k \)-tuples of positive integers \( r_1, \ldots, r_k \) with \( \sum_{i=1}^k r_i = n \) and \( r_1 \leq \cdots \leq r_k \). The union above is clearly disjoint. Our goal in this section is to prove the following:

A.3.4. PROPOSITION. If \( r = (r_1, \ldots, r_k) \) is a \( k \)-tuple of positive integers with \( \sum_{i=1}^k r_i = n \) then \( \phi_r(\mathbb{C}_z^n) \) is open in \( \mathcal{P}_{(n,k)} \).

In order to prove Proposition A.3.4, we need a couple of preparatory lemmas. Let us recall that a finite-dimensional (real or complex) vector space has a canonical topology which is induced by an arbitrary norm. In what follows, the spaces \( \mathcal{P}_n(\mathbb{C}) \) are assumed to be endowed with such topology.

A.3.5. LEMMA. If a sequence \( (p_i)_{i \geq 1} \) in \( \mathcal{P}_n(\mathbb{C}) \) converges to \( p \in \mathcal{P}_n(\mathbb{C}) \) then, for every compact subset \( K \) of \( \mathbb{C} \), the sequence of maps \( (p_i|_K)_{i \geq 1} \) converges uniformly to \( p|_K \).

PROOF. Consider \( \mathcal{P}_n(\mathbb{C}) \) endowed with the norm:

\[
\|q\| = \sum_{i=0}^n |a_i|,
\]

where \( q(z) = \sum_{i=0}^n a_i z^i \). If \( M \geq 1 \) is such that \( |z| \leq M \) for all \( z \in K \) then it is easily seen that:

\[
\sup_{z \in K} |q(z)| \leq M^n \|q\|,
\]

for all \( q \in \mathcal{P}_n(\mathbb{C}) \) and, in particular, setting \( q = p_i - p \), we get:

\[
\sup_{z \in K} |p_i(z) - p(z)| \leq M^n \|p_i - p\|,
\]

for all \( i \geq 1 \). This concludes the proof. \( \square \)

A.3.6. COROLLARY. If a sequence \( (p_i)_{i \geq 1} \) in \( \mathcal{P}_n(\mathbb{C}) \) converges to \( p \in \mathcal{P}_n(\mathbb{C}) \) and if \( K \) is a compact subset of \( \mathbb{C} \) on which \( p \) has no roots then \( p_i \) has no root in \( K \) for \( i \) sufficiently large and:

\[
\frac{p'_i}{p_i} \bigg|_K \xrightarrow{\text{uniformly}} \frac{p'}{p} \bigg|_K.
\]
A.4. Eigenprojections and line integrals

We start by recalling some terminology and some elementary result of linear algebra.

If \( V \) is a vector space, \( T : V \to V \) is a linear map, we denote by:
\[
\text{spc}(T) = \{ \lambda \in \mathbb{C} : \det(\lambda \text{Id} - T) = 0 \}
\]
the spectrum of \( T \). Given an eigenvalue \( \lambda \in \text{spc}(T) \) of \( T \), we define the generalized eigenspace of \( T \) with respect to \( \lambda \) by setting:
\[
K_\lambda(T) = \bigcup_{i=1}^{\infty} \ker(T - \lambda \text{Id})^i.
\]
The subspace \( K_\lambda(T) \) is invariant under \( T \) and its dimension is equal to the algebraic multiplicity \( \text{mul}(\lambda) \) of the eigenvalue \( \lambda \). The restriction of \( T \) to \( K_\lambda(T) \) is equal to the sum of \( \lambda \text{Id} \) with a nilpotent linear map:
\[
(\lambda \text{Id} - T|_{K_\lambda(T)})^{\text{mul}(\lambda)} = 0;
\]
therefore, \( \lambda \) is the only eigenvalue of such restriction. Moreover, since \( \mathbb{C} \) is algebraically closed:
\[
\bigoplus_{\lambda \in \text{spc}(T)} K_\lambda(T).
\]
Given \( \lambda \in \text{spc}(T) \), we denote by \( P_\lambda(T) : V \to V \) the projection onto \( K_\lambda(T) \) relative to the direct sum decomposition above. We call \( P_\lambda(T) \) the eigenprojection of \( T \) with respect to \( \lambda \).

Eigenprojections can be written in terms of complex line integrals and shown in the following:

**Proof.** It follows from Lemma A.3.5 and the result of Exercise A.19, keeping in mind that the linear map \( P_n(\mathbb{C}) \ni q \mapsto q' \in P_{n-1}(\mathbb{C}) \) is continuous. \( \square \)

**Proof of Proposition A.3.4.** It suffices to show that if a sequence \( (p_i)_{i \geq 1} \) in \( P_{(n,k)} \) converges to some \( p \in \phi_r(\mathbb{C}^*_k) \) then \( p_i \) is in \( \phi_r(\mathbb{C}^*_k) \), for \( i \) sufficiently large. Write:
\[
p(z) = (z - \alpha_1)^{r_1} \cdots (z - \alpha_k)^{r_k}, \quad z \in \mathbb{C},
\]
where \( \alpha_1, \ldots, \alpha_k \) are distinct complex numbers. Let \( D_1, \ldots, D_k \) be disjoint closed disks centered at \( \alpha_1, \ldots, \alpha_k \), respectively. By Corollary A.3.6 and the result of Exercise A.17, \( p_i \) has no roots in \( \partial D_j \) for \( i \) sufficiently large and:
\[
\lim_{i \to \infty} \frac{1}{2\pi i} \oint_{\partial D_j} p_i' = \oint_{\partial D_j} p.
\]
It then follows from Corollary A.3.3 that, for \( i \) sufficiently large:
\[
\frac{1}{2\pi i} \oint_{\partial D_j} p_i' = r_j,
\]
for all \( j = 1, \ldots, k \), i.e., the sum of the multiplicities of the roots of \( p_i \) in the interior of \( D_j \) is equal to \( r_j \). In particular, since \( r_j \geq 1 \), \( p_i \) has at least one root in \( D_j \), for all \( j = 1, \ldots, k \); but \( p_i \) has exactly \( k \) distinct roots and therefore, for each \( j = 1, \ldots, k \), \( p_i \) has exactly one root in \( D_j \) having multiplicity \( r_j \). Hence \( p_i \in \phi_r(\mathbb{C}^*_k) \), for \( i \) sufficiently large. \( \square \)

A.4. Eigenprojections and line integrals

We start by recalling some terminology and some elementary result of linear algebra.
A.4.1. **Proposition.** Let \( T : \mathcal{V} \to \mathcal{V} \) be a linear map on a vector space \( \mathcal{V} \) and \( \lambda \) be an eigenvalue of \( T \). If \( D \) is a closed disk in \( \mathbb{C} \) containing \( \lambda \) in its interior and containing no other eigenvalue of \( T \) then:

\[
P_\lambda(T) = \frac{1}{2\pi i} \oint_{\partial D} (z\Id - T)^{-1} \, dz.
\]

A.4.2. **Remark.** If a linear map-valued curve \( A : [a, b] \to \text{Lin}(\mathcal{V}) \) is Riemann integrable and if \( \mathcal{W} \) is a subspace of \( \mathcal{V} \) which is \( A(t) \)-invariant for all \( t \in [a, b] \) then \( \mathcal{W} \) is also invariant by the linear map \( \int_a^b A \). Moreover:

\[
\int_a^b A(t)_{|\mathcal{W}} \, dt = \left( \int_a^b A(t) \, dt \right)_{|\mathcal{W}} \in \text{Lin}(\mathcal{W}).
\]

This follows from the result of Exercise A.14 (parts (iii) and (iv)) by observing that:

\[
\text{Lin}_\mathcal{W}(\mathcal{V}) = \{ T \in \text{Lin}(\mathcal{V}) : T(\mathcal{W}) \subset \mathcal{W} \}
\]

is a subspace of \( \text{Lin}(\mathcal{V}) \) and that the map \( \text{Lin}_\mathcal{W}(\mathcal{V}) \ni T \mapsto T_{|\mathcal{W}} \in \text{Lin}(\mathcal{W}) \) is linear. These observations carry over to the case of line integrals.

**Proof of Proposition A.4.1.** Set:

\[
I = \frac{1}{2\pi i} \oint_{\partial D} (z\Id - T)^{-1} \, dz
\]

and let \( \mu \in \text{spc}(T) \). Since the generalized eigenspace \( K_\mu(T) \) is invariant under the map \((z\Id - T)^{-1}\), for all \( z \in \partial D \), it follows from Remark A.4.2 that \( K_\mu(T) \) is also invariant under \( I \) and that:

\[
I|_{K_\mu(T)} = \frac{1}{2\pi i} \oint_{\partial D} (z\Id - T_\mu)^{-1} \, dz,
\]

where \( T_\mu \) denotes the restriction of \( T \) to \( K_\mu(T) \). A proof of the thesis is obtained by showing that \( I|_{K_\mu(T)} = 0 \) if \( \mu \neq \lambda \) and that \( I|_{K_\lambda(T)} \) is the identity. Since \( \mu \) is the only eigenvalue of \( T_\mu \), the map (see Exercise A.4):

\[
\mathbb{C} \setminus \{ \mu \} \ni z \mapsto (z\Id - T_\mu)^{-1} \in \text{Lin}(K_\mu(T))
\]

is holomorphic. For \( \mu \neq \lambda \), \( D \) is contained in \( \mathbb{C} \setminus \{ \mu \} \) and therefore the integral on the righthand side of (A.4.1) vanishes by the Cauchy integral theorem (Corollary A.3.2). Now let us compute the righthand side of (A.4.1) in the case \( \mu = \lambda \). Write \( T_\lambda = \lambda\Id + N \), where \( N \in \text{Lin}(K_\lambda(T)) \) is nilpotent, say \( N^m = 0 \). For any \( z \neq \lambda \), we have:

\[
(z\Id - T_\lambda)^{-1} = ((z - \lambda)\Id - N)^{-1} = \frac{1}{z - \lambda} \left( \Id - \frac{N}{z - \lambda} \right)^{-1} = \frac{1}{z - \lambda} \left( \Id + \sum_{i=1}^{m-1} \frac{N^i}{(z - \lambda)^i} \right).
\]

Then:

\[
\oint_{\partial D} (z\Id - T_\lambda)^{-1} \, dz = \Id \oint_{\partial D} \frac{dz}{z - \lambda} + \sum_{i=1}^{m-1} N^i \oint_{\partial D} \frac{dz}{(z - \lambda)^{i+1}}.
\]
Recalling that:
\[
\oint_{\partial D} \frac{dz}{(z - \lambda)^{i+1}} = \begin{cases} 
2\pi i, & \text{if } i = 0, \\
0, & \text{if } i \geq 1,
\end{cases}
\]
the thesis is obtained. □

As a consequence of Proposition A.4.1 we have an estimate on the norm of the projection \(P_\lambda\) that will be used later.

A.4.3. COROLLARY. Let \(V\) be an \(n\)-dimensional vector space. Choose a basis for \(V\) and consider the norm on \(\text{Lin}(V)\) defined by:
\[
\|T\| = \max_{i,j=1,...,n} |a_{ij}|,
\]
for all \(T \in \text{Lin}(V)\), where \((a_{ij})_{n \times n}\) denotes the matrix that represents \(T\) with respect to the chosen basis. Given \(T \in \text{Lin}(V)\) and an eigenvalue \(\lambda\) of \(T\), then:
\[
\|P_\lambda(T)\| \leq \left(\frac{n-1}{R^{n-1}}\right) (|\lambda| + R + \|T\|)^{n-1},
\]
where:
\[
R = \frac{1}{2} \min \{|\mu - \lambda| : \mu \in \text{spc}(T) \setminus \{\lambda\}\}.
\]

PROOF. Let \(D\) denote the closed disk centered at \(\lambda\) with radius \(R\). Using Proposition A.4.1 and the result of Exercises A.16 and A.20, we get:
\[
\|P_\lambda(T)\| \leq R(n-1)! \sup_{z \in \partial D} \frac{\|z\text{Id} - T\|^{n-1}}{|\det(z\text{Id} - T)|}.
\]
Observe that, for all \(z \in \partial D\), \(|z| \leq |\lambda| + R\) and thus:
\[
\|z\text{Id} - T\| \leq |z| + \|T\| \leq |\lambda| + R + \|T\|.
\]
To conclude the proof, it suffices to show that:
\[
|\det(z\text{Id} - T)| \geq R^n.
\]
To this aim, note that:
\[
\det(z\text{Id} - T) = \prod_{\mu \in \text{spc}(T)} (z - \mu)^{\text{mul}(\mu)},
\]
where \(\text{mul}(\mu)\) denotes the algebraic multiplicity of \(\mu\). Now, if \(\mu\) is an eigenvalue of \(T\), we have:
\[
|z - \mu| \geq R,
\]
for all \(z \in \partial D\). The conclusion follows. □

A.5. One-parameter holomorphic families of linear maps

Let \(V\) be an \(n\)-dimensional vector space and consider the map:
\[
\text{char} : \text{Lin}(V) \rightarrow \mathcal{P}_n(C)
\]
that associates to each linear map \(T \in \text{Lin}(V)\) its characteristic polynomial:
\[
\text{char}(T)(z) = \det(z\text{Id} - T).
\]
It is easy to see that the map \(\text{char}\) is itself a polynomial and, in particular, it is holomorphic.
Throughout the rest of the section, $T : A \to \text{Lin}(\mathcal{V})$ will denote a holomorphic map defined in an open subset $A$ of $\mathbb{C}$. Obviously, the map $\text{char} \circ T : A \to \mathcal{P}_n(\mathbb{C})$ is holomorphic.

**A.5.1. LEMMA.** Assume that $A$ is non empty and connected; set:

(A.5.1) \[ k = \max_{\zeta \in A} \# \text{char}(T(\zeta)). \]

Then the set:

(A.5.2) \[ \{ \zeta \in A : \# \text{char}(T(\zeta)) < k \} \]

is discrete and closed in $A$ (or, equivalently, it has no limit points in $A$).

**PROOF.** By Proposition A.1.3, there exists a polynomial $Q$ such that:

\[ \# p \leq k - 1 \iff Q(p) = 0, \]

for every $p \in \mathcal{P}_n(\mathbb{C})$ with $\partial p = n$. The set (A.5.2) is therefore the set of zeroes of the nonzero holomorphic function $Q \circ \text{char} \circ T$. The conclusion follows (see Exercise A.7). \qed

**A.5.2. LEMMA.** If $A$ is connected and $\# \text{char}(T(\zeta)) = k$ for all $\zeta \in A$ then there exists a $k$-tuple of positive integers $r = (r_1, \ldots, r_k)$ such that:

\[ \text{char}(T(A)) \subset \phi_r(C^k_*). \]

**PROOF.** We have $\text{char}(T(A)) \subset \mathcal{P}_{n,k}$ and therefore we have a disjoint union (recall (A.3.1)):

\[ A = \bigcup_r (\text{char} \circ T)^{-1}(\phi_r(C^k_*)), \]

where $r$ runs over all $k$-tuples of positive integers $(r_1, \ldots, r_k)$ with $\sum_{i=1}^k r_i = n$ and $r_1 \leq \cdots \leq r_k$. By Proposition A.3.4, each term in the disjoint union above is open in $A$. The conclusion follows from the connectedness of $A$. \qed

**A.5.3. LEMMA.** Assume that there exists a positive integer $k$ and a holomorphic map $\lambda = (\lambda_1, \ldots, \lambda_k) : A \to C^k_*$ such that:

(A.5.3) \[ \text{spc}(T(\zeta)) = \{ \lambda_1(\zeta), \ldots, \lambda_k(\zeta) \}, \]

for all $\zeta \in A$. Then, for all $i = 1, \ldots, k$, the map:

\[ P_i : A \ni \zeta \mapsto P_{\lambda_i(\zeta)}(T(\zeta)) \in \text{Lin}(\mathcal{V}) \]

is holomorphic.

**PROOF.** Let $\zeta_0 \in A$ be fixed and choose $R > 0$ such that the closed disk $D$ of center $\lambda_i(\zeta_0)$ and radius $R$ intercepts $\text{spc}(T(\zeta_0))$ only at $\lambda_i(\zeta_0)$. By continuity, for $\zeta$ in a neighborhood of $\zeta_0$, we have that $\lambda_i(\zeta)$ is in the interior of $D$ and that:

\[ \text{spc}(T(\zeta)) \cap D = \{ \lambda_i(\zeta) \}. \]

Thus, by Proposition A.4.1:

\[ P_i(\zeta) = \frac{1}{2\pi i} \oint_{\partial D} (z \text{Id} - T(\zeta))^{-1} \, dz, \]

for all $\zeta$ in a neighborhood of $\zeta_0$. The conclusion follows from the fact that the integrand above is continuous in $(z, \zeta)$ and holomorphic in $\zeta$ (see Exercise A.18). \qed
We will need the following elementary result from the theory of holomorphic functions of one variable:

A.5.4. Lemma (removable singularity). Let \( \zeta_0 \in A \) and \( f : A \setminus \{\zeta_0\} \to \mathcal{V} \) be a holomorphic function. If \( f \) is bounded near \( \zeta_0 \) then \( f \) admits a holomorphic extension to \( A \).

**Proof.** When \( \mathcal{V} = \mathbb{C} \) this is a classical theorem from elementary complex analysis. The general case can be reduced to the case \( \mathcal{V} = \mathbb{C} \) by choosing a basis for \( \mathcal{V} \) and applying the classical theorem to each coordinate of \( f \). \( \square \)

A.5.5. Lemma. Assume that there exists a positive integer \( k \), a point \( \zeta_0 \in A \) and a holomorphic map \( \lambda : A \setminus \{\zeta_0\} \to \mathbb{C}^k_+ \) such that (A.5.3) holds, for all \( \zeta \in A \setminus \{\zeta_0\} \). For \( i = 1, \ldots, k \), consider the holomorphic map \( P_i : A \setminus \{\zeta_0\} \to \text{Lin}(\mathcal{V}) \) defined in Lemma A.5.3. Then:

(a) the map \( \lambda \) is bounded near \( \zeta_0 \) (and, therefore, by Lemma A.5.4, it admits a holomorphic \( \mathbb{C}^k_+ \)-valued extension to \( A \));

(b) for all \( i = 1, \ldots, k \), there exists a positive integer \( m \) such that the map \( \zeta \mapsto P_i(\zeta)(\zeta - \zeta_0)^m \) is bounded\(^3\) near \( \zeta_0 \).

**Proof.** Lemma A.2.3 gives us the inequality:

\[
|\lambda_i(\zeta)| \leq ||\text{char}(T(\zeta))||, 
\]

for all \( i = 1, \ldots, k \) and all \( \zeta \in A \setminus \{\zeta_0\} \), where the norm considered in \( \mathcal{P}_n(\mathbb{C}) \) is defined in (A.2.1). Part (a) follows. By Lemma A.5.4, the map \( \lambda \) admits a holomorphic extension to \( A \) which will still be denoted by \( \lambda \).

To prove part (b), we use Corollary A.4.3. Let \( i = 1, \ldots, k \) be fixed and set:

\[
R(\zeta) = \frac{1}{2} \min \left\{ |\lambda_i(\zeta) - \lambda_j(\zeta)| : j = 1, \ldots, k, \; j \neq i \right\}.
\]

For \( \zeta \in A \setminus \{\zeta_0\} \), we have:

\[
||P_i(\zeta)|| \leq \frac{(n - 1)!}{R(\zeta)^{n-1}} (|\lambda_i(\zeta)| + R(\zeta) + ||T(\zeta)||)^{n-1}. 
\]

Obviously the map:

\[
\zeta \mapsto (|\lambda_i(\zeta)| + R(\zeta) + ||T(\zeta)||)^{n-1}
\]

is bounded near \( \zeta_0 \). For \( j \neq i \), since the map \( \lambda_i - \lambda_j \) is holomorphic on \( A \) and does not vanish on \( A \setminus \{\zeta_0\} \), there exists (see Exercise A.5) a natural number \( m_j \) and a positive constant \( c_j \) such that:

\[
|\lambda_i(\zeta) - \lambda_j(\zeta)| \geq c_j |\zeta - \zeta_0|^{m_j},
\]

for \( \zeta \) near \( \zeta_0 \). Setting \( m = (n - 1) \max\{m_j : j = 1, \ldots, k, \; j \neq i\} \), we get that the map:

\[
\zeta \mapsto \frac{(\zeta - \zeta_0)^m}{R(\zeta)^{n-1}}
\]

is bounded near \( \zeta_0 \). The conclusion follows. \( \square \)

---

\(^3\)Using the standard terminology from the elementary theory of singularities of holomorphic functions, this means that the singularity of \( P_i \) at \( \zeta_0 \) is either removable or a pole.
A.5.6. Corollary. Under the hypothesis of Lemma A.5.5, for \( i = 1, \ldots, k \), either \( P_i \) is bounded near \( \zeta_0 \) (and thus, by Lemma A.5.4, admits a holomorphic extension to \( A \)) or:

\[
\lim_{\zeta \to \zeta_0} \|P_i(\zeta)\| = +\infty.
\]

Proof. Use part (b) of Lemma A.5.5 and the result of Exercise A.6.

A.6. Regular and singular points

In this section, \( \mathcal{V} \) will denote an \( n \)-dimensional vector space and \( T : A \to \operatorname{Lin}(\mathcal{V}) \) will denote a holomorphic map defined in a connected open subset \( A \) of \( \mathbb{C} \). Let \( k \) be the maximum of the number of (distinct) eigenvalues of \( T(\zeta) \), \( \zeta \in A \) (see (A.5.1)). A point \( \zeta \in A \) such that \( T(\zeta) \) has \( k \) (distinct) eigenvalues will be called regular; the other points of \( A \) (where the number of eigenvalues is less than \( k \)) will be called singular. By Lemma A.5.1, the set of singular points is discrete and closed in \( A \) (i.e., it has no limit points in \( A \)).

A.6.1. Proposition. If \( \zeta_0 \in A \) is a regular point then there exists an open disk \( D \subset A \) centered at \( \zeta_0 \) containing only regular points. Moreover, there exists a holomorphic map \( \lambda : D \to \mathbb{C}^k_+ \) and a \( k \)-tuple of positive integers \( r \) such that:

\[
\operatorname{char}(T(\zeta)) = \prod_{i=1}^{k} (Z - \lambda_i(\zeta))^r_i,
\]

for all \( \zeta \in D \). In particular, by Lemma A.5.3, the map:

\[
P_i : D \ni \zeta \mapsto P_{\lambda_i(\zeta)}(T(\zeta)) \in \operatorname{Lin}(\mathcal{V})
\]

is holomorphic, for \( i = 1, \ldots, k \).

Proof. The existence of \( D \) follows from the fact that the set of singular points is closed in \( A \). Since \( D \) is connected, Lemma A.5.2 gives us a \( k \)-tuple \( r \) of positive integers with \( \operatorname{char}(T(D)) \subset \phi_r(\mathbb{C}^k_+) \). Since \( \phi_r : \mathbb{C}^k_+ \to \phi_r(\mathbb{C}^k_+) \) is a covering map (Proposition A.2.1) and \( D \) is simply connected (Example 3.1.17), the holomorphic map

\[
\operatorname{char} \circ T|_D : D \to \phi_r(\mathbb{C}^k_+), \text{ i.e., } \phi_r \circ \lambda = \operatorname{char} \circ T|_D \quad \text{(Corollary 3.2.22)}.
\]

Since \( \phi_r \) is a holomorphic local diffeomorphism, the map \( \lambda \) is holomorphic (see Exercise A.8). The conclusion follows.

The existence of the holomorphic map \( \lambda \) as in Proposition A.6.1 in a neighborhood of a singular point is a much more involved matter. We have the following:

A.6.2. Proposition. Let \( \zeta_0 \in A \) be a singular point and \( D \subset A \) be an open disk centered at \( \zeta_0 \) containing no other singular points (the existence of \( D \) follows from the discreteness of the set of singular points). Assume that there exists a sequence \( (\zeta_i)_{i \geq 1} \) in \( A \setminus \{ \zeta_0 \} \) converging to \( \zeta_0 \) such that the eigenvalues of the maps \( T(\zeta_i), i \geq 1 \), are uniformly bounded, i.e.:

\[
\sup \left\{ \|P_{\mu}(T(\zeta_i))\| : \mu \in \operatorname{spec}(T(\zeta_i)), i \geq 1 \right\} < +\infty.
\]

Then:

(a) there exists a holomorphic map \( \lambda : D \to \mathbb{C}^k_+ \) and a \( k \)-tuple of positive integers \( r \) such that \( \lambda(D \setminus \{ \zeta_0 \}) \subset \mathbb{C}^k_+ \) and (A.6.1) holds for all \( \zeta \in D \);
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(b) setting \( P_i(\zeta) = P_{\lambda_i}(T(\zeta)) \), for \( \zeta \in D \setminus \{\zeta_0\}, i = 1, \ldots, k \), the maps \( P_i : D \setminus \{\zeta_0\} \to \text{Lin}(V) \) (are holomorphic and) admit holomorphic extensions to \( D \).

A.6.3. REMARK. Notice that hypothesis (A.6.2) holds if there exists a Hermitian product in \( V \) relatively to which all the maps \( T(\zeta_i) \) are normal. Namely, the eigenprojections of a normal linear maps are orthogonal projections and the operator norm\(^4\) of a nonzero orthogonal projection is equal to 1.

PROOF OF PROPOSITION A.6.2. Since \( D \setminus \{\zeta_0\} \) is connected, Lemma A.5.2 gives us a \( k \)-tuple \( r \) of positive integers with \( \text{char}(T(D)) \subset \phi_r(C^k) \). Let \( R > 0 \) denote the radius of \( D \), \( r \in ]0, R[ \) and \( \epsilon : [0, 1] \to D \) denote the circle of center \( \zeta_0 \) and radius \( r \) (see (A.6.9)). Let \( \gamma : [0, 1] \to C^k \) denote a continuous lifting of the curve \( \text{char} \circ T \circ \epsilon \) with respect to the covering map \( \phi_r \) (Proposition A.2.1), i.e., \( \phi_r \circ \gamma = \text{char} \circ T \circ \epsilon \) (Lemma 3.2.20):

Since \( \phi_r(\gamma(0)) = \phi_r(\gamma(1)) \), Lemma A.2.6 gives us \( \sigma \in G \) with \( \gamma(1) = \sigma \ast \gamma(0) \).

We are going to show that \( \sigma \) must be the neutral element of \( G \). Let \( s \geq 1 \) denote the order of \( \sigma \) in \( G \), i.e., the smallest positive integer such that \( \sigma^s \) is the neutral element of \( G \). Let \( D' \) denote the open disk of radius \( R^{1/s} \) centered at the origin and consider the holomorphic map:

\[ \rho : D' \ni \omega \mapsto \zeta_0 + \omega^s \in D. \]

If \( \epsilon' : [0, 1] \ni t \mapsto r^{1/s} e^{2\pi it} \in D' \) denotes the circle centered at the origin of radius \( r^{1/s} \) then \( \rho \circ \epsilon' = \epsilon'^s \) is the \( s \)-th iterate of the circle \( \epsilon \) (see (A.6.10)) and the continuous lifting of the curve \( \text{char} \circ T \circ \epsilon'^s = \text{char} \circ T \circ \rho \circ \epsilon' \) with respect to the covering \( \phi_r \) starting at \( \gamma(0) \) is the map \( \gamma^s : [0, 1] \to C^k \) defined in (A.6.11) (with \( g = \sigma^s \)):

We have:

\[ \gamma^s(1) = (\sigma^s)_\ast(\gamma(0)) = \gamma(0) = \gamma^s(0); \]

\( \text{Given a norm on } V \text{ we define the operator norm in } \text{Lin}(V) \text{ as usual by setting } \|L\| = \sup_{\|v\|=1} \|L(v)\|. \)
Therefore, by the result of Exercise A.22, there exists a continuous lifting \( \lambda \) of 
\( \text{char} \circ T \circ \rho|_{D' \setminus \{0\}} \) with 
\( \lambda(r^{1/s}) = \gamma(0) \in \mathbb{C}^k \):

\[
\begin{array}{ccc}
D' \setminus \{0\} & \xrightarrow{\rho} & D \setminus \{\zeta_0\} \\
\text{char} \circ T & \xrightarrow{\phi_r} & \phi_r(\mathbb{C}^k)
\end{array}
\]

The map \( \tilde{\lambda} \) is holomorphic by the result of Exercise A.8. For 
\( i = 1, \ldots, k, \omega \in D' \setminus \{0\} \), we set:

\[
\tilde{P}_i(\omega) = P_{\lambda_i(\omega)}((T \circ \rho)(\omega)).
\]

By Lemma A.5.3, the maps \( \tilde{P}_i : D' \setminus \{0\} \rightarrow \text{Lin}(\mathbb{V}) \) are holomorphic. Part (a) 
of Lemma A.5.5 says that \( \lambda \) has a (\( \mathbb{C}^k \)-valued) holomorphic extension to \( D' \). By 
Corollary A.5.6, either \( \tilde{P}_i \) has a holomorphic extension to \( D' \) or:

\[
\lim_{\omega \to 0} \|\tilde{P}_i(\omega)\| = +\infty.
\]

But the latter case is excluded by our hypothesis (A.6.2) and therefore \( \tilde{P}_i \) has a 
holomorphic extension to \( D' \). In what follows, \( \lambda \) and \( \tilde{\lambda} \) will also be used to 
denote their holomorphic extensions to \( D' \).

We claim that:

\[
(\text{A.6.3}) \quad \tilde{\lambda}(e^{2\pi i/\omega}) = \sigma_*(\tilde{\lambda}(\omega)),
\]

for all \( \omega \in D' \setminus \{0\} \). Our strategy to prove (A.6.3) is to show that the maps:

\[
D' \setminus \{0\} \ni \omega \mapsto \tilde{\lambda}(e^{2\pi i/\omega}) \in \mathbb{C}^k;
\]

\[
D' \setminus \{0\} \ni \omega \mapsto \sigma_*(\tilde{\lambda}(\omega)) \in \mathbb{C}^k
\]

are both (continuous) liftings with respect to \( \phi_r \) of the same map and that they are 
equal at the point \( \omega = r^{1/s} \). Equality (A.6.3) will then follow from uniqueness of 
liftings (see Exercise 3.19). We have:

\[
\phi_r(\tilde{\lambda}(e^{2\pi i/\omega})) = (\text{char} \circ T)(\rho(e^{2\pi i/\omega})) = (\text{char} \circ T)(\rho(\omega)),
\]

and:

\[
(\phi_r \circ \sigma_*)(\tilde{\lambda}(\omega)) = \phi_r(\tilde{\lambda}(\omega)) = (\text{char} \circ T)(\rho(\omega)).
\]

Now observe that \( \tilde{\lambda} \circ \epsilon^t \) is a lifting with respect to \( \phi_r \) of the curve 
\( \text{char} \circ T \circ \epsilon^t \) starting at \( \gamma(0) \) and therefore \( \lambda \circ \epsilon^t = \gamma^s \). Thus:

\[
\tilde{\lambda}(e^{2\pi i/s}\epsilon^t) = \tilde{\lambda}(\epsilon^t(\frac{1}{s})) = \gamma^s(\frac{1}{s}) = \sigma_*(\gamma(0)) = \sigma_*(\tilde{\lambda}(r^{1/s})).
\]

This proves the claim (A.6.3).

From (A.6.3) we get:

\[
(\text{A.6.4}) \quad \tilde{P}_i(e^{2\pi i/\omega}) = \tilde{P}_{\sigma(i)}(\omega),
\]

for all \( i = 1, \ldots, k, \omega \in D' \setminus \{0\} \); namely:

\[
\tilde{P}_i(e^{2\pi i/\omega}) = P_{\lambda_i(e^{2\pi i/\omega})}((T \circ \rho)(e^{2\pi i/\omega})) = P_{\lambda_i(e^{2\pi i/\omega})}((T \circ \rho)(\omega)) = P_{\lambda_{\sigma(i)}(\omega)}((T \circ \rho)(\omega)) = \tilde{P}_{\sigma(i)}(\omega),
\]
Now assume by contradiction that $\sigma$ is not the neutral element of $G$. Then, for some $i = 1, \ldots, k$, $\sigma(i) \neq i$ and $\tilde{P}_i(\omega) \circ \tilde{P}_{\sigma(i)}(\omega) = 0$, for all $\omega \in D' \setminus \{0\}$; by (A.6.4), we get:
\[
\tilde{P}_i(\omega) \circ \tilde{P}_i(e^{2\pi i/s}\omega) = 0,
\]
for all $\omega \in D' \setminus \{0\}$. By continuity, the equality above also holds with $\omega = 0$:
\[
\tilde{P}_i(0) \circ \tilde{P}_i(0) = 0.
\]
But $\tilde{P}_i(\omega) \circ \tilde{P}_i(\omega) = \tilde{P}_i(\omega)$ for $\omega \neq 0$ and, again by continuity:
\[
\tilde{P}_i(0) = 0.
\]
But the operator norm of a nonzero projection operator is greater than or equal to 1 and thus $\|\tilde{P}_i(\omega)\| \geq 1$, for $\omega \neq 0$, contradicting $\tilde{P}_i(0) = 0$. This contradiction proves that $\sigma$ is the neutral element of $G$ and that $\gamma(0) = \gamma(1)$. The result of Exercise A.22 now gives us the existence of a continuous lifting $\lambda : D \setminus \{0\} \to \mathbb{C}^k$ of the map $\text{char} \circ T|_{D \setminus \{0\}}$ with respect to $\phi_r$; the map $\lambda$ is holomorphic by the result of Exercise A.8 and it admits a holomorphic extension to $D$, by part (a) of Lemma A.5.5. Since $\phi_r \circ \lambda$ equals $\text{char} \circ T$ in $D \setminus \{\zeta_0\}$, equality (A.6.1) holds for $\zeta \in D \setminus \{\zeta_0\}$; by continuity, it also holds in $\zeta = \zeta_0$. The maps $P_i$ are holomorphic (in $D \setminus \{\zeta_0\}$) by Lemma A.5.3 and using Corollary A.5.6 and our hypothesis (A.6.2), we see that the maps $P_i$ admit holomorphic extensions to $D$. This concludes the proof. \hfill \box

In Proposition A.6.2 we have seen that (under the boundedness hypothesis (A.6.2)) the eigenprojection maps $P_i$ are holomorphic in $D \setminus \{\zeta_0\}$ and admit holomorphic extensions to $D$; what are the maps $P_i(\zeta_0)$? Notice that the fact that equality (A.6.1) holds for $\zeta = \zeta_0$ implies that:
\[
\text{spc}(T(\zeta_0)) = \{\lambda_1(\zeta_0), \ldots, \lambda_k(\zeta_0)\}
\]
although the complex numbers $\lambda_i(\zeta_0), i = 1, \ldots, k$ cannot be distinct, since $\zeta_0$ is a singular point, i.e., $\#\text{char}(T(\zeta_0)) < k$.

**A.6.4. LEMMA.** Under the assumptions of Proposition A.6.2, the maps $P_i(\zeta_0)$, $i = 1, \ldots, k$ are the projections with respect to a direct sum decomposition of $V$ in $T(\zeta_0)$-invariant subspaces. The image of $P_i(\zeta_0)$ is an $r_i$-dimensional subspace of the generalized eigenspace $K_{\lambda_i(\zeta_0)}(T(\zeta_0))$.

**PROOF.** For $\zeta \neq \zeta_0$, we have:
\[
\sum_{i=1}^k P_i(\zeta) = \text{Id}, \quad P_i(\zeta) \circ P_j(\zeta) = 0, \quad i \neq j;
\]
namely, this is the same as the statement that the maps $P_i(\zeta)$ are the projections relatively to a direct sum decomposition of $V$. By continuity, such equalities also hold at $\zeta = \zeta_0$.

Notice that the lower semi-continuity of the rank of a linear map implies that the dimension of the image of $P_i(\zeta_0)$ is at most $r_i$; on the other hand, the sum of such dimensions is equal to $n$ and therefore the rank of $P_i(\zeta_0)$ must be $r_i$.

The fact that the image of $P_i(\zeta)$ is $T(\zeta)$-invariant is equivalent to:
\[
T(\zeta) \circ P_i(\zeta) = P_i(\zeta) \circ T(\zeta);
\]
by continuity, such equality holds at \( \zeta = \zeta_0 \). Finally, the fact that the image of \( P_i(\zeta) \) is a subspace of the generalized eigenspace \( \mathcal{K}_{\lambda_i(\zeta)}(T(\zeta)) \) is equivalent to:

\[
(\lambda_i(\zeta)\text{Id} - T(\zeta))^n \circ P_i(\zeta) = 0.
\]

Again, by continuity, such equality also holds at \( \zeta = \zeta_0 \). \( \square \)

In fact, it is not hard to show that the eigenprojections of \( T(\zeta_0) \) are equal to appropriate sums of the projection operators \( P_i(\zeta_0) \) (see Exercise A.24).

We can now use the holomorphy of the eigenprojections \( P_i \) to construct holomorphic basis of generalized eigenvectors:

**A.6.5. Lemma.** Let \( \zeta_0 \in A \) be fixed and assume that either \( \zeta_0 \) is regular or that \( \zeta_0 \) is singular but there exists a sequence \( (\zeta_i)_{i \geq 1} \) in \( A \setminus \{\zeta_0\} \) converging to \( \zeta_0 \) such that (A.6.2) holds. Then, there exists an open disk \( D \subset A \) centered at \( \zeta_0 \) and holomorphic maps \( \Lambda : D \to \mathbb{C}^n, e_\alpha : D \to \mathcal{V}, \alpha = 1, \ldots, n, \) such that:

(a) \( \text{char}(T(\zeta)) = \prod_{\alpha=1}^n (Z - \Lambda_\alpha(\zeta)), \) for all \( \zeta \in D; \)

(b) \( (e_\alpha(\zeta))_{\alpha=1}^n \) is a basis of \( \mathcal{V}, \) for all \( \zeta \in D; \)

(c) \( e_\alpha(\zeta) \) is in the generalized eigenspace \( \mathcal{K}_{\lambda_\alpha(\zeta)}(T(\zeta)) \), for \( \alpha = 1, \ldots, n, \) \( \zeta \in D. \)

**Proof.** Let \( D \subset A \) be an open disk centered at \( \zeta_0, \) \( \lambda : D \to \mathbb{C}^k \) be a holomorphic map and \( r \) be a \( k \)-tuple of positive integers such that (A.6.1) holds, for all \( \zeta \in D; \) those are obtained from Proposition A.6.1 (if \( \zeta_0 \) is regular) or from Proposition A.6.2 (if \( \zeta_0 \) is singular). Define \( i : \{1, \ldots, n\} \to \{1, \ldots, k\} \) by setting:

\[
(i(1), \ldots, i(n)) = (1, \ldots, 1, k_1, \ldots, k_r).
\]

Now define \( \Lambda : D \to \mathbb{C}^n \) as:

\[
\Lambda_\alpha(\zeta) = \lambda_{i(\alpha)}(\zeta),
\]

for all \( \alpha = 1, \ldots, n, \) \( \zeta \in D. \) Clearly, the condition in part (a) of the statement of the lemma holds. Set:

(A.6.6) \( P_i(\zeta) = P_{\lambda_i(\zeta)}(T(\zeta)), \)

for \( i = 1, \ldots, k, \) \( \zeta \in D \setminus \{\zeta_0\}. \) If \( \zeta_0 \) is regular, we also use formula (A.6.6) to define \( P_i(\zeta) \) at \( \zeta = \zeta_0; \) if \( \zeta_0 \) is singular, we consider the holomorphic extension of \( P_i \) to \( D. \) In any case, we get holomorphic maps \( P_i : D \to \text{Lin}(\mathcal{V}) \) that satisfy (A.6.6) for \( \zeta \in D \setminus \{\zeta_0\} \) and such that the maps \( P_i(\zeta_0) \) are projections with respect to a direct sum decomposition of \( \mathcal{V} \) into \( T(\zeta_0) \)-invariant subspaces of the corresponding generalized eigenspaces (see Propositions A.6.1 and A.6.2 and Lemma A.6.4). Let \( (e_\alpha^0)_{\alpha=1}^n \) be a basis of \( \mathcal{V} \) such that \( e_\alpha^0 \) is in the image of \( P_{i(\alpha)}(\zeta_0), \) for \( \alpha = 1, \ldots, n; \) the basis \( (e_\alpha^0)_{\alpha=1}^n \) is obtained by putting together arbitrary bases of the images of the projections \( P_i(\zeta_0), i = 1, \ldots, k. \) Set:

\[
e_\alpha(\zeta) = P_{i(\alpha)}(e_\alpha^0),
\]

for \( \alpha = 1, \ldots, n, \) \( \zeta \in D. \) Clearly, the map \( e_\alpha : D \to \mathcal{V} \) is holomorphic and the vector \( e_\alpha(\zeta) \) is in the generalized eigenspace \( \mathcal{K}_{\lambda_\alpha(\zeta)}(T(\zeta)) \), for \( \alpha = 1, \ldots, n, \) \( \zeta \in D. \) By continuity, \( (e_\alpha(\zeta))_{\alpha=1}^n \) is a basis of \( \mathcal{V}, \) for \( \zeta \in D \) in an open disk centered at \( \zeta_0 \) contained in \( D. \) \( \square \)
A.6.6. Remark. Assume that in Lemma A.6.4 we are given a real form $V$ of $V$, that $T(\zeta_0)$ preserves the real form $V$ and that the eigenvalues of $T(\zeta_0)$ are all real. In this case, the maps $e_\alpha : D \to V$ can be chosen with the following property: if $\zeta \in D$ is such that $T(\zeta)$ preserves the real form $V$ and $T(\zeta)$ has only real eigenvalues, then $e_\alpha(\zeta) \in V$, for $\alpha = 1, \ldots, n$. In order to obtain the maps $e_\alpha$ with such property, in the proof of Lemma A.6.4, one chooses the basis $(e_\alpha^0)_{\alpha=1}^n$ of $V$ consisting only of vectors of $V$. Observe that if $T(\zeta)$ preserves $V$ and has only real eigenvalues then the corresponding eigenprojections $P_\zeta(\zeta)$ preserve $V$.

Proof of Theorem A.1. Let $V = V^C$ denote the complexification of $V$ and let $V$ be endowed with the Hermitian product which is the unique sesquilinear extension of $\langle \cdot, \cdot \rangle$ to $V$ (see Example 1.3.15). Since $\text{Lin}(V)$ is a complexification of $\text{Lin}(V)$ (see Lemma 1.3.10), by the result of Exercise A.25, there exists a holomorphic map $T^C : D \to \text{Lin}(V)$ defined in an open disk $D \subset \mathbb{C}$ centered at $t_0$ such that $T^C(t) = T(t)^C$, for all $t \in D \cap I$. Recalling Remark 1.3.16, the linear map $T^C(t)$ is Hermitian, for all $t \in D \cap I$. In particular, if $(\zeta_i)_{i \geq 1}$ is any sequence in $(D \cap I) \setminus \{t_0\}$ converging to $t_0$, (A.6.2) holds (see Remark A.6.3). By possibly replacing $D$ with a smaller disk, we can find holomorphic maps $\Lambda : D \to \mathbb{C}^n$, $e_\alpha : D \to V$, $\alpha = 1, \ldots, n$, such that (a), (b) and (c) in the statement of Lemma A.6.5 hold. Since, for $t \in D \cap I$, the linear map $T^C(t)$ preserves the real form $V$ of $V$ and has only real eigenvalues, recalling Remark A.6.6, we can choose the maps $e_\alpha$ in such a way that $(e_\alpha(t))_{\alpha=1}^n$ is a basis of $V$, for all $t \in D \cap I$.

Let $B : V \times V \to \mathbb{C}$ denote the bilinear extension of $\langle \cdot, \cdot \rangle$ to $V$. By the result of Exercise A.10, the basis $(e_\alpha(t_0))_{\alpha=1}^n$ of $V$ is nondegenerate with respect to $B$; therefore, by the result of Exercise A.11, possibly reducing the size of the disk $D$, we can find holomorphic maps $e'_\alpha : D \to V$, $\alpha = 1, \ldots, n$, such that, for all $\zeta \in D$, the basis $(e'_\alpha(\zeta))_{\alpha=1}^n$ is obtained from the basis $(e_\alpha(\zeta))_{\alpha=1}^n$ by the bilinear Gram–Schmidt process explained in Exercise A.9. For $t \in D \cap I$, since the map $T^C(t)$ is Hermitian, its generalized eigenspaces coincide with its (standard) eigenspaces, so that $e_\alpha(t) \in V$ is an eigenvector of $T(t)$ corresponding to the (real) eigenvalue $\Lambda_\alpha(t)$, $\alpha = 1, \ldots, n$. Since the eigenspaces of a symmetric linear map are pairwise orthogonal, $e'_\alpha(t) \in V$ is also an eigenvector of $T(t)$ corresponding to the eigenvalue $\Lambda_\alpha(t)$. Clearly, the restriction of the holomorphic maps $e'_\alpha : D \to V$ to $D \cap I$ are ($V$-valued) real analytic maps. This concludes the proof. 

Exercises for Appendix A

Exercise A.1. Let $V$ be a vector space and $(v_i)_{i=1}^n$ be a basis of $V$. Show that $p : V \to \mathbb{C}$ is a polynomial if and only if there exists a natural number $k$ and complex numbers $c_{\alpha_1 \ldots \alpha_n} \in \mathbb{C}$, $\alpha_1, \ldots, \alpha_n \in \{0, \ldots, k\}$ such that:

\begin{equation}
(A.6.7) \quad p(z) = \sum_{\alpha_1, \ldots, \alpha_n=0}^k c_{\alpha_1 \ldots \alpha_n} z_1^{\alpha_1} \ldots z_n^{\alpha_n},
\end{equation}

for all $z \in V$, where $(z)_{i=1}^n$ denote the coordinates of $z$ in the basis $(v_i)_{i=1}^n$.

Exercise A.2. Let $V$, $W$ be vector spaces and let $(\alpha_i)_{i=1}^m$ be a basis of the dual space $V^\vee$. Show that a map $p : V \to W$ is a polynomial if and only if $\alpha_i \circ p$ is a polynomial, for all $i = 1, \ldots, m$. Observe that this means that if $(w_i)_{i=1}^m$ is a
basis of \( W, p_i : \mathcal{V} \to \mathbb{C}, i = 1, \ldots, m \) are maps then:

\[
\mathcal{V} \ni z \mapsto \sum_{i=1}^{m} p_i(z) w_i \in W
\]

is a polynomial if and only if \( p_1, \ldots, p_m \) are polynomials.

**Exercise A.3.** Show that the sum and the composition of polynomials are polynomials.

**Exercise A.4.** Let \( \mathcal{V} \) be a complex vector space. Show that the map:

\[
\text{GL}(\mathcal{V}) \ni T \mapsto T^{-1} \in \text{Lin}(\mathcal{V})
\]

is holomorphic. Conclude that, for any \( T \in \text{Lin}(\mathcal{V}) \), the resolvent map:

\[
z \mapsto (z\text{Id} - T)^{-1} \in \text{Lin}(\mathcal{V})
\]

is a holomorphic map defined on the complement in \( \mathbb{C} \) of the set of eigenvalues of \( T \).

**Exercise A.5.** Let \( \mathcal{V} \) be a complex vector space, \( A \) be an open subset of \( \mathbb{C} \), \( z_0 \in A \) and \( f : A \setminus \{z_0\} \to \mathcal{V} \) be a holomorphic map. Assume that there exists a natural number \( m \geq 0 \) such that the map \( z \mapsto f(z)(z - z_0)^m \) is bounded near \( z_0 \). Show that either \( f \) admits a holomorphic extension to \( A \) or:

\[
\lim_{z \to z_0} \|f(z)\| = +\infty,
\]

where \( \| \cdot \| \) is an arbitrarily fixed norm in \( \mathcal{V} \).

**Exercise A.7.** Let \( \mathcal{V} \) be a complex vector space, \( A \) be a connected open subset of \( \mathbb{C} \) and let \( f : A \to \mathcal{V} \) be a nonzero holomorphic function. Show that \( f^{-1}(0) \) is discrete and closed in \( A \).

**Exercise A.8.** Let \( M, \tilde{N}, N \) be complex manifolds, \( f : M \to \tilde{N} \) be a continuous map and \( q : \tilde{N} \to N \) be a holomorphic local diffeomorphism. If \( q \circ f \) is holomorphic, show that \( f \) is holomorphic.

**Exercise A.9 (bilinear Gram–Schmidt process).** Let \( \mathcal{V} \) be a complex \( n \)-dimensional vector space endowed with a nondegenerate symmetric bilinear form \( B : \mathcal{V} \times \mathcal{V} \to \mathbb{C} \). A basis \( (e_i)_{i=1}^{n} \) of \( \mathcal{V} \) is said to be nondegenerate (with respect to \( B \)) if for all \( i = 1, \ldots, n \), the restriction of \( B \) to the subspace of \( \mathcal{V} \) spanned by \( \{e_1, \ldots, e_i\} \) is nondegenerate. If \( (e_i)_{i=1}^{n} \) is a nondegenerate basis of \( \mathcal{V} \), show that:

\[
(A.6.8) \quad \tilde{e}_1 = e_1, \quad \tilde{e}_i = e_i - \frac{i-1}{\sum_{j=1}^{i-1} B(e_i, \tilde{e}_j) / B(\tilde{e}_j, \tilde{e}_j)} \tilde{e}_j, \quad i = 2, \ldots, n
\]
defines a basis \((\tilde{e}_i)_{i=1}^n\) of \(V\) such that \(B(\tilde{e}_i, \tilde{e}_j) = 0\), for all \(i, j = 1, \ldots, n, i \neq j\), and \(B(\tilde{e}_i, \tilde{e}_i) \neq 0\), for \(i = 1, \ldots, n\). Choosing a square root \(B(\tilde{e}_i, \tilde{e}_i)^{1/2}\) of \(B(\tilde{e}_i, \tilde{e}_i)\) for all \(i = 1, \ldots, n\), and setting:

\[ e'_i = \frac{1}{B(\tilde{e}_i, \tilde{e}_i)^{1/2}} \tilde{e}_i, \quad i = 1, \ldots, n, \]

we get an orthonormal basis \((e'_i)_{i=1}^n\) of \(V\) with respect to \(B\).

**Exercise A.10.** Let \(V\) be a real \(n\)-dimensional vector space endowed with an inner product \((\cdot, \cdot)\), let \(V = V^\mathbb{C}\) be a complexification of \(V\) and let \(B : V \times V \rightarrow \mathbb{C}\) denote the bilinear extension of \((\cdot, \cdot)\) to \(V\) (see Example 1.3.15). Show that every basis of \(V\) (which is automatically a basis of \(V\)) is nondegenerate with respect to \(B\) (see Exercise A.9).

**Exercise A.11** (holomorphic Gram–Schmidt process). Let \(V\) be a complex \(n\)-dimensional vector space endowed with a nondegenerate symmetric bilinear form \(B : V \times V \rightarrow \mathbb{C}\) and let \(\Omega\) be the subset of \(V^n\) consisting of all nondegenerate bases of \(V\). Show that:

(a) \(\Omega\) is open in \(V^n\);
(b) the map \(\Omega \ni (e_1, \ldots, e_n) \mapsto (\tilde{e}_1, \ldots, \tilde{e}_n) \in V^n\) (see Exercise A.9) is meromorphic;
(c) in a sufficiently small neighborhood of any point of \(\Omega\), there exists a holomorphic map \((e_1, \ldots, e_n) \mapsto (e'_1, \ldots, e'_n) \in V^n\) such that \(e'_i\) is parallel to \(\tilde{e}_i\) and \(B(e'_i, e'_i) = 1\), for \(i = 1, \ldots, n\).

**Exercise A.12.** Let \(X, Y\) be topological spaces and \(f : X \rightarrow Y\) be a proper map. Show that \(f\) is closed under any one of the following assumptions:

(i) \(X\) and \(Y\) are metrizable;
(ii) \(Y\) is Hausdorff and it is first countable, i.e., every point of \(Y\) has a countable fundamental system of neighborhoods;
(iii) \(Y\) is locally compact and Hausdorff.

**Exercise A.13.** Let \(X, Y\) be topological spaces and \(f : X \rightarrow Y\) be a continuous, closed and surjective map. Show that \(f\) is a quotient map, i.e., a subset \(A\) of \(Y\) is open if and only if \(f^{-1}(A)\) is open in \(X\).

**Exercise A.14.** Let \(V\) be a real (or complex) vector space and let \(f : [a, b] \rightarrow V\) be a map. We say that a vector \(v \in V\) is a Riemann integral of \(f\) if for every linear functional \(\alpha \in V^*\) the map \(\alpha \circ f\) is Riemann integrable and its integral is equal to \(\alpha(v)\). Show that:

(i) if \(f : [a, b] \rightarrow V\) has a Riemann integral (in this case we call \(f\) Riemann integrable) then it is unique. We denote the Riemann integral of \(f\) by \(\int_a^b f\).
(ii) If \((v_i)_{i=1}^n\) is a basis for \(V\) and \(f = \sum_{i=1}^n f_i v_i\) then \(f\) is Riemann integrable if and only if each \(f_i\) is Riemann integrable; moreover, \(\int_a^b f = \sum_{i=1}^n \left( \int_a^b f_i \right) v_i\).
(iii) If \(f : [a, b] \rightarrow V\) has a Riemann integral and the image of \(f\) is contained in a subspace \(W\) of \(V\) then the Riemann integral of \(f\) is in \(W\) (and it is equal to the Riemann integral of the map \(f : [a, b] \rightarrow W\)).
(iv) If $V, W$ are vector spaces, $L : V \to W$ is a linear map and $f : [a, b] \to V$ is Riemann integrable then $L \circ f$ is Riemann integrable and $\int_a^b L \circ f = L(\int_a^b f)$.

**Exercise A.15.** Let $V$ be a complex vector space, $f : A \to V$ be a map defined in a subset $A$ of $\mathbb{C}$ and $\gamma : [a, b] \to \mathbb{C}$ be a curve of class $C^1$ whose image is contained in $A$. We define the line integral $\int_\gamma f$ by setting:

$$\int_\gamma f = \int_a^b f(\gamma(t))\gamma'(t) \, dt \in V,$$

whenever the integral on the righthand side exists (this is the case, for instance, if $f$ is continuous). Generalize items (ii) and (iii) of Exercise A.14 to the context of line integrals.

**Exercise A.16.** Let $V$ be a complex vector space endowed with a norm $\| \cdot \|$. Let $f : A \to V$ be a map defined in a subset $A$ of $\mathbb{C}$, $\gamma : [a, b] \to \mathbb{C}$ be a curve of class $C^1$ with image contained in $A$. If the line integral $\int_\gamma f$ exists, prove that:

$$\left\| \int_\gamma f \right\| \leq \sup_{z \in \text{Im}(\gamma)} \| f(z) \| \text{ length}(\gamma).$$

**Exercise A.17.** Let $V$ be a complex vector space, $A$ be a subset of $\mathbb{C}$, $\gamma : [a, b] \to \mathbb{C}$ be a curve of class $C^1$ whose image is contained in $A$ and $(f_i)_{i \geq 1}$ be a sequence of continuous maps $f_i : A \to \mathbb{C}$ converging uniformly to a (necessarily continuous) map $f : A \to \mathbb{C}$. Show that:

$$\lim_{i \to \infty} \int_\gamma f_i = \int_\gamma f.$$

**Exercise A.18.** Let $V$ be a complex vector space, $A$ be an open subset of $\mathbb{C}$ and $f : [a, b] \times A \to V$ be a continuous map such that:

(i) for all $t \in [a, b]$, the map $f(t, \cdot) : A \to V$ is holomorphic;
(ii) if $\partial_2 f(t, z) \in V$ denotes the derivative of $f(t, \cdot)$ at $z$ then the map $\partial_2 f : [a, b] \times A \to V$ is continuous$^5$.

Show that the map:

$$A \ni z \mapsto \int_a^b f(t, z) \, dt \in V$$

is holomorphic and that its derivative at $z \in A$ is equal to:

$$\int_a^b \partial_2 f(t, z) \, dt.$$

Generalize the result you have proven to the context of line integrals.

**Exercise A.19.** Let $X$ be a set.

(i) If $f : X \to \mathbb{C}$ is a map with $\inf_{x \in X} |f(x)| > 0$ and if $(f_i)_{i \geq 1}$ is a sequence of maps $f_i : X \to \mathbb{C}$ that converges uniformly to $f$, show that $f_i^{-1}(0) = \emptyset$ for $i$ sufficiently large and that $(\frac{1}{f_i})_{i \geq 1}$ converges uniformly to $\frac{1}{f}$.

---

$^5$Actually, the continuity of $f$ implies the continuity of $\partial_2 f$. This can be seen by writing $\partial_2 f$ as a line integral, using Cauchy integral formula.
(ii) If \((f_i)_{i \geq 1}, (g_i)_{i \geq 1}\) are sequences of maps \(f_i : X \to \mathbb{C}, g_i : X \to \mathbb{C}\) converging uniformly to bounded maps \(f : X \to \mathbb{C}, g : X \to \mathbb{C}\), respectively, show that \((f,g_i)_{i \geq 1}\) converges uniformly to \(fg\).

**Exercise A.20.** Let \(V\) be a vector space and consider a norm on \(\text{Lin}(V)\) defined as in the statement of Corollary A.4.3. If \(T \in \text{Lin}(V)\) is invertible, prove that:

\[
\|T^{-1}\| \leq \frac{(n-1)!}{|\det(T)|} \|T\|^{n-1}.
\]

**Exercise A.21.** Let \(\zeta_0 \in \mathbb{C}, R > 0\) and consider the open disk:

\[
D = \{ \zeta \in \mathbb{C} : |\zeta - \zeta_0| < R \}.
\]

Given \(r \in ]0, R[\), show that the fundamental group \(\pi_1(D \setminus \{\zeta_0\}, \zeta_0 + r)\) is infinite cyclic and that the homotopy class of the curve:

\[
(A.6.9) \quad c : [0, 1] \ni t \mapsto \zeta_0 + re^{2\pi i t} \in D
\]

is a generator.

**Exercise A.22.** Let \(\zeta_0, R, D, r, c\) be as in Exercise A.21, let \(p : E \to B\) be a covering map, \(f : D \setminus \{\zeta_0\} \to B\) be a continuous map and \(e_0 \in E\) be such that \(p(e_0) = f(\zeta_0 + r)\). If \(\gamma : [0, 1] \to E\) denotes the continuous lifting of \(f \circ c\) with \(\gamma(0) = e_0\), assume that \(\gamma(1) = e_0\). Show that there exists a unique continuous map \(\tilde{f} : D \setminus \{\zeta_0\} \to E\) with \(p \circ \tilde{f} = f\) and \(\tilde{f}(\zeta_0 + r) = e_0\).

**Exercise A.23.** Let \(\zeta_0, R, D, r, c, p : E \to B, f : D \setminus \{\zeta_0\} \to B, e_0, \gamma\) be as in Exercise A.22. Assume that there exists a continuous map \(g : E \to E\) such that \(p \circ g = p\) and \(g(\gamma(0)) = \gamma(1)\). Let \(s \geq 1\) be a positive integer and consider the curve:

\[
(A.6.10) \quad c^s : [0, 1] \ni t \mapsto \zeta_0 + re^{2\pi ist} \in D.
\]

Show that the continuous lifting \(\tilde{\gamma}^s : [0, 1] \to E\) of \(f \circ c^s\) with \(\tilde{\gamma}^s(0) = e_0\) is given by:

\[
(A.6.11) \quad \tilde{\gamma}^s(t) = g^{(i)}(\tilde{\gamma}(st - i)), \quad t \in \left[\frac{i}{s}, \frac{i+1}{s}\right], \quad i = 0, 1, \ldots, s - 1,
\]

where \(g^{(i)} : E \to E\) denotes the \(i\)-th iterate of \(g\) \((g^{(0)}\) is the identity map of \(E\)).

**Exercise A.24.** Under the assumptions of Proposition A.6.2, show that:

\[
P_\mu(T(\zeta_0)) = \sum_{\lambda_i(\zeta_0) = \mu} P_i(\zeta_0),
\]

for all \(\mu \in \text{spc}(T(\zeta_0))\).

**Exercise A.25.** Let \(V\) be a real vector space and \((a_n)_{n \geq 0}\) a sequence in \(V\) such that the power series:

\[
\sum_{n=0}^{\infty} a_n(t - t_0)^n
\]

converges in \(V\) for all \(t\) in an open interval \([t_0 - r, t_0 + r]\) centered at \(t_0 \in \mathbb{R}\). If \((V^\mathbb{C}, i)\) is a complexification of \(V\), show that the power series:

\[
\sum_{n=0}^{\infty} i(a_n)(z - t_0)^n
\]
converges in $V^C$ for all $z \in \mathbb{C}$ with $|z - t_0| < r$. Conclude that if $f : I \to V$ is a real analytic function defined in an open interval $I \subset \mathbb{R}$ then for every $t_0 \in I$, there exists a holomorphic function $f^C : D \to V^C$ defined in an open disk $D \subset \mathbb{C}$ centered at $t_0$ such that $f^C(t) = \iota(f(t))$, for all $t \in D \cap I$. 
APPENDIX B

Generalized Jordan Chains

In what follows we consider fixed a finite-dimensional vector space $V$ and a sequence $(B^n)_{n \geq 0}$ of symmetric bilinear forms $B^n \in B_{\text{sym}}(V)$. As usual (see Section 1.1), a bilinear form in a vector space is identified with a linear map from the vector space to its dual.

For each non negative integer $k$, we define a linear map $C_k : V^{k+1} \rightarrow V^*$ by setting:

$$C_k(u_0, \ldots, u_k) = \sum_{i=0}^{k} B^{k-i}(u_i),$$

for all $u_0, \ldots, u_k \in V$. Observe that:

\begin{equation}
C_{k+1}(0, u_0, \ldots, u_k) = C_k(u_0, \ldots, u_k),
\end{equation}

for all $u_0, \ldots, u_k \in V$.

**B.1. Definition.** Given a positive integer $k$, a sequence $(u_0, \ldots, u_{k-1}) \in V^k$ will be called a generalized Jordan chain (of length $k$) if:

$$C_p(u_0, \ldots, u_p) = 0,$$

for all $p = 0, \ldots, k - 1$. The set of all generalized Jordan chains of length $k$ will be denoted by $J_k \subset V^k$. We let $J_0$ denote the null vector space.

Clearly, $J_k$ is a subspace of $V^k$, for all $k \geq 0$. Observe that we have a linear injection:

\begin{equation}
J_k \ni (u_0, \ldots, u_{k-1}) \mapsto (0, u_0, \ldots, u_{k-1}) \in J_{k+1}
\end{equation}

whose image is $J_{k+1} \cap \{(0) \oplus V^k\}$ (see Exercise B.1).

**B.2. Definition.** For each positive integer $k$, we let $W_k$ denote the subspace of $V^k$ which is the image under the projection onto the first coordinate of the subspace $J_k$ of $V^k$; more explicitly, $W_k$ is the set of those $u_0 \in V$ which are the first coordinate of a generalized Jordan chain of length $k$. We also set $W_0 = V$.

Since an initial segment of a generalized Jordan chain is also a generalized Jordan chain, it follows that $W_{k+1}$ is a subspace of $W_k$, for all $k \geq 0$. Moreover:

\begin{equation}
W_1 = J_1 = \text{Ker}(B^0) \subset V.
\end{equation}

**B.3. Lemma.** Given a positive integer $k$, $(u_0, \ldots, u_{k-1}), (v_0, \ldots, v_{k-1})$ generalized Jordan chains of length $k$ and setting $u_k = 0$, $v_k = 0$, we have:

\begin{equation}
C_k(u_0, \ldots, u_{k-1}, 0) \cdot v_0 = \sum_{i+j \leq k} B^{k-i-j}(u_i, v_j).
\end{equation}
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PROOF. We have:

\[
\sum_{i+j \leq k} B^{k-i-j}(u_i, v_j) = \sum_{j=0}^{k-1} \left( \sum_{i=0}^{k-j} B^{k-i-j}(u_i) \right) \cdot v_j = \sum_{j=0}^{k-1} C_{k-j}(u_0, \ldots, u_{k-j}) \cdot v_j.
\]

If \( j \geq 1 \), \((u_0, \ldots, u_{k-j})\) is a generalized Jordan chain and therefore:

\[ C_{k-j}(u_0, \ldots, u_{k-j}) = 0. \]

Hence the last sum in the equalities (B.5) is equal to \( C_k(u_0, \ldots, u_{k-1}, 0) \cdot v_0. \]

**B.4. COROLLARY.** Given a positive integer \( k \) and generalized Jordan chains \((u_0, \ldots, u_{k-1}), (v_0, \ldots, v_{k-1})\) of length \( k \) then:

\[ C_k(u_0, \ldots, u_{k-1}, 0) \cdot v_0 = C_k(v_0, \ldots, v_{k-1}, 0) \cdot u_0. \]

**PROOF.** Simply observe that the righthand side of (B.4) is symmetric with respect to \((u_0, \ldots, u_k)\) and \((v_0, \ldots, v_k)\).

**B.5. COROLLARY.** Given a positive integer \( k \), \( v_0 \in W_k \) and generalized Jordan chains \((u_0, \ldots, u_{k-1}), (u_0', \ldots, u_{k-1}')\) with \( u_0 = u_0' \) then:

\[ C_k(u_0, \ldots, u_{k-1}, 0) \cdot v_0 = C_k(u_0', \ldots, u_{k-1}', 0) \cdot v_0. \]

**PROOF.** Follows directly from Corollary B.4.

The corollary above allows us to give the following:

**B.6. DEFINITION.** Given a positive integer \( k \), we define a bilinear form \( B_k \) in \( W_k \) by setting:

\[ B_k(u_0, v_0) = C_k(u_0, \ldots, u_{k-1}, 0) \cdot v_0, \]

where \((u_0, \ldots, u_{k-1})\) is an arbitrary generalized Jordan chain starting at \( u_0 \in W_k \) and \( v_0 \in W_k \). We also set \( B_0 = B^0 \).

It follows from Corollary B.4 that \( B_k \) is symmetric.

We are interested in proving that \( \ker(B_k) = W_{k+1} \), for all \( k \geq 0 \). This is obvious for \( k = 0 \) (see (B.3)). It is also easy to check that:

\[ W_{k+1} \subset \ker(B_k). \]

Namely, given \( k \geq 1 \), \( u_0 \in W_{k+1} \), \( v_0 \in W_k \), choose a generalized Jordan chain \((u_0, \ldots, u_k)\) of length \( k+1 \) starting at \( u_0 \) and compute as follows:

\[ B_k(u_0, v_0) = C_k(u_0, \ldots, u_{k-1}, 0) \cdot v_0 = C_k(u_0, \ldots, u_{k-1}, u_k) \cdot v_0 - B^0(u_k, v_0) = 0, \]

because \((u_0, \ldots, u_{k-1}, u_k) \in J_{k+1} \subset \ker(C_k) \) and \( v_0 \in W_k \subset W_1 = \ker(B^0) \).

Given a subspace \( W \) of \( V \), we will denote by \( R_W : V^* \rightarrow W^* \) the restriction map defined by \( R_W(\alpha) = \alpha|_W \), for all \( \alpha \in V^* \). The kernel of \( R_W \) is the annihilator \( W^\circ \subset V^* \) of \( W \) in \( V \). If \( Z \) is a subspace of \( V \) that contains \( W \), we may also consider the annihilator of \( W \) in \( Z \); we choose the convention of denoting by \( W^\circ \) only the annihilator of \( W \) in \( V \), so that the annihilator of \( W \) in \( Z \) is \( R_Z(W^\circ) \subset Z^* \).

We have the following:
B.7. Proposition. For every integer \( k \geq 0 \), we have:

\[
\ker(B_k) = W_{k+1}, \quad \mathcal{R}_{W_1}(C_k(J_k \oplus \{0\})) = \mathcal{R}_{W_1}(W^o_{k+1}) \subset W^*_k.
\]

Proof. We use induction on \( k \). The result is trivial for \( k = 0 \). Let \( k \geq 1 \) be fixed and assume that the result holds for nonnegative integers smaller than \( k \). From the definition of \( B_k \), we have:

\[
(B.7) \quad \mathcal{R}_{W_1}(C_k(J_k \oplus \{0\})) = B_k(W_k) = \mathcal{R}_{W_1}(\ker(B_k)^o);
\]

the last equality follows from the result of Exercise 1.2, by observing that the linear map \( B_k : W_k \to W^*_k \) is equal to its transpose (i.e., \( B_k \) is symmetric). Also (recall (B.1) and (B.2)):

\[
(B.8) \quad \mathcal{R}_{W_1}(W^o_k) = \mathcal{R}_{W_1}(C_{k-1}(J_{k-1} \oplus \{0\})) = \mathcal{R}_{W_1}(C_k(\{0\} \oplus J_{k-1} \oplus \{0\})) \subset \mathcal{R}_{W_1}(C_k(\{0\} \oplus \{0\})),
\]

where the first equality follows from the induction hypothesis. From (B.8) we know that the subspace \( A = \mathcal{R}_{W_1}(C_k(\{0\} \oplus \{0\})) \) of \( W^*_1 \) contains the annihilator of \( W_k \) in \( W_1 \); moreover, (B.7) implies that the image of \( A \) under the restriction map \( W^*_1 \to W^*_k \) is equal to the annihilator of \( \ker(B_k) \) in \( W_k \). Thus, the result of Exercise B.2 (with \( V_0 = W_1, V_1 = W_k, V_2 = \ker(B_k) \)) gives that \( A \) is the annihilator of \( \ker(B_k) \) in \( W_1 \), i.e.:

\[
\mathcal{R}_{W_1}(C_k(J_k \oplus \{0\})) = \mathcal{R}_{W_1}(\ker(B_k)^o).
\]

To conclude the proof it suffices to show that \( \ker(B_k) \subset W_{k+1} \) (recall (B.6)). Let \( u_0 \in \ker(B_k) \) be fixed and choose a generalized Jordan chain \((u_0, \ldots, u_{k-1})\) of length \( k \) starting at \( u_0 \). Since \( u_0 \in \ker(B_k) \), we have:

\[
(B.9) \quad C_k(u_0, \ldots, u_{k-1}, 0) \in W^o_k.
\]

We claim that the affine space:

\[
C_k(\{u_0, \ldots, u_{k-1}, 0\} + \{0\} \oplus J_{k-1} \oplus \{0\})
\]

intercepts \( W^o_1 \). Namely, to prove the claim, it suffices to check that:

\[
(B.10) \quad 0 \in (\mathcal{R}_{W_1} \circ C_k)(\{u_0, \ldots, u_{k-1}, 0\} + \{0\} \oplus J_{k-1} \oplus \{0\}).
\]

The statement (B.10) is obtained from the following observations: the image of \( \{0\} \oplus J_{k-1} \oplus \{0\} \) under \( \mathcal{R}_{W_1} \circ C_k \), which is equal to \( \mathcal{R}_{W_1}(C_{k-1}(J_{k-1} \oplus \{0\})) \), is the annihilator of \( W_k \) in \( W_1 \), by the induction hypothesis. Moreover, \( \mathcal{R}_{W_1} \circ C_k \)(\{u_0, \ldots, u_{k-1}, 0\}) is in the annihilator of \( W_k \) in \( W_1 \), by (B.9). This proves the claim. Therefore, there exists:

\[
(u_0, u'_1, \ldots, u'_{k-1}, 0) \in \{u_0, \ldots, u_{k-1}, 0\} + \{0\} \oplus J_{k-1} \oplus \{0\} \subset J_k \oplus \{0\}
\]

such that \( C_k(u_0, u'_1, \ldots, u'_{k-1}, 0) \in W^o_1 \). But \( W^o_1 = \ker(B^o)^o = B^o(V) \) and therefore there exists \( u_k' \in V \) such that:

\[
B^o(u_k') = -C_k(u_0, u'_1, \ldots, u'_{k-1}, 0).
\]

Hence \( C_{k+1}(u_0, u'_1, \ldots, u'_{k-1}) = 0 \), \( (u_0, u'_1, \ldots, u'_{k}) \) is a generalized Jordan chain and \( u_0 \in W_{k+1} \). \( \square \)
Exercises for Appendix B

**Exercise B.1.** Given a positive integer $k$ and $(u_0, \ldots, u_{k-1}) \in V^k$, show that $(0, u_0, \ldots, u_{k-1})$ is a generalized Jordan chain if and only if $(u_0, \ldots, u_{k-1})$ is a generalized Jordan chain.

**Exercise B.2.** Let $V_0$ be a vector space, $V_2, V_1$ be subspaces of $V_0$ with $V_2 \subset V_1$; denote by $R = \mathcal{R}_{V_1} : V_0^* \to V_1^*$ the restriction map defined by $R(\alpha) = \alpha|_{V_1}$, for all $\alpha \in V_0^*$. Let $A$ be a subspace of $V_0^*$. Assume that $A$ contains the annihilator of $V_1$ in $V_0$ and that $R(A)$ is the annihilator of $V_2$ in $V_1$. Conclude that $A$ is the annihilator of $V_2$ in $V_0$.

**Exercise B.3.** Let $V$ be a real finite dimensional vector space, $B : I \to B_{\text{sym}}(V)$ be a differentiable curve in $B_{\text{sym}}(V)$ defined in an interval $I \subset \mathbb{R}$ and let $t_0 \in I$ be fixed. Set $B^k = \frac{1}{k!} B^{(k)}(t_0)$, where $B^{(k)}$ denotes the $k$-th derivative of $B$. Show that:

(a) if $u : I \to V$ is a differentiable map then $u$ is a root function for $B$ of order greater than or equal to $k$ at $t_0$ if and only if $(u_0, \ldots, u_{k-1})$ is a generalized Jordan chain of length $k$, where $u_i = \frac{1}{i!} u^{(i)}(t_0)$;
(b) the space $W_k$ in Definition B.2 coincides with the $k$-th degeneracy space of $B$ at $t_0$;
(c) the symmetric bilinear form $B_k$ in Definition B.6 is equal to $\frac{1}{k!}$ times the $k$-th degeneracy form of $B$ at $t_0$. 
APPENDIX C

Answers and Hints to the exercises

C.1. From Chapter 1

Exercise 1.1. The naturality of the isomorphism (1.1.1) means that:

\[
\begin{array}{ccc}
\text{Lin}(V, W^*) & \cong & B(V, W) \\
\downarrow & & \downarrow \\
\text{Lin}(L, M^*) & \cong & B(L, M) \\
\downarrow & & \downarrow \\
\text{Lin}(V_1, W_1^*) & \cong & B(V_1, W_1)
\end{array}
\]

where \( L \in \text{Lin}(V_1, V) \), \( M \in \text{Lin}(W_1, W) \) and the horizontal arrows in the diagram are suitable versions of the isomorphism (1.1.1).

Exercise 1.3. Write \( B = B_s + B_a \), with \( B_s(v, w) = \frac{1}{2} (B(v, w) + B(w, v)) \) and \( B_a(v, w) = \frac{1}{2} (B(v, w) - B(w, v)) \).

Exercise 1.5. Use formula (1.2.1).

Exercise 1.6. Every \( v \in V \) can be written uniquely as \( v = \sum_{j \in J} z_j b_j \), where \( z_j = x_j + iy_j, x_j, y_j \in \mathbb{R} \); therefore \( v \) can be written uniquely as a linear combination of the \( b_j \)'s and of the \( J(b_j) \)'s as \( v = \sum_{j \in J} x_j b_j + y_J J(b_j) \).

Exercise 1.7. The uniqueness follows from the fact that \( i(V) \) generates \( V^C \) as a complex vector space. For the existence define \( \tilde{f}(v) = f \circ i^{-1} \circ \Re(v) + i f \circ i^{-1} \circ \Im(v) \), where \( \Re \) and \( \Im \) are the real part and the imaginary part map relative to the real form \( i(V) \) of \( V^C \).

Exercise 1.8. Use Proposition 1.3.3 to get maps \( \phi : V_1^C \to V_2^C \) and \( \psi : V_2^C \to V_1^C \) such that \( \phi \circ \iota_1 = \iota_2 \) and \( \psi \circ \iota_2 = \iota_1 \); the uniqueness of Proposition 1.3.3 gives the uniqueness of the \( \phi \). Using twice again the uniqueness in Proposition 1.3.3, one concludes that \( \psi \circ \phi = \text{Id} \) and \( \phi \circ \psi = \text{Id} \).

Exercise 1.9. If \( Z = U^C \), then obviously \( c(Z) \subset Z \). Conversely, if \( c(Z) \subset Z \) then \( \Re(Z) \) and \( \Im(Z) \) are contained in \( U = Z \cap V \). It follows easily that \( Z = U^C \).

Exercise 1.10. In the case of multi-linear maps, diagram (1.3.2) becomes:

\[
\begin{array}{ccc}
V_1^C \times \cdots \times V_p^C & \xrightarrow{f} & W \\
\iota_1 \times \cdots \times \iota_p & \uparrow & \\
V_1 \times \cdots \times V_p & \xrightarrow{f} & W
\end{array}
\]

The identities (1.3.5) still hold when \( T^C \) is replaced by \( T^C \); observe that the same conclusion does not hold for the identities (1.3.3) and (1.3.4).
Lemma 1.3.10 generalizes to the case of multi-linear maps; observe that such
generalization gives us as corollary natural isomorphisms between the complexi-
fication of the tensor, exterior and symmetric powers of $V$ and the corresponding
powers of $V^C$.

Lemma 1.3.11 can be directly generalized to the case that $S$ is an anti-linear,
multi-linear or sesquilinear map; in the anti-linear (respectively, sesquilinear) $T^C$
must be replaced by $T^{C*}$ (respectively, by $T^{C^*}$). For a $C$-multilinear map $S : V^C_1 \times \cdots \times V^C_p \to V^C$ (or if $p = 2$ and $S$ is sesquilinear) the condition that $S$ preserves real forms becomes:

$$S(V_1 \times \cdots \times V_p) \subset V,$$

while the condition of commuting with conjugation becomes:

$$S(c, \ldots, c) = c \circ S.$$

Exercise 1.11. If $B \in \mathcal{B}(V)$, then $B(v, v) = -B(iv, iv)$.

Exercise 1.14. We give the solution of item (d). Since $S \subset S^\perp$ and $R \cap S^\perp = \{0\}$, we have $R \cap S = \{0\}$. By Corollary 1.4.40, we can find a Lagrangian $L_1$ containing $S$ with $R \cap L_1 = \{0\}$ and, using Corollary 1.4.40 again, we get a Lagrangian $L_0$ containing $R$ with $L_0 \cap L_1 = \{0\}$. Similarly, we can find a Lagrangian decomposition $(L_0', L_1')$ of $V'$ with $R' \subset L_0'$ and $S' \subset L_1'$. Since $V = R \oplus S^\perp$, $V' = R' \oplus S'^\perp$, it is easy to see that:

$$L_0 = R \oplus (S^\perp \cap L_0), \quad L_0' = R' \oplus (S'^\perp \cap L_0').$$

Now choose an isomorphism from $L_0$ to $L_0'$ that sends $R$ to $R'$ and $S^\perp \cap L_0$ to $S'^\perp \cap L_0'$ and use Corollary 1.4.36 to extend it to a symplectomorphism $T : V \to V'$ with $T(L_1) = L_1'$. Now, since $T$ carries $S^\perp \cap L_0$ to $S'^\perp \cap L_0'$ it also carries $(S^\perp \cap L_0)^\perp = S + L_0$ to $(S'^\perp \cap L_0')^\perp = S' + L_0'$ and therefore:

$$T(S) = T((S + L_0) \cap L_1) = S',$$

since $(S + L_0) \cap L_1 = S$ and $(S' + L_0') \cap L_1' = S'$.

Exercise 1.15. Write $S = (L \cap S) \oplus R$ and $S' = (L' \cap S') \oplus R'$. Since $R \cap L = \{0\}$, Lemma 1.4.39 gives us a Lagrangian $L_1 \subset V$ with $R \subset L_1$ and $V = L \oplus L_1$. Similarly, we have a Lagrangian $L_1' \subset V'$ with $R' \subset L_1'$ and $V' = L' \oplus L_1'$. We have:

$$\dim(S^\perp \cap L) = \dim((S + L)^\perp) = \dim(V) - \dim(S) - \dim(L) + \dim(S \cap L)$$
$$= \dim(V') - \dim(S') - \dim(L') + \dim(S' \cap L') = \dim(S'^\perp \cap L')$$

Therefore there exists an isomorphism $T : L \to L'$ with:

$$T(S^\perp \cap L) = S'^\perp \cap L', \quad T(S \cap L) = S' \cap L';$$

use Corollary 1.4.36 to extend $T$ to a symplectomorphism $T : V \to V'$ with $T(L_1) = L_1'$. Now:

$$T((S + L)^\perp) = T(S^\perp \cap L) = S'^\perp \cap L' = (S' + L')^\perp,$$
and therefore:

\[ T(S + L) = S' + L'. \]

Notice that:

\[ S + L = (L \cap S) + R + L = R + L, \]

and, since \( R \subset L_1 \):

\[ (S + L) \cap L_1 = (R + L) \cap L_1 = R. \]

Thus, keeping in mind that \( L \) is an isomorphism. To show that \( R_\omega(C.1.1) \)
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\[ \] . If \( B \) is invertible, then clearly the only solution is \( \alpha = 0 \); conversely, if \( B \) is not invertible, then there exists a non zero solution \( \alpha \) of the equations.

Since \( B^*D \) is symmetric, then so is \( B^{-1}(B^*D)B^{-1} = DB^{-1} \). Moreover, since \( DB^{-1} \) is symmetric, then so is \( A^*DB^{-1}A \); substituting \( A^*D = (Id + B^*C)^* \), we get that the matrix \( (Id+B^*C)^*B^{-1}A = (Id+C^*B)B^{-1}A = B^{-1}A + C^*A \) is symmetric. Since \( C^*A \) is symmetric, then \( B^{-1}A \) is symmetric. Finally, substituting \( C = B^{-1}(D^*A - Id) \) and using the fact that \( DB^{-1} = B^{-1}D^* \), we get \( C = DB^{-1}A - B^{-1} = B^{-1}D^*A - B^{-1} - DB^{-1}A - B^{-1} = -B^{-1} - B^{-1} \), which is clearly symmetric.

**Exercise 1.19.** \( T^* \) is symplectic iff, in the matrix representations with respect to a symplectic basis, it is \( T_\omega T^* = \omega \); this is easily established using the equalities \( T^*\omega T = \omega \) and \( \omega^2 = -\Id. \)
Exercise 1.20. Clearly, if \( P, O \in \text{Sp}(2n, \mathbb{R}) \) then \( M = PO \in \text{Sp}(2n, \mathbb{R}) \). Conversely, recall from (1.4.6) that \( M \) is symplectic if and only if \( M = \omega^{-1}M^*J \); applying this formula to \( M = PO \) we get:

\[
PO = \omega^{-1}P\omega = \omega^{-1}P^*\omega = \omega^{-1}O^*\omega.
\]

Since \( \omega \) is an orthogonal matrix, then \( \omega^{-1}P^*\omega \) is again symmetric and positive definite, while \( \omega^{-1}O^*\omega \) is orthogonal. By the uniqueness of the polar decomposition, we get \( P = \omega^{-1}P^*\omega \) and \( O = \omega^{-1}O^*\omega \) which, by (1.4.6), implies that both \( P \) and \( O \) are symplectic.

Exercise 1.21. Use Remark 1.4.7: a symplectic map \( T : V_1 \oplus V_2 \to V \) must be injective. Use a dimension argument to find a counterexample to the construction of a symplectic map on a direct sum whose values on each summand is prescribed.

Exercise 1.22 \( \omega(Jv, Jw) = \omega(J^2w, v) = -\omega(w, v) = \omega(v, w) \).

Exercise 1.23. If \( J \) is \( g \)-anti-symmetric \( g(Jv, Jw) = -g(v, J^2w) = g(v, w) \).

Exercise 1.24. Use induction on \( \dim(V) \) and observe that the \( g_\alpha \)-orthogonal complement of an eigenspace of \( V \) is invariant by \( T \). Note that if \( T \) is Hermitian, the its eigenvalues are real; if \( T \) is anti-Hermitian, then its eigenvalues are pure imaginary.

Exercise 1.25. The linearity of \( \rho_{L_0, L_1} \) is obvious. Since \( \dim(L_1) = \dim(L_0^*) \), it suffices to show that \( \rho_{L_0, L_1} \) is surjective. To this aim, choose \( \alpha \in L_0^* \) and extend \( \alpha \) to the unique \( \tilde{\alpha} \in V^* \) such that \( \tilde{\alpha}(w) = 0 \) for all \( w \in L_1 \). Since \( \omega \) is nondegenerate on \( V \), there exists \( v \in V \) such that \( \tilde{\alpha} = \omega(v, \cdot) \). Since \( L_1 \) is maximal isotropic it must be \( v \in L_1 \), and \( \rho_{L_0, L_1} \) is surjective.

Exercise 1.26. Clearly, \( \pi(L) \) is isotropic in \( (S^\perp/S, \omega) \). Now, to compute the dimension of \( \pi(L) \) observe that:

\[
\dim(\pi(L \cap S^\perp)) = \dim(L \cap S^\perp) - \dim(L \cap S),
\]

\[
(L \cap S)^\perp = L^\perp + S^\perp = L + S^\perp,
\]

\[
\dim(L \cap S) + \dim((L \cap S)^\perp) = \dim(V),
\]

\[
\frac{1}{2}\dim(S^1/S) = \frac{1}{2}\dim(V) - \dim(S) = \dim(L) - \dim(S).
\]

The conclusion follows easily.

Exercise 1.27. It follows from Zorn’s Lemma, observing that the union of any increasing net of \( B \)-negative subspaces is \( B \)-negative.

Exercise 1.28. The proof is analogous to that of Proposition 1.5.29, observing that if \( v_1, v_2 \in V \) are linearly independent vectors such that \( B(v_i, v_i) \leq 0, i = 1, 2 \), and such that (1.5.5) holds, then \( B \) is negative semi-definite in the two-dimensional subspace generated by \( v_1 \) and \( v_2 \) (see Example 1.5.12).

Exercise 1.29. Let \( V_1 \) be the \( k \)-dimensional subspace of \( V \) generated by the vectors \( \{v_1, \ldots, v_k\} \) and \( V_2 \) be the \( (n-k) \)-dimensional subspace generated by \( \{v_{k+1}, \ldots, v_n\} \); since \( X \) is invertible, then \( B|_{V_1 \times V_2} \) is nondegenerate, hence, by
Propositions 1.1.10 and 1.5.23, \( n_{\pm}(B) = n_{\pm}(B|_{V_1 \times V_1}) + n_{\pm}(B|_{V_1^\perp \times V_1^\perp}) \). One computes:
\[
V_1^\perp = \left\{ (-X^{-1}Zw_2, w_2) : w_2 \in V_2 \right\},
\]
and \( B|_{V_1^\perp \times V_1^\perp} \) is represented by the matrix \( Y - Z^*X^{-1}Z \).

**Exercise 1.30.** The subspace \( W + W^\perp \) has codimension \( \dim(W \cap W^\perp) \) in \( V \), and clearly (see the proof of Proposition 1.5.23):
\[
n_-(B|_{W + W^\perp}) = n_-(B|_W) + n_-(B|_{W^\perp}).
\]
This implies (see Lemma 1.5.6):
\[
(C.1.2) \quad n_-(B) \leq n_-(B|_W) + n_-(B|_{W^\perp}) + \dim(W \cap W^\perp).
\]
Similarly,
\[
(C.1.3) \quad n_+(B) \leq n_+(B|_W) + n_+(B|_{W^\perp}) + \dim(W \cap W^\perp).
\]
The conclusion is obtained by adding both sides of the inequalities (C.1.2) and (C.1.3).

**Exercise 1.31.** Set \( W = V \oplus V \) and define the nondegenerate symmetric bilinear form \( B \in B_{sym}(W) \) by \( B((a_1, b_1), (a_2, b_2)) = Z(a_1, a_2) - U(b_1, b_2) \).

Let \( \Delta \subset W \) denote the diagonal \( \Delta = \{(v,v) : v \in V\} \); identifying \( V \) with \( \Delta \) by \( v \mapsto (v,v) \), one computes easily \( B|_{\Delta} = Z - U \), which is nondegenerate. Moreover, identifying \( V \) with \( \Delta \) by \( v \mapsto (v, U^{-1}Zv) \in \Delta \), it is easily seen that \( B|_{\Delta^\perp} = Z(Z^{-1} - U^{-1})Z \). The conclusion follows.

### C.2. From Chapter 2

**Exercise 2.1.** Suppose that \( X \) is locally compact, Hausdorff and second countable. Then, one can write \( X \) as a countable union of compact sets \( K_n, n \in \mathbb{N}, \) such that \( K_n \) is contained in the interior \( \text{int}(K_{n+1}) \) of \( K_{n+1} \) for all \( n \). Set \( C_1 = K_1 \) and \( C_n = K_n \setminus \text{int}(K_{n-1}) \) for \( n \geq 2 \). Let \( X = \bigcup_{\lambda} U_{\lambda} \) be an open cover of \( X \); for each \( n \), cover \( C_n \) with a finite number of open sets \( V_{\mu} \) such that
- each \( V_{\mu} \) is contained in some \( U_{\lambda} \);
- each \( V_{\mu} \) is contained in \( C_{n-1} \cup C_n \cup C_{n+1} \).

It is easily seen that \( X = \bigcup_{\mu} V_{\mu} \) is a locally finite open refinement of \( \{U_{\lambda}\}_{\lambda} \).

Now, assume that \( X \) is locally compact, Hausdorff, paracompact, connected and locally second countable. We can find a locally finite open cover \( X = \bigcup_{\lambda} U_{\lambda} \) such that each \( U_{\lambda} \) has compact closure. Construct inductively a sequence of compact sets \( K_n, n \geq 1 \), in the following way: \( K_1 \) is any non empty compact set, \( K_{n+1} \) is the union (automatically finite) of all \( U_{\lambda} \) such that \( U_{\lambda} \cap K_n \) is non empty. Since \( K_n \subset \text{int}(K_{n+1}) \), it follows that \( \bigcup_{n} K_n \) is open; since \( K_n \) is the union of a locally finite family of closed sets, then \( \bigcup_{n} K_n \) is closed. Since \( X \) is connected, \( X = \bigcup_{n} K_n \). Each \( K_n \) can be covered by a finite number of second countable open sets, hence \( X \) is second countable.

**Exercise 2.2.** Let \( p \in P \) be fixed; by the local form of immersions there exist open sets \( U \subset M \) and \( V \in N \), with \( f_0(p) \in V \subset U \), and a differentiable map \( r : U \to V \) such that \( r|_V = \text{Id} \). Since \( f_0 \) is continuous, there exists a neighborhood \( W \) of \( p \) in \( P \) with \( f_0(W) \subset V \). Then, \( f_0|_W = r \circ f|_W \).
Exercise 2.3. Let $\mathcal{A}_1$ and $\mathcal{A}_2$ be differentiable atlases for $N$ which induce the topology $\tau$ and such that the inclusions $i_1 : (N, \mathcal{A}_1) \to M$ and $i_2 : (N, \mathcal{A}_2) \to M$ are differentiable immersions. Apply the result of Exercise 2.2 with $f = i_1$ and with $f = i_2$; conclude that $\text{Id} : (N, \mathcal{A}_1) \to (N, \mathcal{A}_2)$ is a diffeomorphism.

Exercise 2.4. The proof follows from the following characterization of local closedness: $S$ is locally closed in the topological space $X$ if and only if every point $p \in S$ has a neighborhood $V$ in $X$ such that $V \cap S$ is closed in $V$.

Exercise 2.5. In order to show that $f(M)$ is an embedded submanifold of $N$, it suffices to show that every point in $f(M)$ has an open neighborhood in $N$ whose intersection with $f(M)$ is an embedded submanifold of $N$. Given a point $x$ of $f(M)$, we can find an open neighborhood $U$ of $x$ in $M$ such that $f|_U : U \to N$ is an embedding; then $f(U)$ is an embedded submanifold of $N$ and $f|_U : U \to f(U)$ is a diffeomorphism. Since $f : M \to f(M)$ is open, $f(U)$ equals the intersection with $f(M)$ of an open subset of $N$. Hence $f(M)$ is an embedded submanifold of $N$ and $f : M \to f(M)$ is a local diffeomorphism.

Exercise 2.7. From (2.1.14) it follows easily that the curve:

$$t \mapsto \exp(tX) \cdot m$$

is an integral line of $X^*$.

Exercise 2.8. Repeat the argument in Remark 2.2.5, by observing that the union of a countable family of proper subspaces of $\mathbb{R}^n$ is a proper subset of $\mathbb{R}^n$. To see this use the Baire’s Lemma.

Exercise 2.9. It is the subgroup of $\text{GL}(n, \mathbb{R})$ consisting of matrices whose lower left $(n-k) \times k$ block is zero.

Exercise 2.10. To see that (2.5.21) is a diffeomorphism, observe that its inverse is given by:

$$G^0_k(W_1) \times V \ni (W, v) \mapsto (W, v + \phi_{W_0,W_1}(W) \cdot \pi_0(v)) \in G^0_k(W_1) \times V.$$  

Clearly, $v = \phi_{W_0,W_1}(W) \cdot \pi_0(v)$ is in $W_0$ if and only if $v$ is in the graph of $\phi_{W_0,W_1}(W)$, i.e., if and only if $v$ is in $W$. For part (b), observe that it follows from part (a) that $E_k(V) \cap (G^0_k(W_1) \times V)$ is closed in $G^0_k(W_1) \times V$. Moreover, observe that the sets of the form $G^0_k(W_1) \times V$ constitute an open cover of $G_k(V) \times V$. For part (c), observe that the set (2.5.22) is the inverse image by the map:

$$G_k(V) \ni W \mapsto (W, v) \in G_k(V) \times V$$

of $E_k(V)$.

Exercise 2.11. Let $(L_0^1, L_1^1)$, $(L_0^2, L_1^2)$ be Lagrangian decompositions of the symplectic spaces $(V_1, \omega_1)$ and $(V_2, \omega_2)$, respectively, and consider the Lagrangian decomposition $(L_0, L_1)$ of $(V, \omega)$ defined by $L_0 = L_0^1 \oplus L_0^2$, $L_1 = L_1^1 \oplus L_1^2$. We have a commutative diagram:

$$\begin{align*}
(C.2)A(V_1) \times A(V_2) \ni \Lambda^0(L_1^1) & \times \Lambda^0(L_1^2) \xrightarrow{g} \Lambda^0(L_1) \subset \Lambda(V) \\
\varphi_{L_0^1,L_1^1} \times \varphi_{L_0^2,L_1^2} \downarrow & \phantom{\Lambda^0(L_1^1) \times \Lambda^0(L_1^2)} \Lambda^0(L_0) \\
\mathbb{B}_{\text{sym}}(L_0^1) \times \mathbb{B}_{\text{sym}}(L_0^2) & \oplus \mathbb{B}_{\text{sym}}(L_0^1)
\end{align*}$$
where the $\oplus$ map is the direct sum of bilinear forms. This map is clearly a differentiable embedding and therefore the conclusion follows by applying the criterion given in Exercise 2.6.

**Exercise 2.12.** Set $k = \dim(L \cap L_0)$. Consider a (not necessarily symplectic) basis $(b_i)_{i=1}^{2n}$ of $V$ such that $(b_i)_{i=1}^{n}$ is a basis of $L_0$ and $(b_i)_{i=n-k+1}^{2n-k}$ is a basis of $L$. Define an extension of $B$ by setting $B(b_i, b_j) = 0$ if either $i$ or $j$ does not belong to $\{n-k+1, \ldots, 2n-k\}$.

**Exercise 2.13.** The proof can be done in three steps:

- choose a partition $a = t_0 < t_1 < \cdots < t_k = b$ of the interval $[a, b]$ such that for all $i = 1, \ldots, k - 1$ the portion $\gamma|_{[t_{i-1}, t_{i+1}]}$ of $\gamma$ has image contained in an open set $U_i \subset B$ on which the fibration is trivial (an argument used in the proof of Theorem 3.1.29);
- observe that a trivialization $\alpha_i$ of the fibration over the open set $U_i$ induces a bijection between the lifts of $\gamma|_{[t_{i-1}, t_{i+1}]}$ and the maps $f : [t_{i-1}, t_{i+1}] \rightarrow F$;
- construct $\pi : [a, b] \rightarrow E$ inductively: assuming that a lift $\gamma_i$ of $\gamma|_{[a, t_i]}$ is given, define a lift $\gamma_{i+1}$ of $\gamma|_{[a, t_{i+1}]}$ in such a way that $\gamma_{i+1} = \pi_{i+1}$ coincides with $\gamma_i$ on the interval $[a, t_{i+1} + \varepsilon]$ for some $\varepsilon > 0$ (use the local trivialization $\alpha_i$ and a local chart in $F$).

**Exercise 2.14.** The map is differentiable because it is the inverse of a chart. Using the technique in Remark 2.3.4, one computes the differential of the map $T \mapsto \text{Gr}(T)$ as:

$$\text{Lin}(\mathbb{R}^n, \mathbb{R}^m) \ni Z \mapsto q \circ Z \circ \pi_1|_{\text{Gr}(T)} \in T_{\text{Gr}(T)} \text{Gr}(n + m),$$

where $\pi_1$ is the first projection of the decomposition $\mathbb{R}^n \oplus \mathbb{R}^m$ and $q : \mathbb{R}^m \rightarrow \mathbb{R}^{n+m}/\text{Gr}(T)$ is given by:

$$q(x) = (0, x) + \text{Gr}(T).$$

**Exercise 2.15.** Use the result of Exercise 2.13 and the fact that $\text{GL}(n, \mathbb{R})$ is the total space of a fibration over $G_k(n)$.

**Exercise 2.16.** An isomorphism $A \in \text{GL}(n, \mathbb{R})$ acts on the element $(W, \mathcal{O}) \in G^+_k(n)$ and produces the element $(A(W), \mathcal{O}')$ where $\mathcal{O}'$ is the unique orientation on $A(W)$ which makes $A|_W : (W, \mathcal{O}) \rightarrow (A(W), \mathcal{O}')$ a positively oriented isomorphism. The transitivity is proven using an argument similar to the one used in the proof of Proposition 2.4.2.

**Exercise 2.17.** Fix $L_0$ is a closed subgroup of $\text{Sp}(V, \omega)$, hence it is a Lie subgroup. Let $L_1, L_1' \in \Lambda^0(L_0)$ be given. Fix a basis $\mathcal{B}$ of $L_0$; this basis extends in a unique way to a symplectic basis $\mathcal{B}_1$ in such a way that the last $n$ vectors of such basis are in $L_1$ (see the proof of Lemma 1.4.35). Similarly, $\mathcal{B}$ extends in a unique way to a symplectic basis $\mathcal{B}_1'$ whose last $n$ vectors are in $L_1'$. The unique symplectomorphism $T$ of $(V, \omega)$ which fixes $L_0$ and maps $L_1$ onto $L_1'$ is determined by the condition that $T$ maps $\mathcal{B}_1$ to $\mathcal{B}_1'$.

**Exercise 2.18.** Use (1.4.7) and (1.4.8) on page 19.
Exercise 2.19. Use formulas (2.5.6) and (2.5.7) on page 61: choose $\tilde{L}_1 \in \Lambda$ with $\tilde{L}_1 \cap L_0 = \{0\}$ and set $B = \varphi_{L_0, L_1}(L)$. Now, solve for $L_1$ the equation:

$$B = \varphi_{L_0, L_1}(\varphi_{L_0, L_1}^{-1}(\tilde{B})) = \left(\tilde{B}^{-1} - (\rho_{L_0, L_1})\#(\varphi_{L_1, L_0}(L))\right)^{-1}.$$

C.3. From Chapter 3

Exercise 3.1. A homotopy $H$ between the identity of $X$ and a constant map $f \equiv x_0$ drags any given point of $X$ to $x_0$.

Exercise 3.2. For each $x_0 \in X$, the set $\{y \in X : \exists$ a continuous curve $\gamma : [0, 1] \to X$ with $\gamma(0) = x_0, \gamma(1) = y\}$ is open and closed, since $X$ is locally arc-connected.

Exercise 3.3. Define $\lambda_s(t) = \lambda((1-s)t)$ and $H_s = (\lambda_s^{-1} \cdot \gamma) \cdot \lambda_s$. Observe that $H_1$ is a reparameterization of $\gamma$.

Exercise 3.4. If $[\gamma] \in \pi_1(X, x_0)$ then $H$ induces a free homotopy between the loops $f \circ \gamma$ and $g \circ \gamma$ in such a way that the base point travels through the curve $\lambda$; use Exercise 3.3.

Exercise 3.5. Using the result of Exercise 3.4, it is easily seen that $g_s \circ f_s$ and $f_s \circ g_s$ are isomorphisms.

Exercise 3.6. The inclusion of $\{x_0\}$ in $X$ is a homotopy inverse for $f$ iff $X$ is contractible.

Exercise 3.9. If $g$ is a homotopy inverse for $f$, then it follows from Corollary 3.3.24 that $g_s \circ f_s = \text{Id}$ and $f_s \circ g_s = \text{Id}$.

Exercise 3.10. It follows from $r_s \circ i_s = \text{Id}$.

Exercise 3.11. If $x, y$ are in the same arc-connected component of $X$, there exists $\gamma \in \Omega(X)$ with $\gamma(0) = x$ and $\gamma(1) = y$. Then:

$$g(x)^{-1}g(y) = \psi_g(\gamma) = \psi_h(\gamma) = h(x)^{-1}h(y),$$

and therefore $g(x)h(x)^{-1} = g(y)h(y)^{-1}$.

Exercise 3.12. Write $X = \bigcup_{\alpha \in A} X_\alpha$, where the $X_\alpha$ denote the arc-connected components of $X$. For each $\alpha \in A$, choose an arbitrary point $x_\alpha \in X_\alpha$. Define $g : X \to G$ by setting $g(x) = \psi(\gamma)$, for all $x \in X_\alpha$ and all $\alpha \in A$, where $\gamma \in \Omega(X)$ is such that $\gamma(0) = x_\alpha$ and $\gamma(1) = x$. It is now easy to check (using that $\psi$ is compatible with concatenations) that $\psi = \psi_g$.

Exercise 3.14. Recall that a Lebesgue number of an open cover $\bigcup_{\alpha \in A} V_\alpha$ of a metric space $M$ is a positive number $\delta$ such that every subset of $M$ having diameter less than $\delta$ is contained in some $V_\alpha$. It is well-known that every nonempty open cover of a compact metric space admits a Lebesgue number (prove this!). For the exercise, take $\delta$ to be a Lebesgue number of the open cover $K = \bigcup_{\alpha \in A} f^{-1}(U_\alpha)$.

Exercise 3.15. Let $P$ be the partition $a = t_0 < t_1 < \cdots < t_k = b$. Since one can add one point at a time to $P$, there is no loss of generality in assuming $Q = P \cup \{s\}$, with $s \in [t_i, t_{i+1}]$, for some $i = 0, 1, \ldots, k - 1$. If $\gamma \in \Omega_{A, P}$, we
can find $\alpha \in \mathcal{A}$ with $\gamma([t_i, t_{i+1}]) \subset U_\alpha$. Then, using the result of Exercise 3.13, we get:
\[
\psi(\gamma|_{[t_i, t_{i+1}]} = \psi_\alpha(\gamma|_{[t_i, t_{i+1}]} \cdot \gamma|_{[s, t_{i+1}]} = \psi_\alpha(\gamma|_{[t_i, s]} \cdot \psi_\alpha(\gamma|_{[s, t_{i+1}]} = \psi(\gamma|_{[t_i, s]} \cdot \psi(\gamma|_{[s, t_{i+1}]}).
\]

**Exercise 3.17.** Do you really need a hint for this Exercise?

**Exercise 3.18.** Assume (i). Given $b \in B$, pick a local trivialization $\alpha : p^{-1}(U) \rightarrow U \times F$ and set $I = F$, $V_i = \alpha^{-1}(U \times \{i\})$, for all $i \in I$. Clearly $p|_{V_i} : V_i \rightarrow U$ is a homeomorphism, for all $i \in F = I$. Now assume (ii). Given $b \in B$, let $U$ be a fundamental open neighborhood of $b$. Clearly $p^{-1}(b)$ intersects each $V_i$ at precisely one point, and thus the index set $I$ has the same cardinality as $p^{-1}(b) \cong F$. Let $\sigma : I \rightarrow F$ be a bijection and define a local trivialization $\alpha : p^{-1}(U) \rightarrow U \times F$ by setting $\alpha(x) = (p(x), \sigma(i))$, for all $x \in V_i$ and all $i \in I$.

**Exercise 3.19.** If $f_1$ and $f_2$ are such that $p \circ f_1 = p \circ f_2 = f$ then the set \{x : f_1(x) = f_2(x)\} is open (because $p$ is locally injective) and closed (because $E$ is Hausdorff).

**Exercise 3.20.** Let $b \in B$ be fixed and write $p^{-1}(b) = \{e_1, \ldots, e_n\}$. Since $E$ is Hausdorff and $p$ is a local homeomorphism, we can find disjoint open sets $V_1, \ldots, V_n$ such that $e_i \in V_i$ and $p|_{V_i}$ is a homeomorphism onto an open subset of $B$, for all $i = 1, \ldots, n$. Set:
\[
U = \left(\bigcap_{i=1}^n p(V_i)\right) \cap p\left(\left(\bigcup_{i=1}^n V_i\right)^c\right).
\]
We have that $U$ is an open neighborhood of $b$ and $p^{-1}(U) \subset \bigcup_{i=1}^n V_i$, so that $p^{-1}(U) = \bigcup_{i=1}^n V_i'$, where $V_i' = p^{-1}(U) \cap V_i$, $i = 1, \ldots, n$. It is easy to see that $p$ maps each $V_i'$ homeomorphically onto $U$.

**Exercise 3.21.** $X$ is connected because it is the closure of the graph of $f(x) = \sin(1/x)$, $x > 0$, which is connected. The two arc-connected components of $X$ are the graph of $f$ and the segment $\{0\} \times [-1, 1]$. Both connected components are contractible, hence $H_0(X) \cong \mathbb{Z} \oplus \mathbb{Z}$, and $H_p(X) = 0$ for all $p \geq 1$.

**Exercise 3.22.** See [13, §24, Chapter 3].

**Exercise 3.23.** First, if $U \subset X$ is open then $p(U)$ is open in $X/G$ since $p^{-1}(p(U)) = \bigcup_{g \in G} gU$; moreover, if $U$ is such that $gU \cap U = \emptyset$ for every $g \neq 1$ then $p$ is a trivial fibration over the open set $p(U)$. This proves that $p$ is a covering map. The other statements follow from the long exact homotopy sequence of $p$ and more specifically from Example 3.2.24.

**Exercise 3.24.** The restriction of the quotient map $p : X \rightarrow X/G$ to the unit square $I^2$ is still a quotient map since $I^2$ is compact and $X/G$ is Hausdorff; this gives the more familiar construction of the Klein bottle. To see that the action of $G$ on $X$ is properly discontinuous take for every $x \in X = \mathbb{R}^2$ the open set $U$ (see Exercise 3.23) as an open ball of radius $\frac{1}{2}$.

**Exercise 3.25.** Use Example 3.2.10 and Theorem 3.3.33.
Exercise 3.26. Use the exact sequence $0 = H_2(D) \longrightarrow H_2(D, \partial D) \longrightarrow H_1(\partial D) \longrightarrow H_1(D) = 0.$

C.4. From Chapter 4

Exercise 4.1. Use Sylvester’s Inertia Theorem (Theorem 1.5.10) to prove that the action of $GL_\omega(V)$ in the set of symmetric bilinear forms with a fixed coindex and a fixed degeneracy is transitive. Conclude the proof using the fact that $GL_\omega(V)$ is arc-connected (see Example 3.2.31).

Exercise 4.6. Consider the set:

$$A = \{ t \in I : t \text{ has a neighborhood } J_t \text{ in } I \text{ with } gdg(B|_{J_t}) = gdg(B) \}.$$  

The set $A$ is clearly open in $I$ and nonempty. Prove that $A$ is closed in $A$ using the existence of locally defined real analytic maps $\Lambda_\alpha$ as in the statement of Proposition 4.3.9.

C.5. From Chapter 5

Exercise 5.1. Compute $O_\ast$ on a generator of $H_1(\Lambda)$.

Exercise 5.2. The map $[0, 1] \times [a, b] \ni (s, t) \mapsto A((1 - s)t + sa) \cdot \ell(t) \in \Lambda$ is a homotopy with free endpoints between $\ell$ and the curve $A(a) \circ \ell$. Using Remark 3.3.30 one gets that $\tilde{\ell}$ and $A(a) \circ \ell$ are homologous in $H_1(\Lambda, A^0(L_0))$; the conclusion follows from Corollary 5.1.6.

Exercise 5.3. Using the result of Exercise 2.17 we find a curve $A : [a, b] \to \text{Sp}(V, \omega)$ such that $A(t)(L_2) = L_2(t)$ for all $t$ and for some fixed $L_2 \in A^0(L_0)$; it is easily seen that $\varphi_{L_0, L_3}(\ell(t)) = \varphi_{L_0, L_2}(A(t)^{-1}(\ell(t)))$. The conclusion follows from Theorem 5.1.15 and Exercise 5.2.

Exercise 5.4. Using formula (2.5.11) one obtains:

$$(C.5.1) \quad \varphi_{L_3, L_0}(L_2) = -\rho_{L_0, L_3}^\# \big( \varphi_{L_0, L_3}(L_2)^{-1} \big);$$

from (2.5.5) it follows that:

$$(C.5.2) \quad \varphi_{L_1, L_0} \circ (\varphi_{L_3, L_0})^{-1}(B) = \varphi_{L_1, L_0}(L_3) + (\eta_{L_1, L_0}^{L_0})^\#(B) \in B(L_1),$$

for any symmetric bilinear form $B \in B(L_3)$. It is easy to see that:

$$(C.5.3) \quad \rho_{L_0, L_3} \circ \eta_{L_1, L_3}^{L_0} = \rho_{L_0, L_1};$$

and the conclusion follows by setting $B = \varphi_{L_3, L_0}(L_2)$ in (C.5.2) and then using (C.5.1) and (C.5.3).

Exercise 5.5. See Examples 1.5.4 and 1.1.4.

Exercise 5.6. By Theorem 5.1.15, it is

$$\mu_{L_0}(\ell) = n_+ \big( \varphi_{L_0, L_3}(\ell(b)) \big) - n_+ \big( \varphi_{L_0, L_3}(\ell(a)) \big);$$

Conclude using the result of Exercise 5.5 where $L_3 = L_\ast$, setting $L_2 = \ell(a)$ and then $L_2 = \ell(b)$.

Exercise 5.7. Let $a = t_0 < t_1 < \cdots < t_k = b$ be a partition of $[a, b]$ such that $\ell([t_i, t_{i+1}])$ is contained in the domain of a coordinate chart $\varphi_{L_0, L_3}$, for all $i = 0, 1, \ldots, k - 1$. The result would follow easily from Theorem 5.1.15 and the additivity by concatenation of both $\mu$ and $\mu_{L_0}$ if it were the case that $\ell(t_i) \in$
\[ \Lambda^0(L_0) \text{ for all } i. \] In the general case, let \( \mu_i : [0, 1] \to \Lambda^0(L_1^i) \cap \Lambda^0(L_1^{i-1}) \) be a continuous curve with \( \mu(0) = \ell(t_i) \) and \( \mu(1) = \Lambda^0(L_0) \), for \( i = 1, \ldots, k - 1 \).

Set \( \ell_0 = \ell|_{[t_0, t_1]} : \mu_1, \ell_i = \mu_i^{-1} : \ell|_{[t_i, t_{i+1}]}, i = 1, \ldots, k - 2 \) and \( \ell_{k-1} = \mu_{k-1}^{-1} : \ell|_{[t_{k-1}, t_k]} \). Show that \( \ell_0 \cdot \ell_1 \cdots \ell_{k-1} \) is homotopic with fixed end points to \( \ell \) and conclude the proof by observing that:

\[
\mu_{L_0}(\ell) = \sum_{i=0}^{k-1} \mu_{L_0}(\ell_i) = \sum_{i=0}^{k-1} \mu(\ell_i) = \mu(\ell).
\]

**Exercise 5.9.** Observe that \( \varphi_{L_0, L_1}(\ell(t)) \) changes sign when the symplectic form changes sign.

**Exercise 5.10.** See the suggestion for the solution of Exercise 4.6 and Proposition 5.5.7.

**Exercise 5.11.** Use Exercise 2.14.

**Exercise 5.12.** Observe that the map \( p : \text{Sp}(\mathbb{R}^n \oplus \mathbb{R}^{n*}, \omega) \to \Lambda \) given by \( p(T) = T(\{0\} \oplus \mathbb{R}^{n*}) \) is a fibration; the set in question is the inverse image by \( p \) of the dense subset \( \Lambda^0(L_0) \) of \( \Lambda \) (see Remark 2.5.18). The reader can prove a general result that the inverse image by the projection of a dense subset of the basis of a fibration is dense in the total space. For the connectedness matter see the suggested solution of Exercise 5.13 below.

**Exercise 5.13** and Exercise 5.14. These are the hardest problems on the book. The basic idea is the following; write every symplectic matrix

\[
T = \begin{pmatrix} A & B \\ C & D \end{pmatrix}
\]

with \( B \) invertible as a product of the form:

\[
T = \begin{pmatrix} 0 & B_{n \times n}^{-1} \\ -B_{n \times n} & D \end{pmatrix} \begin{pmatrix} I & 0 \\ U & 1 \end{pmatrix},
\]

with \( D = S \circ B \) and \( S, U \) symmetric \( n \times n \) matrices. Observe that the set of symplectic matrices \( T \) with \( B \) invertible is diffeomorphic to the set of triples \( (S, U, B) \) in \( B_{\text{sym}}(\mathbb{R}^n) \times B_{\text{sym}}(\mathbb{R}^n) \times \text{GL}(n, \mathbb{R}) \). Using also some density arguments (like the result of Exercise 5.12) the reader should be able to complete the details.

**Exercise 5.15.** The map \( \Phi : \text{Sp}(2n, \mathbb{R}) \to \Lambda(\mathbb{R}^{4n}) \) given by \( \Phi(t) = \text{Gr}(T) \) induces a map

\[
\Phi_\ast : \pi_1(\text{Sp}(2n, \mathbb{R})) \cong \mathbb{Z} \longrightarrow \pi_1(\Lambda(\mathbb{R}^{4n}) \cong \mathbb{Z})
\]

which is injective (it is the multiplication by 2, up to a sign). This is easily checked by computing \( \Phi_\ast \) on a generator of \( \pi_1(\text{Sp}(2n, \mathbb{R})) \) (see Remarks 5.1.21 and 5.1.22). It follows that if a loop in \( \text{Sp}(2n, \mathbb{R}) \) has image by \( \Phi \) which is contractible in \( \Lambda(\mathbb{R}^{4n}) \) then the original loop is contractible in \( \text{Sp}(2n, \mathbb{R}) \). Now, use that \( \Lambda^0(\Delta) \) is diffeomorphic to a Euclidean space.

**Exercise 5.16.** Let \( \hat{v} : J \to V \) be an arbitrary differentiable map that coincides with \( v \) in a neighborhood of \( t_0 \) in \( J \) and set \( \bar{v}(t) = P_{\ell(t)}(\hat{v}(t)) \), where \( P_{\ell(t)} : V \to V \) denotes the orthogonal projection onto \( \ell(t) \) defined with respect to an arbitrarily chosen inner product in \( V \).
Exercise 5.17. By additivity under concatenations of the Maslov index, it suffices to consider the case where the image of the curves $\ell_1$ and $\ell_2$ are contained respectively in the domains of charts $\phi_{L_0^1;L_1^1}$, $\phi_{L_0^2;L_1^2}$, where $L_0^1 = L_1^1$, $L_0^2 = L_2^2$ and $(L_0^1, L_1^1), (L_0^2, L_1^2)$ are Lagrangian decompositions of $V_1$ and $V_2$, respectively. In this case the conclusion follows from the commutativity of diagram (C.2.1) and from the fact that signature of symmetric bilinear forms is additive under direct sum.

Exercise 5.19. Item (a) is trivial. Items (b) and (c) follow directly from the fact that Maslov index is a groupoid homomorphism. Finally, item (d) follows from Lemma 5.4.7.

Exercise 5.20. Item (a) follows directly from item (c) of Exercise 5.19. The antisymmetry of $\overline{\alpha}$ in the last two variables follows by using (d) of Exercise 5.19, followed by (a) and (b) of Exercise 5.19. The antisymmetry of $\overline{\alpha}$ in the first two variables is obtained using the properties of the Hörmander index given in Exercise 5.19 as follows:

$$\overline{\alpha}(L_1, L_0, L_2) = q(L_1, L_0; L_2, L_1) = q(L_1, L_0; L_2, L_1) + q(L_1, L_0; L_1, L_0)$$

$$= q(L_1, L_0; L_2, L_0) = -q(L_0, L_1; L_2, L_0) = -\overline{\alpha}(L_0, L_1, L_2).$$

The antisymmetry of $\overline{\alpha}$ with respect to the first and last variables follows from the antisymmetry with respect to consecutive variables. Finally, the cocycle identity of item (c) is proven as follows:

$$\overline{\alpha}(L_2, L_3, L_4) = \overline{\alpha}(L_1, L_3, L_4) + \overline{\alpha}(L_1, L_2, L_4) - \overline{\alpha}(L_1, L_2, L_3)$$

$$= q(L_1, L_2; L_4, L_1) - q(L_1, L_2; L_3, L_1) + \overline{\alpha}(L_2, L_3, L_4) - \overline{\alpha}(L_1, L_3, L_4)$$

$$= q(L_1, L_2; L_4, L_1) + q(L_1, L_2; L_1, L_3) + \overline{\alpha}(L_2, L_3, L_4) - \overline{\alpha}(L_1, L_3, L_4)$$

$$= q(L_1, L_2; L_4, L_3) + \overline{\alpha}(L_2, L_3, L_4) - \overline{\alpha}(L_1, L_3, L_4)$$

$$= q(L_1, L_2; L_4, L_3) - \overline{\alpha}(L_4, L_3, L_2) - \overline{\alpha}(L_1, L_3, L_4)$$

$$= -q(L_4, L_3; L_1, L_2) - q(L_4, L_3; L_2, L_4) - \overline{\alpha}(L_1, L_3, L_4)$$

$$= -q(L_4, L_3; L_1, L_4) - \overline{\alpha}(L_1, L_3, L_4)$$

$$= -\overline{\alpha}(L_4, L_3, L_1) = \overline{\alpha}(L_1, L_3, L_4) = 0.$$

C.6. From Appendix A

Exercise A.1. First observe that if $p : \mathcal{V} \to \mathbb{C}$ is of the form (A.6.7) then $p$ is a polynomial, since it is a linear combination of products of linear functionals on $\mathcal{V}$. On the other hand, it is easy to see that the set of all maps $p : \mathcal{V} \to \mathbb{C}$ of the form (A.1) constitute a subalgebra of $\mathcal{F}(\mathcal{V}, \mathbb{C})$ containing Lin$(\mathcal{V}, \mathbb{C})$ and hence it contains $P(\mathcal{V})$.

Exercise A.2. If $p : \mathcal{V} \to \mathcal{W}$ is a polynomial then obviously $\alpha_i \circ p$ is a polynomial, for all $i = 1, \ldots, m$. Conversely, if $\alpha_i \circ p$ is a polynomial for all $i = 1, \ldots, m$ then, for all $\alpha \in \mathcal{W}^*$, $\alpha \circ p$ is a linear combination of $\alpha_i \circ p$, $i = 1, \ldots, m$ and therefore it is a polynomial. Hence $p$ is a polynomial.

Exercise A.3. The fact that the sum of polynomials is a polynomial is very simple. For the composition, it is easy to see that it suffices to consider the case of a composition $q \circ p$, where $q$ is a complex-valued polynomial in the counter-domain.
Clearly, the map \( d(\text{inv}) \) is differentiable and its differential is given by \( d(\text{inv})(T) \cdot H = -T^{-1} \circ H \circ T^{-1} \). Therefore, it contains all polynomials.

**Exercise A.4.** As in the case of real-vector spaces, the map \( \text{inv} : T \mapsto T^{-1} \) is differentiable and its differential is given by \( d(\text{inv})(T) \cdot H = -T^{-1} \circ H \circ T^{-1} \). Clearly, the map \( d(\text{inv})(T) \) is \( \mathbb{C} \)-linear.

**Exercise A.5.** We can write:
\[
f(z) = \sum_{i=0}^{\infty} c_i (z - z_0)^i,
\]
for all \( z \) in an open ball centered at \( z_0 \) contained in \( A \), where \( c_i = \frac{n!}{i!} f^{(i)}(z_0) \). Let \( m \) be the smallest natural number such that \( c_m \neq 0 \). Define \( g : A \to \mathcal{V} \) by setting 
\[
g(z) = \frac{1}{(z-z_0)^m} f(z), \quad \text{for } z \in A \setminus \{z_0\} \text{ and } g(z_0) = c_m.
\]
The map \( g \) is clearly holomorphic in \( A \setminus \{z_0\} \) and it is holomorphic in an open neighborhood of \( z_0 \) because it is given by the power series:
\[
g(z) = \sum_{i=m}^{\infty} c_i (z - z_0)^{i-m}.
\]
Since \( g(z_0) \neq 0 \), observe that \( |g(z)| \geq c \) for \( z \) in a neighborhood of \( z_0 \), for some positive constant \( c \).

**Exercise A.6.** Let \( m \) be a natural number such that the map:
\[
g(z) = f(z) (z - z_0)^m
\]
is bounded near \( z_0 \). Then the limit \( \lim_{z \to z_0} g(z) \) exists and we obtain an holomorphic function \( g : A \to \mathcal{V} \) by setting \( g(z_0) \) to be equal to that limit. Using the result of Exercise A.5 we write \( g(z) = (z - z_0)^n h(z) \), where \( n \) is a natural number and \( h : A \to \mathcal{V} \) is a holomorphic function with \( h(z_0) \neq 0 \). Then \( f(z) = (z - z_0)^{n-m} h(z) \), for all \( z \in A \setminus \{z_0\} \). If \( n - m \geq 0 \) then \( f \) is bounded near \( z_0 \) and if \( n - m < 0 \) then \( \lim_{z \to z_0} \|f(z)\| = +\infty \).

**Exercise A.7.** Obviously \( f^{-1}(0) \) is closed in \( A \). Choose a basis of \( \mathcal{V} \) and let \( f_i : A \to \mathbb{C}, i = 1, \ldots, \dim(\mathcal{V}) \), denote the coordinate maps of \( f \). For some \( i \), the map \( f_i \) is not identically zero and therefore \( f_i^{-1}(0) \) is discrete. Hence the set \( f^{-1}(0) \subset f_i^{-1}(0) \) is also discrete.

**Exercise A.8.** Given \( x \in M \), let \( U \) be an open neighborhood of \( f(x) \) in \( \tilde{N} \) that is mapped diffeomorphically by \( q \) onto an open subset \( q(U) \) of \( N \). Since \( f \) is continuous, \( f^{-1}(U) \) is an open neighborhood of \( x \) in \( M \). The restriction of \( f \) to \( f^{-1}(U) \) is equal to the composition of the restriction of \( q \circ f \) to \( f^{-1}(U) \) with the inverse of the holomorphic diffeomorphism \( q|_U : U \to q(U) \) and therefore it is holomorphic.

---

1. You should be familiar with Taylor expansion for holomorphic functions of one complex variable taking values in \( \mathbb{C} \). By choosing a basis in \( \mathcal{V} \), you can reduce the case of \( \mathcal{V} \)-valued functions to the case of \( \mathbb{C} \)-valued functions.
2. You should be familiar with the fact that a complex-valued holomorphic function of one variable that is bounded near an isolated singularity admits a holomorphic extension that removes the singularity. The case of \( \mathcal{V} \)-valued functions is obtained from the complex-valued case by considering a basis in \( \mathcal{V} \).
Exercise A.9. Let \( i = 2, \ldots, n \) be fixed and assume that \( \tilde{e}_1, \ldots, \tilde{e}_{i-1} \) are well-defined by (A.6.8) and satisfy \( B(\tilde{e}_j, \tilde{e}_k) = 0 \) for \( j \neq k, j, k = 1, \ldots, i-1 \) and \( B(\tilde{e}_j, \tilde{e}_j) \neq 0 \), for \( j = 1, \ldots, i-1 \). Assume also that the span of \( \{\tilde{e}_1, \ldots, \tilde{e}_{i-1}\} \) is equal to the span of \( \{e_1, \ldots, e_{i-1}\} \). Then we can define \( \tilde{e}_i \) using (A.6.8) and it is easy to check that \( B(\tilde{e}_i, \tilde{e}_j) = 0 \) for \( j = 1, \ldots, i-1 \) and that the span of \( \{\tilde{e}_1, \ldots, \tilde{e}_i\} \) is equal to the span of \( \{e_1, \ldots, e_i\} \) (in particular \( \tilde{e}_i \neq 0 \)). To conclude the proof, we only have to check that \( B(\tilde{e}_i, \tilde{e}_i) \neq 0 \). But if \( B(\tilde{e}_i, \tilde{e}_i) \) were zero then \( \tilde{e}_i \neq 0 \) would be in the kernel of the restriction of \( B \) to the span of \( \{e_1, \ldots, e_i\} \), contradicting the assumption that the given basis is nondegenerate.

Exercise A.10. If \( (e_i)_{i=1}^n \) is a basis of \( V \) then the restriction of \( B \) to the complex subspace of \( V \) spanned by \( \{e_1, \ldots, e_i\} \) is equal to the \( C \)-bilinear extension of the restriction of the inner product \( (\cdot, \cdot) \) to the real subspace of \( V \) spanned by \( \{e_1, \ldots, e_i\} \). The conclusion follows from the observation that the \( C \)-bilinear extension of a nondegenerate \( R \)-bilinear form is nondegenerate.

Exercise A.11. An \( n \)-tuple \( (e_i)_{i=1}^n \) in \( \mathcal{V}^n \) is a nondegenerate basis of \( \mathcal{V} \) if and only if for all \( k = 1, \ldots, n \), the determinant of the \( k \times k \) matrix \( (B(e_i, e_j))_{i,j} \) is not zero. Thus, \( \Omega \) is open in \( \mathcal{V}^n \), proving (a). If, for some \( i = 2, \ldots, n \), the map \( (e_1, \ldots, e_n) \mapsto (\tilde{e}_1, \ldots, \tilde{e}_{i-1}) \) is holomorphic in \( \Omega \) then it follows from formula (A.6.8) that the map \( (e_1, \ldots, e_n) \mapsto (\tilde{e}_1, \ldots, \tilde{e}_i) \) is also holomorphic in \( \Omega \). This proves item (b). Item (c) follows from the observation that if \( f \) is a holomorphic function of one complex variable taking values in \( C \setminus \{0\} \) then in an open neighborhood of every point in the domain of \( f \) we can find a holomorphic function \( \tilde{f} \) whose square is equal to \( f \).

Exercise A.12. Let \( F \) be a closed subset of \( X \). If \( Y \) is first countable (for instance, if \( Y \) is metrizable) then, in order to check that \( f(F) \) is closed in \( Y \), it suffices to consider a sequence \( (x_n)_{n \geq 1} \) in \( F \) such that \( (f(x_n))_{n \geq 1} \) converges to some \( y \in Y \) and to prove that \( y \) is in \( F \). Clearly, the set:

\[
\{ f(x_n) : n \geq 1 \} \cup \{ y \}
\]

is compact, since any open set that contains \( y \) also contains all but finitely many \( f(x_n) \). Thus, the inverse image of \( (C.6.1) \) by \( f \) is compact and, in particular, the sequence \( (x_n)_{n \geq 1} \) is in a compact subset of \( X \). Thus, the sequence has a limit point \( x \in X \), i.e., every neighborhood of \( x \) contains \( x_n \) for infinitely many \( n \). Clearly, \( x \in F \), otherwise \( X \setminus F \) would be a neighborhood of \( x \) that contains no \( x_n \). We claim that \( y = f(x) \). Otherwise, since \( Y \) is Hausdorff, there would be disjoint open sets \( U_1, U_2 \) in \( Y \) with \( y \in U_1 \) and \( f(x) \in U_2 \). Then, we would have \( x_n \in f^{-1}(U_1) \) for \( n \) sufficiently large and \( x_n \in f^{-1}(U_2) \) for infinitely many \( n \), contradicting the fact that \( f^{-1}(U_1) \) and \( f^{-1}(U_2) \) are disjoint. Hence \( y \in f(F) \). This proves (i) and (ii). Let us prove (iii). Again, let \( F \) be a closed subset of \( X \) and assume that \( y \in Y \) is not in \( f(F) \). We show that \( y \) has a neighborhood that is disjoint from \( f(F) \). Let \( K \) be a compact neighborhood of \( y \). For all \( x \in f^{-1}(K) \cap F \), we have \( f(x) \neq y \) and thus, \( Y \) being Hausdorff, there are disjoint open sets \( U_x, V_x \) in \( Y \) with \( f(x) \in U_x \) and \( y \in V_x \). Since \( f^{-1}(K) \cap F \) is compact, there exists a finite subset \( S \) of \( f^{-1}(K) \cap F \) such that:

\[
f^{-1}(K) \cap F \subset \bigcup_{x \in S} f^{-1}(U_x).
\]
We claim that the neighborhood $K \cap \bigcap_{x \in S} V_x$ of $y$ is disjoint from $f(F)$. Namely, an element of $f(F) \cap K \cap \bigcap_{x \in S} V_x$ would be of the form $f(z)$, with $z \in f^{-1}(K) \cap F$. Then $z$ would be in $f^{-1}(U_x)$ for some $x \in S$ and therefore $f(z)$ would be in $U_x \cap V_x = \emptyset$.

Exercise A.13. If $A$ is a subset of $Y$ such that $f^{-1}(A)$ is open in $X$ then $X \setminus f^{-1}(A) = f^{-1}(Y \setminus A)$ is closed in $X$ and thus $Y \setminus A = f\left(f^{-1}(Y \setminus A)\right)$ is closed in $Y$. Hence $A$ is open in $Y$.

Exercise A.16. By the Hahn–Banach theorem there exists a linear functional $\alpha : Y \to \mathbb{C}$ such that $\|\alpha\| \leq 1$ and:

$$\alpha\left(\int_{\gamma} f\right) = \|\int_{\gamma} f\|.$$

Moreover:

$$\alpha\left(\int_{\gamma} f\right) = \int_{\gamma} \alpha \circ f = \left| \int_{a}^{b} \alpha [f(\gamma(t))] \gamma'(t) \, dt \right| \leq \sup_{z \in \text{Im}(\gamma)} \|f(z)\| \text{length}(\gamma),$$

since $|\alpha(f(z))| \leq \|f(z)\|$, for all $z \in A$.

Exercise A.17. Use the result of Exercise A.16.

Exercise A.18. This is a standard result about derivation under the integral.

Exercise A.20. Recall that the entries of the matrix of $T^{-1}$ are given (up to a sign) by $\frac{1}{\det(T)}$ times the determinant of an $(n-1) \times (n-1)$ submatrix of the matrix of $T$. Such determinant equals the sum of $(n-1)!$ terms that are (up to a sign) equal to $(n-1)$-fold products of entries of the matrix of $T$.

Exercise A.21. Argue as in Example 3.2.27 considering the covering map defined by:

$$p : \{x + iy \in \mathbb{C} : x < \ln(R)\} \ni z \mapsto \zeta_0 + e^z \in D$$

and observing that a lifting of $c$ with respect to $p$ is given by:

$$[0, 1] \ni t \mapsto \ln(r) + 2\pi it.$$

Exercise A.22. Use Proposition 3.2.21 and the result of Exercise A.21.

Exercise A.23. The restriction of $\gamma^s$ to each interval $\left[\frac{1}{s}, \frac{s+1}{s}\right]$ is continuous and thus $\gamma^s$ is continuous. It is straightforward to check that $p \circ \gamma^s = f \circ e^s$.

Exercise A.24. By Lemma A.6.4, for all $\mu \in \text{spc}(T(\zeta_0))$, the sum:

$$\sum_{\lambda_1(\zeta_0) = \mu} P_1(\zeta_0)$$

is a projection onto a subspace $\mathcal{V}_\mu$ of $K_\mu(T(\zeta_0))$. By (A.6.5) we have:

$$\sum_{\mu \in \text{spc}(T(\zeta_0))} \sum_{\lambda_1(\zeta_0) = \mu} P_1(\zeta_0) = \sum_{i=1}^{k} P_i(\zeta_0) = \text{Id},$$

so that:

$$\mathcal{V} = \bigoplus_{\mu \in \text{spc}(T(\zeta_0))} \mathcal{V}_\mu = \bigoplus_{\mu \in \text{spc}(T(\zeta_0))} K_\mu(T(\zeta_0)).$$

Thus $\mathcal{V}_\mu = K_\mu(T(\zeta_0))$, for all $\mu \in \text{spc}(T(\zeta_0))$. 

C.6. FROM APPENDIX A
Exercise A.25. Pick an inner product in $V$ and consider its sesquilinear extension to $V$. Using the corresponding norms, we have $\|a_n\| = \|\iota(a_n)\|$, for all $n$ and hence both power series have the same convergence radius.

C.7. From Appendix B

Exercise B.1. Use formula (B.1).

Exercise B.2. The annihilator of $V_1$ in $V_0$ is the kernel of $R$. Since $A$ contains the kernel of $R$, $A = R^{-1}(R(A))$; but the inverse image under $R$ of the annihilator of $V_2$ in $V_1$ (i.e., $R(A)$) is the annihilator of $V_2$ in $V_0$.

Exercise B.3. Use the Taylor polynomials of the maps $B$ and $u$ around $t_0$. 
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The universe we observe has precisely the properties we should expect if there is, at bottom, no design, no purpose, no evil, no good, nothing but blind, pitiless indifference.

Charles Darwin