Analysis of grid imprinting on geodesic spherical icosahedral grids
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Abstract
Numerical grid imprinting errors have often been observed in global atmospheric models on icosahedral grids. In this paper we analyse the sources of grid imprinting error related to the usual finite volume discretization of the divergence operator. We introduce the concept of alignment of computational cells, and establish that convergence of second order is attained on aligned cells. Moreover, we present strong evidence that grid imprinting errors are caused by the slow convergence on badly aligned cells. The analysis presented is not restricted to icosahedral grids, being valid for any geodesic spherical grid.
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1. Introduction

Spherical geodesic grids, i.e. spherical grids whose cell edges are geodesic arcs, like the cubed sphere [1] and icosahedral grids [2], have been adopted in the development of new global atmospheric models [3]. The icosahedral grid is the most homogeneous among the Platonic solid based grids, and was chosen by several groups as the basis for global meteorological modeling [4–10].

In spite of the many advances on numerical models for icosahedral grids, including an operational model [6] and results towards fully 3D non-hydrostatic models [8,11], some grid related issues still remain to be better understood. One of them is the phenomenon of grid imprinting [12,13], in which geometrical grid properties become visible in numerical solutions.

Grid imprinting is directly related to numerical discretization accuracy, although not yet fully explained. For example, the usual finite volume discretization of the divergence operator (used in [5,7–9]), in which the divergence at a computational cell (usually a Voronoi cell) is estimated using the fluxes at the cell edge midpoints, produces error patterns where coarse grid structures are evident. Tomita et al. [5] suggested that grid imprinting was related to regions of high gradients of area and distortion distributions. Although the area and distortion distributions present some correlation to the grid error pattern, they do not explain the error sources.

The purpose of this paper is to analyse the sources of discretization errors related to grid imprinting. We introduce the concept of aligned grid cells and show that the usual discretization of the divergence achieves second order on aligned cells. In order to quantify how well a cell is aligned we define an alignment index. For this discretization, we present evidence of a very sharp agreement of grid imprinting with bad alignment of cells.

Attempts to make the icosahedral grid more homogeneous with respect to distortion distribution led to the development of the spin dynamics grid optimization [14]. Heikes and Randall [15] introduced an optimization of the icosahedral grid in
order to ensure consistency of a discretization of the Laplacian operator. Another approach is to optimize the icosahedral grid to make it a centroidal Voronoi tessellation [16,17]. Miura and Kimoto [18] studied grid quality properties of several optimizations for icosahedral grids, with none of them being clearly better than the others. Although the grid optimizations contribute to reduce discretization errors and attenuate grid imprinting, they do not eliminate it. We present examples with spring dynamics, with the optimized grids from [15] and with centroidal Voronoi grids showing that the usual discretization of the divergence still produces error patterns related to the grid, which are matched very well by the alignment index.

Our theoretical results have been derived for the usual finite volume discretization of the divergence operator. This discretization is convenient due to its locality and simplicity, requiring low computational costs and being amenable to parallelization. Our results do not cover other discretizations, which make use of higher order integration methods at cell edges for instance, but they are not restricted to the divergence operator or to icosahedral grids. We indicate how to extend the analysis to discretizations of the rotational and Laplacian operator. We also show analytically the existence of vector fields, for which the usual discretization of the divergence on regular triangular grids is no more than first order accurate. The alignment index can be applied to any type of geodesic spherical grids, like the cubed sphere, kite grids and octahedral grids. None of them is composed only of well aligned cells.

1 Our results indicate that the lack of alignment of the cells in certain regions of the grids is responsible for the discretization errors which cause grid imprinting. Unfortunately, the results do not provide the means to find well aligned spherical geodesic grids. In fact, topological properties of the sphere may prevent the existence of perfectly aligned geodesic grids. For instance, Euler’s theorem shows that a spherical grid composed only of hexagonal cells cannot exist.

On the other hand, we should point out that our results do not imply that other discretizations of the divergence operator will not lead to higher order truncation errors on non aligned cells. In fact, the alignment index could serve as measure of where to use a more expensive discretization in order, for example, to achieve second order in the whole grid.

The paper is structured as follows. We begin showing grid imprinting evidences and how it can effect meteorological models in Section 2. In Section 3 we carry on the analysis of the sources of grid imprinting, starting with the results for planar polygons, followed by the extension of the theory to spherical geodesic grids. In Section 4 we present numerical results, providing several examples of grid imprinting in agreement with the theoretical results, also for optimized grids. Our concluding remarks are presented in Section 5.

2. Grid imprinting evidence and error propagation

Discretization errors related to the characteristics of icosahedral grids have been observed in many models (see e.g. [5]). This phenomenon, and ways to mitigate it, are still an actual research subject (see [13]). We illustrate its appearance in the discretization of the divergence and its propagation to other variables in a simplified version of a global transport model.

Consider for example a rotational vector field on the sphere, given in Cartesian coordinates as

$$\vec{v}(x, y, z) = (-y, x, 0),$$

where $(x, y, z)$ is such that $x^2 + y^2 + z^2 = 1$. This is a non divergent vector field and therefore the computed divergence agrees with the error due to the discretization. In Fig. 1 we show the discretized divergence, calculated using the fluxes at the cell edge midpoints (cf. Eq. (4)), and we can clearly observe the grid imprinting on a glevel 6 icosahedral grid (see Section 4.2 for the grid construction). Coarser-grid patterns are highly evidenced in the discretization errors.

The repeated evaluation of the divergence with this kind of error can lead to strong background noise in the physical model solution. This can be seen, for instance, in the density field of a global semi-Lagrangian transport model, composed by the mass continuity equation and a tracer conservation equation. We provide here only a brief description of the aspects relevant to the illustration of the propagation of grid imprinting. In advective form, the mass continuity equation is given by:

$$\frac{\partial \rho}{\partial t} + \nabla \cdot \vec{V} = \rho \nabla \cdot \vec{V},$$

where $\rho$ is density and $\vec{V}$ the velocity field. As a simple case to illustrate the propagation of errors, we consider a deformational test case (suggested in [19] as test case number 4), which starts with a constant density field and a non divergent velocity field. Our semi-Lagrangian discretization of the mass equation has the form

$$\rho^{n+1} - \rho^n = \Delta t \left( \frac{(\rho \nabla \cdot \vec{V})^{n+1/2} + (\rho \nabla \cdot \vec{V})^{n+1/2}}{2} \right),$$

where the superscripts refer to time instants, $\Delta t$ is the time step and the subscript $\ast$ denotes the departure point of Lagrangian trajectories ending at the vertices of the triangulation. In this particular test case, the non-divergent wind is known and its exact expression is used at the cell edges where necessary. We have used an analytical third order approximation (given in [19]) for the determination of the departure points. A cubic hermite interpolation (as in [20]) was employed to obtain the density and divergence values at the departure point locations. The dominant error in the computations is related to the

\textsuperscript{1} We carried out tests on octahedral grids, verifying that also in this case grid imprinting is matched by the alignment index. However, we do not include the results in this paper.
Fig. 1. Error on divergence values for a rotation vector field on an icosahedral grid with glevel 6.

Fig. 2. Errors in the density field after 1 (upper left), 4 (upper right) and 120 (bottom) time-steps of a global transport model on a glevel 6 icosahedral grid.
3. Sources of grid imprinting

In this section we analyse the source of the discretization errors of the divergence which lead to grid imprinting. We start by considering divergence approximations on planar polygons, before proceeding to the spherical case.

3.1. Analysis of the discretization on a plane

Let $\Omega$ be a planar polygon with $n$ sides. We denote by $|\Omega|$ its area and for each edge $i$ let $Q_i$ be its midpoint, $l_i$ be the edge length and $\vec{n}_i$ the corresponding outer unit normal vector. Let $\vec{v}$ be a vector field on the plane. The usual approximation of the divergence at a point $P_0$ inside the polygon, based on Gauss divergence theorem, is given by:

$$\delta_d(P_0) = \frac{1}{|\Omega|} \sum_{i=1}^{n} \vec{v}(Q_i) \cdot \vec{n}_i l_i. \quad (4)$$

There are two sources of error in this discretization. The first is due to considering the divergence at a point as the average cell divergence, the second is due to the approximation of the line integral at an edge by the midpoint rule. It is simple to see that if $P_0$ is chosen as the center of mass of the polygon, then the mean divergence at the polygon is a second order approximn to the divergence at $P_0$. We denote by $d = \sup_{p,q:|\Omega|} |p-q|$, the polygon’s diameter. Using a Taylor expansion of the divergence $\delta = d \nabla \vec{v}(\vec{r})$ around $P_0$ we obtain

$$\frac{1}{|\Omega|} \int_{\Omega} \delta \, d\Omega = \delta(P_0) + \nabla \delta(P_0) \cdot \frac{1}{|\Omega|} \int_{\Omega} (P - P_0) \, d\Omega + \frac{1}{|\Omega|} \int_{\Omega} (P - P_0) \cdot (\nabla^2 \delta(P_0)(P - P_0)) \, d\Omega + \cdots$$

The second term of this expansion vanishes when $P_0$ is the center of mass of $\Omega$. It results that

$$|\delta_d(P_0) - \delta(P_0)| \leq C_d d^2,$$

where the constant $C_d$ depends only on the Hessian of the divergence at $P_0$ ($\nabla^2 \delta(P_0)$).

Using the above result we have the following error estimate for the discretization of the divergence at the center of mass $P_0$,

$$|\delta_d(P_0) - \delta(P_0)| \leq \left| \delta_d(P_0) - \frac{1}{|\Omega|} \int_{\Omega} \delta \, d\Omega \right| + \frac{1}{|\Omega|} \int_{\Omega} \delta \, d\Omega - \delta(P_0) \right| \leq \delta_d(P_0) - \frac{1}{|\Omega|} \int_{\Omega} \delta \, d\Omega + C_d d^2. \quad (6)$$

We now analyse the errors due to the numerical integration by the midpoint rule. We parametrize the polygon edges as $\gamma_i(l) = \vec{t}_i + Q_i, \quad l \in [-l_i/2, l_i/2]$, where $\vec{t}_i$ is the unitary vector tangent to edge $i$ in a counter-clockwise order (from $P_i$ to $P_{i+1}$). From the divergence theorem we have

$$\frac{1}{|\Omega|} \int_{\Omega} \delta \, d\Omega = \frac{1}{|\Omega|} \int_{\partial \Omega} \vec{v} \cdot \vec{n} \, d\mathcal{H} = \frac{1}{|\Omega|} \sum_{i=1}^{n} n_i \int_{\gamma_i} \vec{v} \cdot \vec{n} \, ds = \frac{1}{|\Omega|} \sum_{i=1}^{n} \int_{-l_i/2}^{l_i/2} \vec{v}(\gamma_i(l)) \cdot \vec{n}_i \, dl.$$

Defining the normal velocity along the edge $v_i(l) = \vec{v}(\gamma_i(l)) \cdot \vec{n}_i$ and expanding it around $l = 0$, we obtain after integrating

$$\int_{-l_i/2}^{l_i/2} \vec{v}(\gamma_i(l)) \cdot \vec{n}_i \, dl = v_i(0) l_i + v'_i(0) \frac{l_i^2}{24} + O(l_i^4),$$

where the integrals of the odd terms in the polynomial expansion vanished. We observe that $v_i(0) = \vec{v}(Q_i) \cdot \vec{n}_i$, and that $v'_i(0)$ is the second derivative of the normal component of $\vec{v}$ in the tangential direction at point $Q_i$, that is $v'_i(0) = -\nabla^2 \vec{v}(\vec{Q}_i) \cdot \vec{n}_i \vec{t}_i$, where $\nabla^2 \vec{v}(\vec{Q}_i) \cdot \vec{n}_i$ is the Hessian of the field $\vec{v} \cdot \vec{n}_i$ evaluated at $Q_i$. Altogether we get

$$\frac{1}{|\Omega|} \int_{\partial \Omega} \vec{v} \cdot \vec{n} \, d\mathcal{H} = \frac{1}{|\Omega|} \sum_{i=1}^{n} \vec{v}(Q_i) \cdot \vec{n}_i l_i + \frac{1}{|\Omega|} \sum_{i=1}^{n} \frac{l_i^2}{24} \vec{t}_i \cdot \nabla^2 (\vec{v}(Q_i) \cdot \vec{n}_i) \vec{t}_i + \frac{1}{|\Omega|} \sum_{i=1}^{n} O(l_i^4). \quad (8)$$

Assuming that exists a constant $\alpha > 0$ such $\alpha d^2 \leq |\Omega|$, that is, $\Omega$ is not too distorted, then $1/|\Omega| \leq 1/(\alpha d^2)$. Also using that $l_i \leq d$, there is a constant $C_0$, depending only on the second order derivatives of the vector field and the geometry of the polygon, such that
\[
\left| \frac{1}{|\Omega|} \int_{\Omega} \tilde{\mathbf{v}} \cdot \tilde{n} d\Omega - \frac{1}{|\Omega|} \sum_{i=1}^{n} \tilde{\mathbf{v}}(Q_i) \cdot \tilde{n}_i l_i \right| \leq C_b \frac{1}{d^3} \leq C_s d. \tag{9}
\]

This shows that in general, only a first order approximation can be expected with the discretization \( \delta_d \). However, if for instance the polygon is a square, the first order errors in the approximation of line integrals in opposite edges cancel each other, leading to a discretization of order two. In the following, we show this fact and establish more general conditions under which we can guarantee to achieve second order. We begin by introducing the concept of an aligned polygon.

**Definition 1 (Planar aligned polygon).** A polygon on a plane with an even number of vertices, given by \{\( P_i \)\}_{i=1}^{n}, is aligned if for each edge \( e_i = \overline{P_{i-1}P_{i+1}} \) the corresponding opposite edge \( e_{i+n/2} = \overline{P_{i+n/2}P_{i+1}} \) is parallel and has the same length as \( e_i \) (we assume a cyclic ordering of the vertices, that is, if \( i > n \), then \( P_i = P_{i-n} \)).

We now show that if a polygon is aligned, the discretization \( \delta_d \) is an approximation of order two. For an aligned polygon \( n \) is even and from its definition it follows that \( l_i = l_{i+n/2}, \tilde{n}_i = -\tilde{n}_{i+n/2} \) and \( \tilde{\ell}_i = -\tilde{\ell}_{i+n/2} \) for \( i = 1, \ldots, n \). Employing these relations in (8) we obtain

\[
\frac{1}{|\Omega|} \int_{\Omega} \tilde{\mathbf{v}} \cdot \tilde{n} d\Omega = \frac{1}{|\Omega|} \sum_{i=1}^{n} \tilde{\mathbf{v}}(Q_i) \cdot \tilde{n}_i l_i + \frac{1}{|\Omega|} \sum_{i=1}^{n/2} \frac{l_i^2}{24} \tilde{\ell}_i \cdot \left( \nabla^2 (\tilde{\mathbf{v}}(Q_i) \cdot \tilde{n}_i) - \nabla^2 (\tilde{\mathbf{v}}(Q_{i+n/2}) \cdot \tilde{n}_i) \right) \tilde{\ell}_i + \frac{1}{|\Omega|} \sum_{i=1}^{n/2} O(\ell_i^2). \tag{10}
\]

We observe that the terms of the Hessians \( \nabla^2 (\tilde{\mathbf{v}}(Q_i) \cdot \tilde{n}_i) \) and \( \nabla^2 (\tilde{\mathbf{v}}(Q_{i+n/2}) \cdot \tilde{n}_i) \) differ only by \( O(d^2) \), and since \( l_i = O(d) \) for every \( i \), we get from (10)

\[
\frac{1}{|\Omega|} \int_{\Omega} \tilde{\mathbf{v}} \cdot \tilde{n} d\Omega = \frac{1}{|\Omega|} \sum_{i=1}^{n} \tilde{\mathbf{v}}(Q_i) \cdot \tilde{n}_i l_i + O(d^3) \tag{11}
\]

As a consequence from (11) and (5) we have the following result.

**Theorem 1.** Let \( \tilde{\mathbf{v}} \) be a \( C^4 \) vector field in \( \mathbb{R}^2 \) and \( \Omega \) be any aligned polygon in its domain, with diameter \( d \) and area \( |\Omega| \) satisfying \( xd^2 \leq |\Omega| \leq d^3 \), for some positive constant \( x \). There exists a constant \( C_p \), which is independent of the diameter \( d \), such that

\[
\left| \text{div} \left( \tilde{\mathbf{v}}(P_0) \right) - \frac{1}{|\Omega|} \sum_{i=1}^{n} \tilde{\mathbf{v}}(Q_i) \cdot \tilde{n}_i l_i \right| \leq C_p d^2,
\]

where \( P_0 \) is the center of mass of \( \Omega \).

### 3.2. Some remarks

In our analysis we assumed that the field \( \tilde{\mathbf{v}} \) is exactly known at the locations where it is needed. In many models, this may not be the case, with interpolation or other form of reconstruction of the vector field being needed. From the analysis, we can deduce that the use of a third order approximation to the vector field \( \tilde{\mathbf{v}} \) in the discretization of the divergence leads to a second order approximation on aligned cells, while a second order approximation to \( \tilde{\mathbf{v}} \) may not be enough for that. A more extensive analysis of the interplay between different vector field reconstructions and the discretizations of the divergence and Laplacian operators on aligned cells is the object of undergoing work.

We point out, however, that even the use of the exact field values is not sufficient to guarantee second order on non-aligned polygons. This is shown analytically in the following example for regular triangles and numerically through examples in Section 4. We consider equilateral triangles with vertices located at \( P_1 = l \left( -\frac{\sqrt{3}}{2}, \frac{1}{2} \right) \), \( P_2 = l \left( -\frac{\sqrt{3}}{2}, -\frac{1}{2} \right) \) and \( P_3 = l \left( \frac{\sqrt{3}}{2}, 0 \right) \), whose centers of mass are at the origin and have diameter \( d = l > 0 \). For a vector field given by

\[
\tilde{\mathbf{v}} = \begin{bmatrix}
    u_0 + u_1 x + u_2 x^2 \\
    0
\end{bmatrix},
\]

the actual value of the divergence at the origin is \( \delta = u_1 \), while the discretization will lead to \( \delta_d = u_1 - l \frac{u_0}{3 \sqrt{3}} \), with a first order error. Triangles are obviously non-aligned, since they have an odd number of sides. It is not difficult to provide a similar example for pentagons.

### 3.3. Analysis of the discretization on the sphere

Now we extend our results to the discretization of the horizontal divergence on the sphere

\[
\delta_d(P_0) = \frac{1}{|\Omega|} \sum_{i=1}^{n} \tilde{\mathbf{v}}(Q_i) \cdot \tilde{n}_i l_i, \tag{12}
\]
where $\Omega$ is a spherical polygon, $|\Omega|$ is its geodesic area, $Q_i$ are the edge midpoints, $l_i$ the edge geodesic lengths and $\vec{n}_i$ the edge outer normal unit vectors. The point $P_0$ is the constrained mass centroid of $\Omega$ (see e.g. [17]). Observe that the center of mass $P'$ of a spherical polygon lies outside the polygon (inside the sphere). It is obtained as the point in $R^3$ such that $P' = \int_\Omega P d\Omega$. The (constrained) mass centroid $P_0$ is the radial projection of the center of mass $P'$ onto the sphere ($P_0 = \frac{P'}{|P'|}$).

We will show that (12) is a second order discretization of the horizontal divergence when $\Omega$ is a spherical aligned polygon. In order to do that, as in the planar case, we first show that the average value of the divergence at the polygon is a second order approximation to the value of the divergence at the mass centroid (the details are presented in Appendix B). Second, we need to show that the line integrals are also computed with a second order error. This part of the proof will be based on the results for planar polygons, considering the radial projection of $\Omega$ onto the tangent plane to the sphere at its centroid $P_0$. We first define an aligned polygon on the sphere:

**Definition 2 (Spherical aligned polygon).** A spherical polygon with an even number of edges is aligned if its radial projection onto the plane tangent to the sphere at its centroid is a planar aligned polygon.

### 3.3.1. Radial projection of a polygon

We adopt Cartesian coordinates with the origin located at the center of the unit sphere, and with no loss of generality, we assume the north-pole to be located at the mass centroid $P_0 = (0, 0, 1)$ of the spherical polygon $\Omega$. The geodesic edge joining vertices $P_i$ and $P_{i+1}$ of $\Omega$ will be named $c_i$ (in counter clockwise order), $Q_i$ will be its midpoint. Its length will be $l_i = \arccos(P_{i+1}, P_i)$ and $h_i = \arccos(P_i, P_0)$ is the distance from $P_i$ to $P_0$. These quantities are represented on Fig. 3. We also define:

- $h = \max_{i=1,\ldots,n} h_i$ (the polygon radius),
- $l = \max_{i=1,\ldots,n} l_i$ (the polygon maximum edge length),
- $d = \sup_{p,q\in\Omega} \arccos(p,q)$ (the polygon diameter).

The radial projection of $\Omega$ onto the plane $\Gamma'$, tangent to the sphere at $P_0$, will define a planar polygon $\Omega'$ in $\Gamma'$. We observe that a point $P$ on the sphere is projected at the intersection of the tangent plane with the straight line which joins $P$ with the center of the sphere. We employ this projection only for points on the northern hemisphere, since we have placed $P_0$ at the north pole. We assume that $\Omega$ is entirely contained in this hemisphere. To each of the spherical polygon points, lengths and other quantities, there will be a corresponding one in the projected polygon, which we will denote with the addition of the symbol prime (‘), as for example shown in Fig. 3, where the vertices $P_i$ are the respective projections of $P_i$, etc. Observe that for $P$ on the sphere its projection is given by

$$P' = \frac{P}{\|P - P_0\|}$$

and conversely, $P = \frac{P'}{\|P'\|}$.

In Appendix A we establish the following relations between quantities of both polygons. We have that $d' = d + O(d^3)$, $h'_i = h_i + O(d^3)$, $l'_i = l_i + O(d^3)$ and $|\Omega'| = |\Omega| + O(d^3)$. We also show that on spherical aligned polygons, the opposite sides have the same lengths ($l_i = l_{i+2}$).

![Fig. 3. Indexation for the spherical polygon (on the left) and the projected planar polygon (on the right).](image-url)
3.3.2. Vector field projection

We have defined how to locally project a spherical polygon, defining a corresponding planar polygon on the plane Γ tangent to the sphere at P₀. To be able to transfer the analysis to the plane, we still need to define how to lift a vector field on the spherical polygon to the tangent plane Γ. This projection will be defined such that the local fluxes across the borders of the polygons are preserved. For this, at a point P of the polygon we consider the plane Λ tangent to the sphere at P and its intersection with a plane Γ₀ parallel to Γ and containing P. These two planes Λ and Γ₀ intersect at a straight line ζ (see Fig. 4 for a representation) and form an angle φ₀ < π/2 between them. The vector v' at the point P' will be obtained through the rotation of v around ζ by the angle φ₀. That is,

\[ \tilde{v}(P') = R_Φ \tilde{v}(P), \]  

(14)

where R₆ is a rotation matrix that, for the fixed plane Γ₀, depends only on the point P, but not on v. We point out that this projection corresponds to an orthogonal projection of v onto Γ, followed by a rotation of its original magnitude. Since \( (R_Φ)^T R_Φ = I \), we have

\[ f'(Q') = \tilde{v}'(Q') \cdot \tilde{n}_{Q'} = (R_Φ \tilde{v}(Q))^T R_Φ \tilde{n}_Q = (\tilde{v}(Q))^T (R_Φ)^T R_Φ \tilde{n}_Q = \tilde{v}(Q) \cdot \tilde{n}_Q = f(Q). \]  

(15)

This property also implies that the horizontal divergence on the sphere at the point P₀ coincides with the divergence given by the planar vector field \( \tilde{v}' \) at the same point (see Appendix C for details).

3.3.3. Convergence analysis

Now we are ready to show that on aligned spherical polygons the usual discretization of the divergence operator δₐ is second order accurate, although only first order accuracy can be guaranteed for general spherical polygons. To estimate the error in the discretization of the divergence δ = \( \text{div}(\tilde{v}')(P₀) \), we will add and subtract the discretization of the divergence of the projected field. We observe that \( \text{div}(\tilde{v}')(P₀) = \text{div}(\tilde{v}')(P₀) \) and since \( \text{div}(\tilde{v}') = \text{div}(\tilde{v}')(P₀) + O(d²) \) (see Appendix B), we have

\[ \text{div}(\tilde{v}')(P₀) = \text{div}(\tilde{v}')(P₀) + O(d²), \]

where \( \text{div}(\tilde{v}')(P₀) \) is the center of mass of the projected polygon. We then have

\[ \left| \delta - \frac{1}{|Ω|} \sum_{i=1}^{n} \tilde{v}(Q_i) \cdot \tilde{n}_i l_i \right| = \left| \delta - \frac{1}{|Ω|} \sum_{i=1}^{n} \tilde{v}'(Q_i) \cdot \tilde{n}_i l_i \right| + \frac{1}{|Ω|} \sum_{i=1}^{n} \tilde{v}'(Q_i) \cdot \tilde{n}_i l_i - \frac{1}{|Ω|} \sum_{i=1}^{n} \tilde{v}(Q_i) \cdot \tilde{n}_i l_i \]

\[ \leq \delta - \frac{1}{|Ω|} \sum_{i=1}^{n} \tilde{v}'(Q_i) \cdot \tilde{n}_i l_i + \frac{1}{|Ω|} \sum_{i=1}^{n} \tilde{v}'(Q_i) \cdot \tilde{n}_i l_i - \frac{1}{|Ω|} \sum_{i=1}^{n} \tilde{v}(Q_i) \cdot \tilde{n}_i l_i = D + E. \]

The first term D can be estimated as follows:

\[ D = \left| \delta - \frac{1}{|Ω|} \sum_{i=1}^{n} \tilde{v}'(Q_i) \cdot \tilde{n}_i l_i \right| \leq \left| \delta - \text{div}(\tilde{v}')(\mathcal{P}) \right| + \left| \text{div}(\tilde{v}')(\mathcal{P}) - \frac{1}{|Ω|} \sum_{i=1}^{n} \tilde{v}'(Q_i) \cdot \tilde{n}_i l_i \right| \leq C_2 d² \]

Fig. 4. Elements involved in vector projection.
where we used the results for planar polygons and that \( d \) and \( d' \) differ of \( O(d^2) \). It remains to show that the second term \( E \) is of second order. It can be written as

\[
E = \frac{1}{|\Omega|} \sum_{i=1}^{n} \vec{v}(Q'_i) \cdot \vec{n}_i l_i - \frac{1}{|\Omega|} \sum_{i=1}^{n} \vec{v}(Q_i) \cdot \vec{n}_i l_i = \frac{1}{|\Omega|} \left| \sum_{i=1}^{n} \vec{v}(Q'_i) \cdot \vec{n}_i l_i - \sum_{i=1}^{n} \vec{v}(Q'_i) \cdot \vec{n}_i l_i \right| = \frac{1}{|\Omega|} \left| \sum_{i=1}^{n} \vec{v}(Q'_i) \cdot \vec{n}_i l_i - \left( \frac{|\Omega|}{|\Omega|} l_i - l_i \right) \right|
\]

where we used the equality between the fluxes across the spherical and the planar polygon borders. In the last equality we employed the fact that the lengths of opposite sides are the same on planar, as well as on spherical, polygons and that the outer normal vectors of these sides are opposed to each other. We now recall that \( |l_i - l'_i| = O(d^2) \), \( |\Omega|/|\Omega'| = 1 + O(d^2) \) and that \( l_i = O(d) \) to conclude that

\[
E = \frac{O(d^3)}{|\Omega|} \sum_{i=1}^{n/2} \left| \vec{v}(Q'_i) - \vec{v}(Q_{i+n/2}) \right| \cdot \vec{n}_i l_i
\]

Finally, we observe that \( \vec{v}(Q'_i) = \vec{v}(P_0) + O(d) \) and \( \vec{v}(Q_{i+n/2}) = \vec{v}(P_0) + O(d) \). Therefore,

\[
E = \frac{O(d^4)}{|\Omega|} \sum_{i=1}^{n/2} O(d) = O(d^2)
\]

since \( |\Omega| = O(d^2) \). This concludes the proof that we have a discretization error of order two for aligned spherical polygons. On the other hand, for non-aligned polygons only first order can be assured.

**Theorem 2.** Let \( \vec{v} \) be a \( C^2 \) vector field on the sphere and \( \Omega \) an aligned spherical polygon with \( n \) geodesic edges, diameter \( d \) and area \( |\Omega| \) satisfying \( \alpha d^2 \leq |\Omega| \leq d^2 \), for some positive constant \( \alpha \). Then there is a constant \( C \), which is independent of the diameter \( d \), such that

\[
\left| \text{div}(\vec{v})(P_0) - \frac{1}{|\Omega|} \sum_{i=1}^{n} \vec{v}(Q_i) \cdot \vec{n}_i l_i \right| \leq C d^2,
\]

where \( P_0 \) is the mass centroid of \( \Omega \).

### 3.3.4. Curl and diffusion

The above results may be extended to the usual discretization of the curl and diffusion operators.

The rotational operator (curl) is usually discretized in a similar manner to the divergence,

\[
\text{curl}(\vec{v})(P_0) = \frac{1}{|\Omega|} \sum_{i=1}^{n} \vec{v}(Q_i) \cdot \vec{t}_i l_i,
\]

where \( \vec{t}_i \) are unit vectors tangent to the edges of the polygon. Replacing the normal vectors by the tangent vectors in our proofs, we will reach the same conclusions as for the divergence operator. That is, for an aligned spherical polygon the above discretization of the curl operator is second order if the tangential velocity is sufficiently accurate. On the other hand, no more than first order will be guaranteed globally.

The same conclusions will be valid for discretizations of the Laplacian, provided that the gradients of the field are computed with sufficient precision at the edge midpoints. In this case, the Laplacian will be obtained by employing the divergence discretization to the gradient of the field (\( \Delta f = \nabla \cdot \nabla f \)) and will be of second order on aligned spherical polygons.

### 4. Numerical experiments

#### 4.1. Icosahedral grid and measures of irregularity

A usual construction of the icosahedral grid starts by positioning the icosahedron with one vertex at each pole, with the result that the other 10 vertices will lie on latitudes \( \pm \arctan(0.5) \). This basic positioning is show in Fig. 5 as the level 0 grid. Finer grids are obtained by adding nodes at the midpoints of the edges, recursively obtaining refined grids at different levels (gelevs). The vertices of the triangles will be the grid nodes.

The icosahedral grid and its refinements form Delaunay triangular grids, to which we can associate a Voronoi tessellation. These are shown in Fig. 5. The Voronoi cells are constructed by connecting the circumcenters of the triangles around a node (a more detailed description can be found in [18]). We are interested here in the case where the Voronoi polygons are used as computational cells. This is the most common approach in icosahedral based global models.
Several grid properties influence the quality of numerical approximations to differential operators. Among those, area uniformity and distortion of grid cells have been considered important measures of grid quality \cite{5,18}. As a measure for area uniformity we can employ the ratios between the cell areas and the maximum of these values. A measure of distortion for a given Voronoi cell $X$ is given by the index

$$D(X) = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (l_i - \bar{l})^2},$$

(16)

where $\bar{l} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} l_i^2}$, $n$ is the number of edges of the cell $\Omega$, $l_i$ is the length of the $i$th edge. The area and distortion indexes for a glevel 6 icosahedral grid are shown in Fig. 6.

Fig. 5. Delaunay triangulations and/or Voronoi cells are shown on different levels for icosahedral grids.

Fig. 6. Distribution of area (a) and distortion (b) of Voronoi cells on a icosahedral grid glevel 6.
We have introduced the concept of aligned cells in Section 3. We will now define a way of quantifying the alignment of cells, through an alignment index. This index will be defined for a polygonal cell \( \Omega \) (spherical or not) with an even number of sides \( n \) as:

\[
\Xi(\Omega) = \frac{1}{nd} \sum_{i=1}^{n/2} [d_{i+1,n/2,i} - d_{i,n/2,i}] + [d_{i+1,i} - d_{i,n/2,i+1,i}],
\]

where \( d = \frac{1}{n} \sum_{i=1}^{n} d_{i+1,i} \), and \( d_{ij} \) is distance metric between polygon vertices \( P_i, i = 1, \ldots, n \), and we identify \( P_{n+1} = P_1 \). For the planar case \( d_{ij} = d(P_i, P_j) = \|P_i - P_j\| \) is the Euclidean distance between points \( P_i \) and \( P_j \), and on the sphere \( d_{ij} = d(P_i, P_j) = \arccos(P_i \cdot P_j) \) is the geodesic distance. The division by the mean edge length \( d \) provides normalization of the index. We have that \( \Xi = 0 \) if, and only if, \( \Omega \) is aligned (using results from Appendix A).

We employ this alignment index to quantify the degree of alignment of a cell. In Fig. 7 we observe that the maximum alignment index seems to attain a limit value on finer icosahedral grid levels. On the other hand, the average value of the alignment approaches zero, showing that aligned cells dominate more and more on finer grids.

It is quite remarkable how the pattern of the non-aligned cells matches the error distribution of the discretization error of the divergence operator (compare Fig. 1 with Fig. 8) in the example of the rotation presented in Section 2. When compared to the other indicators (cf. Fig. 6), which also present some correlation with the error distribution, the alignment index leads to a much better match with the error pattern. Here, and in all the other numerical results in the paper, the exact and numerically evaluated divergence values are compared in the mass centroid of the cells.

### 4.2. Convergence experiments

We next consider the same test function used in [2,5]. This vector field is given in spherical coordinates as

\[
u = -4n \cos^3 (n\theta) \sin(n\theta) \sin(\lambda) \cos(m\lambda),
\]

where \( \lambda \in [-\pi, \pi] \) is the longitude, \( \theta \in [-\pi/2, \pi/2] \) is the latitude, \( u \) and \( v \) are respectively the zonal and meridional vector field components, and \( m \) and \( n \) are integer constants.

### 4.3. Usual icosahedral grid

In Fig. 9 we show the error distribution of the estimates of the divergence on a glevel 6 ordinary icosahedral grid assuming \( m = 1 \) and \( n = 1 \). In general, the error follows the wave pattern of the divergence itself, being larger where the divergence is, as defined by the test case. However, there is a clear occurrence of grid imprinting in the error field. The largest errors
occur where the alignment index is largest. Again there is a very good match between the index and the error patterns of grid imprinting. The distortion and area uniformity indicators are not so well correlated with grid imprinting.

**Fig. 8.** Distribution of the alignment index on different icosahedral grid levels.

**Fig. 9.** Error for the divergence estimates on an icosahedral grid with level 6, using $m = 1$, $n = 1$. 
Next we show convergence results for successive levels of grid refinements. We observe that, in the maximum norm, the convergence of the discretization of the divergence is only of first order. We present evidences that the badly aligned cells cause the first order only convergence. As we have analysed, second order convergence should happen where the cells are well aligned. To verify this fact, we also computed the maximum norms only for better aligned cells (where $\Xi < 1/100$). The convergence results are shown in Fig. 10. The results in quadratic norm are also shown and indicate that second order of convergence is achieved in this norm (observe that the proportional number of non-aligned cells – with $\Xi > 1/100$ – drops with the refinement of the grids). These results are compatible with those presented in [5]. We also point out that up to level 5, the maximum norm errors behave as if second order would be achieved. The reason for this is that in this test case the divergence in the regions close to the twelve (non-aligned) pentagons is close to zero. Large relative errors in these regions may be dominated by errors in the regions where the divergence is far from zero. With the refinement of the grids, the relatively larger errors become also the largest absolute values, since the convergence in these regions is only of first order.

### 4.4. Analysis on optimized grids

Several grid optimizations have been proposed for icosahedral grids. Among the most successful we mention the spring dynamics optimization (SPRG), the Heikes and Randall optimized grids (HR95) and the spherical centroidal Voronoi tessellation (SCVT). A review on the matter may be found in Miura [18]. We investigated the alignment properties of icosahedral grids optimized by these methods.

The spring dynamics optimization was proposed in the context of meteorological modeling in [5], with the main purpose to improve homogeneity of grid distortion. The original method solves an ordinary differential equations system to find the equilibrium state of the grid if the nodes where to be connected with virtual springs. We use the method proposed in Miura [18], that uses a relaxation method, in which iteratively each node is slightly moved in order to reduce distortion. We adopt the spring parameter of $\beta = 1.2$ recommended in [14], and the relaxation parameter $\alpha = 0.09$. We stopped when differences in energy between consecutive iterations were less than $10^{-9}$.

The Heikes and Randall [15] grids were optimized so that the primal–dual cross-over points converge to the edge center with resolution. Their main objective was to reduce truncation errors in the discretization of the Laplacian.

On the usual icosahedral grid (see Fig. 5) the grid nodes do not necessarily coincide with the mass centroids of the Voronoi cells. On a spherical centroidal Voronoi tessellation the nodes are exactly the mass centroids of the Voronoi cells. To achieve this property, one can use Loyd’s algorithm ([16]) departing from the usual icosahedral grid and iteratively moving the nodes to the mass centroids, within a given precision (we used $10^{-9}$).

In Fig. 11 we display the alignment index and the resulting errors in the discretizations of the divergence, with the same test case of the previous section, when employing the optimized grids. For the HR95 optimized grids the alignment pattern is similar to the non optimized icosahedral grids. However, we can observe a more substantial change in the configuration of the badly aligned cells of the SPRG and SCVT grids. They present a clustering around the grid pentagons in a star shaped form, assuming similar patterns on both optimized grids with slightly smaller values in the SCVT grid. We notice that grid imprinting does not disappear, but it follows the grid alignment pattern. The error again follows the wave pattern of the divergence itself but we observe the larger values on the non-aligned cells. SCVT leads to slightly smaller errors than spring dynamics,
with somewhat larger errors being obtained with the HR95 grids. In comparison to the usual grid, the errors are reduced in all optimized grids.

On what concerns convergence, the qualitative behaviour on the optimized grids is unfortunately not much different from what is seen with the usual icosahedral grid. In Fig. 12 we present the maximum and quadratic norms of the discretization error on different grid refinement levels, together with the order of error reduction from level to level. As before, the
quadratic errors present convergence of second order. The maximum errors, however, behave like second order in the first levels and then the first order of discretization becomes evident. The explanation is the same as before. In the non aligned cells the divergence errors are decaying only according to first order, while they decay faster on aligned cells. From a certain point on, the largest errors are on the non-aligned cells and they are reduced only by a factor of two on consecutive levels. To
verify the second order behaviour on well aligned cells, we again computed the maximum error restricted to those cells. The results are also in Fig. 12 and show the second order convergence on aligned cells. In [5] it was claimed that second order convergence was achieved with spring dynamics, even with the maximum norm. Our results show that in fact only first order convergence in the maximum norm is guaranteed.

5. Concluding remarks

The importance of the geometric alignment of grid cells for the accuracy of numerical discretizations of differential operators has been shown. We were able to relate grid imprinting coming from the usual finite volume discretization of the divergence operator to a slower convergence order on non-aligned grid cells. Second order of convergence is demonstrated for aligned grid cells when using this discretization. We have introduced an alignment index, which captures very well the phenomenon of grid imprinting. The theoretical results were shown first for planar polygons and then extended to the sphere. They are also applicable to the curl and Laplacian operators.

Even though we focused on geodesic icosahedral grids, the theory is valid to other geodesic grids, such as the kite-grids or cubed spheres, which also present grid imprinting [13]. A challenging question would be to construct a spherical geodesic grid containing only well aligned cells.

We notice that triangular grids fail to be aligned, as the cells have an odd number of edges. One can usually see a pattern of under/over shooting on neighbouring triangles [21]. Observe that two similar adjacent triangles may build an aligned grid containing only well aligned cells.

Cubed spheres, which also present grid imprinting [13]. A challenging question would be to construct a spherical geodesic sphere. They are also applicable to the curl and Laplacian operators.

We were able to relate grid imprinting coming from the usual finite volume discretization of the divergence in the maximum norm is guaranteed.

Theoretical results were shown first for planar polygons and then extended to the sphere. They are also applicable to the curl and Laplacian operators.

Even though we focused on geodesic icosahedral grids, the theory is valid to other geodesic grids, such as the kite-grids or cubed spheres, which also present grid imprinting [13]. A challenging question would be to construct a spherical geodesic grid containing only well aligned cells.

We notice that triangular grids fail to be aligned, as the cells have an odd number of edges. One can usually see a pattern of under/over shooting on neighbouring triangles [21]. Observe that two similar adjacent triangles may build an aligned quadrilateral when joined. Since the usual discretization of the divergence would be of second order on the aligned quadrilateral and only of first order on each individual triangle, we notice that these first order errors would have to compensate each other, explaining the error pattern.

In a completely aligned grid, all cells would need to have an even number of edges. Consequently, icosahedral grids, even with optimizations, cannot be completely aligned due to the 12 pentagons. An octahedral grid could, in principle, be a good candidate, since it can be subdivided into hexagons and 6 rectangles. However, the hexagons near the rectangles are not well aligned, even if we apply the spring dynamics or centroidal Voronoi optimizations. On the cubed sphere, which also has only cells with an even number of edges, the cells near the vertices of the cube are far from being aligned.

From all this picture, it seems that the topology of the sphere may prevent the existence of a geodesic grid composed only of aligned cells. On the other hand, a regular latitude-longitude grid is such that a second order discretization of the divergence is achieved with the approach employed here. This is no contradiction, since the lat/lon grid is not geodesic. The use of non geodesic cell edges on icosahedral grids is a possibility to be investigated.

Another interesting approach can be the use of the alignment index as an indicator of where in the grid to employ a more sophisticated scheme to achieve second order. Since the fraction of badly aligned cells is rather small, this may provide an efficient way to obtain a globally second order method.
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Appendix A. Comparison of magnitudes of a spherical polygon and of its planar projection

We provide here an analysis of the relative sizes of lengths and areas of a spherical polygon and its projection onto the plane tangent to the sphere at the constrained mass centroid $P_0$. First we observe that

$$
\ell_i = \tan(h_i) = h_i + O(h_i^2) = h_i + O(d^3)
$$

and

$$
\ell_i = \sqrt{(P_i - P_{i+1})^2} = \sqrt{\frac{P_{i+1} - P_i}{(P_{i+1} - P_i) + P_i}} = \sqrt{\frac{1}{\cos^2(h_i) + \cos^2(h_{i+1})} - 2 \frac{\cos(l_i)}{\cos(h_{i+1}) \cos(h_i)}}.
$$

Expanding $\ell_i$ with respect to $l$, $h$, and $h_{i+1}$ around zero of the three variables we have that

$$
\ell_i = \left[1 - \frac{1}{24} l_i^2 + \frac{1}{4} h_i^2 l_i + \frac{1}{4} h_i^2 h_{i+1} - \frac{1}{8} l_i^3 + \frac{1}{8} h_i^2 l_i + \frac{1}{8} h_i^2 h_{i+1} \right] + O(d^3).
$$

The polygon diameter $\mathcal{d}$ is given by

$$
\mathcal{d} = \sqrt{(P_i - P_k)^2} = \sqrt{\frac{1}{\cos^2(h_i) + \cos^2(h_k)} - 2 \frac{\cos(l_k)}{\cos(h_j) \cos(h_k)}}.
$$

for some $j$ and $k$ and $I_k = ||P_j - P_k|| = O(d)$. As for $l_i$, a Taylor expansion shows that $d' = d + O(d^3)$ and both diameters are of the same order.

We compare the areas of the polygons. Consider the transformation $\bar{\psi} : \Omega' \in \Gamma \rightarrow \Omega \subset S^2$, where

$$\bar{\psi}(s, t) = \frac{1}{\sqrt{1 + s^2 + t^2}} (s, t, 1).$$

Taking the norm of the cross product of the partial variations on each coordinate of $\Psi$, results in

$$\left\| \frac{\partial \bar{\psi}}{\partial s} \times \frac{\partial \bar{\psi}}{\partial t} \right\| = \frac{1}{(s^2 + t^2 + 1)^{1/2}} = 1 - \frac{3}{2} s^2 - \frac{3}{2} t^2 + \frac{15}{8} t^4 + \frac{15}{4} t^3 s^2 + \frac{15}{8} s^4 + \ldots$$

Therefore

$$\Omega = \int_{\Omega} d\Omega = \int_{\Omega} \left\| \frac{\partial \bar{\psi}}{\partial s} \times \frac{\partial \bar{\psi}}{\partial t} \right\| d\bar{\Omega} = \int_{\Omega} \left( 1 - \frac{3}{2} s^2 - \frac{3}{2} t^2 + \frac{15}{8} t^4 + \frac{15}{4} t^3 s^2 + \frac{15}{8} s^4 + \ldots \right) d\bar{\Omega}$$

and consequently

$$\frac{|\Omega|}{|\bar{\Omega}|} = 1 + O(d^3). \quad (23)$$

Now we can show that a spherical polygon $\Omega$ is aligned if, and only if, it has $\Xi(\Omega) = 0$. By the definition of spherical aligned polygon, all we need is to show that $\Xi(\Omega) = 0 \iff \Xi(\Omega') = 0$, which is equivalent to show that

$$l_i = l_{i-n/2} \iff l'_i = l'_{i-n/2}$$

and

$$d_{i, i+1} = d_{i-n/2, i-n/2} \iff d'_{i, i+1} = d'_{i-n/2, i-n/2},$$

for $i = 1, \ldots, n/2$, where $d_{i, k} = \arccos(P_i, P_k)$ and $d'_{i, k} = ||P'_i - P'_k||$. Using Eq. (20), we have that $h_i = h'_{i-n/2} \iff h_i = h_{i-n/2}$. Now using this, and Eq. (21) we have the first part needed ($l'_i = l_{i-n/2} \iff l_i = l_{i-n/2}$). For the rest, first notice that all geodesic arcs are projected as straight lines, and that if we assume $d_{i, i+1} = d_{i-n/2, i-n/2}$, and use that $h_i = h_{i-n/2}$, we have

$$d_{i, i+1} = \sqrt{\frac{(P_{i-n/2} - P_i, P_{i-n/2+2} - P_i')}{(P_{i-n/2+1} - P_{i-n/2}, P_{i-n/2+1} - P_i')}},$$

Thus

$$d_{i, i+1} = \sqrt{\cos(h_{i-n/2+1})^{-1} + \cos(h_i)^{-1} - 2 \cos(d_{i, i+1}) \cos(h_{i-n/2+1}) \cos(h_i)},$$

Similarly

$$d'_{i, i+1} = \sqrt{\cos(h_{i-n/2+1})^{-1} + \cos(h_i)^{-1} - 2 \cos(d'_{i, i+1}) \cos(h_{i-n/2+1}) \cos(h_i)},$$

In the same way we can conclude that if $d_{i, i+1} = d_{i-n/2, i-n/2}$ then $d_{i, i+1} = d_{i-n/2, i-n/2}$.

### Appendix B. Location of the centroid $P_0$ and value of the divergence

Locating the constrained mass centroid $P_0$ at the north pole, we have that the center of mass of $\Omega$ is necessarily of the form $P^* = (0, 0, z)$, with

$$z^* = \frac{1}{|\Omega|} \int_{\Omega} z d\Omega = \frac{1}{|\Omega|} \int_{\Omega} \frac{1}{\sqrt{1 + s^2 + t^2}} \left\| \frac{\partial \bar{\psi}}{\partial s} \times \frac{\partial \bar{\psi}}{\partial t} \right\| d\bar{\Omega} = \frac{1}{|\Omega|} \int_{\Omega} \left( 1 - 2 s^2 - 2 t^2 + 3 t^4 + 6 s^2 t^2 + 3 s^4 + \ldots \right) d\bar{\Omega}$$

$$= \frac{|\Omega|}{|\Omega|} + O(d^3) = 1 + O(d^3)$$

and consequently $||P^* - P_0|| \leq C d^2$, for some constant $C$.

We now compare the location of $P_0$ with the center of mass $P$ of $\Omega$. Both have $z$-coordinate equal to 1. Let us evaluate the $x$-coordinate $x$ of $P$. 
Using both parametrizations we have

\[ 0 = \frac{1}{2} \int_{\Omega} x d\Omega = \frac{|\Omega|}{2^2 |\Omega|} \int_{\mathbb{T}} s \frac{1}{\sqrt{1 + s^2 + t^2}} \left| \frac{\partial \tilde{v}}{\partial s} \times \frac{\partial \tilde{v}}{\partial t} \right| d\Omega \\
= \frac{|\Omega|}{2^2 |\Omega|} \int_{\mathbb{T}} s (1 - 2s^2 - 2t^2 + 3t^4 + 6s^2 t^2 + 3s^4 + \cdots) d\Omega \\
= \frac{|\Omega|}{2^2 |\Omega|} \hat{x} - \frac{1}{2^2 |\Omega|} \int_{\mathbb{T}} s (2s^2 + 2t^2 - 3t^4 - 6s^2 t^2 - 3s^4 + \cdots) d\Omega = \hat{x} + O(d^2). \]

Similarly, we have that \( y = O(d^2) \) and therefore \( \|P - P_0\| = O(d^2) \).

We now compare the average value of the divergence in \( \Omega \) with its value at the centroid \( P_0 \). Analogously to the planar case, given a smooth function \( F : \mathbb{R}^3 \to \mathbb{R} \) we have that

\[ \frac{1}{|\Omega|} \int_{\Omega} F d\Omega = F(P_0) + \frac{1}{|\Omega|} \int_{\Omega} (P - P_0) d\Omega + O(d^2) \]

and since \( P_0 \) is the center of mass of \( \Omega \) the second term in the right hand side vanishes. Now, from the divergence field \( \delta \) defined on the surface of the unit sphere, we can obtain the following smooth field, defined for \( P \in \mathbb{R}^3, P \neq 0 \), \( F(P) = \delta \left( \frac{P}{|P|} \right) \). Since \( F \) coincides with \( \delta \) on \( \Omega \) and \( F(P_0) = \delta(P_0) \), we conclude that

\[ \frac{1}{|\Omega|} \int_{\Omega} \delta d\Omega = \delta(P_0) + O(d^2), \]

where the \( O(d^2) \) term depends on the Hessian on a compact neighbourhood of \( \Omega \).

**Appendix C. Vector projection preserves divergence**

We show here that the vector projection preserves the divergence at the mass centroid \( P_0 \).

Let \( \Theta \) be a circle cap on the sphere centered at \( P_0 \) with geodesic radius \( r \). Its projection \( (\Theta') \) is a circle region on \( \Gamma \) whose center is also \( P_0 \) and that has radius \( r' \), with \( r' = \tan(r) \).

We can parametrize the border of \( \Theta' \) as

\[ \zeta(t) = (r' \cos(t), r' \sin(t), 1), \]

where \( t \in [0, 2\pi] \) (remember that \( P_0 \) is at the north pole). With this parametrization we have that \( \left\| \frac{d\zeta(t)}{dt} \right\| = r' \). Now using the radial projection of points, this results in a natural parametrization for the border of \( \Theta \), a circle on the sphere,

\[ \tilde{\zeta}(t) = \frac{\zeta(t)}{\left\| \zeta(t) \right\|} = \frac{1}{\sqrt{1 + (r')^2}} (r' \cos(t), r' \sin(t), 1), \]

for which we have that

\[ \left\| \frac{d\tilde{\zeta}(t)}{dt} \right\| = \frac{r'}{\sqrt{1 + (r')^2}}. \]

Using both parametrizations we have

\[ \text{div}(\tilde{v})(P_0) = \lim_{\Theta \to \{P_0\}} \int_{\partial\Theta} \tilde{v} \cdot \tilde{n} d\Omega = \lim_{\Theta \to \{P_0\}} \int_{\partial\Theta} \tilde{v} \cdot \tilde{n}(\zeta(t)) \left\| \frac{d\zeta(t)}{dt} \right\| dt \lim_{\Theta \to \{P_0\}} \int_{\partial\Theta} \tilde{v} \cdot \tilde{n}(\zeta(t)) \frac{r'}{\sqrt{1 + (r')^2}} dt \]

\[ = \lim_{\Theta \to \{P_0\}} \frac{1}{\sqrt{1 + (r')^2}} \int_{\partial\Theta} \tilde{v} \cdot \tilde{n}(\zeta(t)) r' dt = \lim_{\Theta \to \{P_0\}} \frac{1}{\sqrt{1 + (r')^2}} \int_{\partial\Theta} \tilde{v} \cdot \tilde{n}(\zeta(t)) \left\| \frac{d\zeta(t)}{dt} \right\| dt \]

\[ = \lim_{\Theta \to \{P_0\}} \frac{1}{\sqrt{1 + (r')^2}} \int_{\partial\Theta} \tilde{v} \cdot \tilde{n} d\Omega = \lim_{\Theta \to \{P_0\}} \int_{\partial\Theta} \tilde{v} \cdot \tilde{n} d\Omega = \text{div}(\tilde{v})(P_0), \]

where we used that the vector projection preserves fluxes at boundaries, that is, \( \tilde{v} \cdot \tilde{n}(\zeta(t)) = \tilde{v} \cdot \tilde{n}(\zeta(t)) \), and also that \( \lim_{\Theta \to \{P_0\}} \frac{1}{\sqrt{1 + (r')^2}} = 1 \).
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