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Preface and Overview

This book is designed as an advanced text on unbounded self-adjoint operators in
Hilbert space and their spectral theory, with an emphasis on applications in mathe-
matical physics and various fields of mathematics. Though in several sections other
classes of unbounded operators (normal operators, symmetric operators, accretive
operators, sectorial operators) appear in a natural way and are developed, the leit-
motif is the class of unbounded self-adjoint operators.

Before we turn to the aims and the contents of this book, we briefly explain the
two main notions occurring therein. Suppose that H is a Hilbert space with scalar
product 〈·, ·〉 and T is a linear operator on H defined on a dense linear subspace
D(T ). Then T is said to be it symmetric if

〈T x,y〉 = 〈x,T y〉 for x, y ∈D(T ). (0.1)

The operator T is called self-adjoint if it is symmetric and if the following property
is satisfied: Suppose that y ∈H and there exists a vector u ∈ H such that 〈T x,y〉 =
〈x,u〉 for all x ∈ D(T ). Then y lies in D(T ). (Since D(T ) is assumed to be dense
in H, it follows then that u = Ty.)

Usually it is easy to verify that Eq. (0.1) holds, so that the corresponding opera-
tor is symmetric. For instance, if Ω is an open bounded subset of Rd and T is the
Laplacian Δ on D(T ) = C∞

0 (Ω) in the Hilbert space L2(Ω), a simple integration-
by-parts computation yields (0.1). If the symmetric operator is bounded, its contin-
uous extension to H is self-adjoint. However, for unbounded operators, it is often
difficult to prove or not true (as in the case T = Δ) that a symmetric operator is self-
adjoint. Differential operators and most operators occurring in mathematical physics
are not bounded. Dealing with unbounded operators leads not only to many techni-
cal subtleties; it often requires the development of new methods or the invention of
new concepts.

Self-adjoint operators are fundamental objects in mathematics and in quantum
physics. The spectral theorem states that any self-adjoint operator T has an integral
representation T = ∫

λdE(λ) with respect to some unique spectral measure E. This
gives the possibility to define functions f (T ) = ∫

f (λ)dE(λ) of the operator and
to develop a functional calculus as a powerful tool for applications. The spectrum
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viii Preface and Overview

of a self-adjoint operator is always a subset of the reals. In quantum physics it is
postulated that each observable is given by a self-adjoint operator T . The spectrum
of T is then the set of possible measured values of the observable, and for any unit
vector x ∈ H and subset M ⊆ R, the number 〈E(M)x,x〉 is the probability that the
measured value in the state x lies in the set M . If T is the Hamilton operator, the
one-parameter unitary group t → eitT describes the quantum dynamics.

All this requires the operator T to be self-adjoint. For general symmetric oper-
ators T , the spectrum is no longer a subset of the reals, and it is impossible to get
an integral representation T = ∫

λdE(λ) or to define the exponentiation eitT . That
is, the distinction between symmetric operators and self-adjoint operators is crucial!
However, many symmetric operators that are not self-adjoint can be extended to a
self-adjoint operator acting on the same Hilbert space.

The main aims of this book are the following:

• to provide a detailed study of unbounded self-adjoint operators and their proper-
ties,

• to develop methods for proving the self-adjointness of symmetric operators,
• to study and describe self-adjoint extensions of symmetric operators.

A particular focus and careful consideration is on the technical subtleties and
difficulties that arise when dealing with unbounded operators.

Let us give an overview of the contents of the book. Part I is concerned with the
basics of unbounded closed operators on a Hilbert space. These include fundamental
general concepts such as regular points, defect numbers, spectrum and resolvent,
and classes of operators such as symmetric and self-adjoint operators, accretive and
sectorial operators, and normal operators.

Our first main goal is the theory of spectral integrals and the spectral decompo-
sition of self-adjoint and normal operators, which is treated in detail in Part II. We
use the bounded transform to reduce the case of unbounded operators to bounded
ones and derive the spectral theorem in great generality for finitely many strongly
commuting unbounded normal operators. The functional calculus for self-adjoint
operators developed here will be will be essential for the remainder of the book.

Part III deals with generators of one-parameter groups and semigroups, as well as
with a number of important and technical topics including the polar decomposition,
quasi-analytic and analytic vectors, and tensor products of unbounded operators.

The second main theme of the book, addressed in Part IV, is perturbations of self-
adjointness and of spectra of self-adjoint operators. The Kato–Rellich theorem, the
invariance of the essential spectrum under compact perturbations, the Aronszajn–
Donoghue theory of rank one perturbations and Krein’s spectral shift and trace for-
mula are treated therein. A guiding motivation for many results in the book, and in
this part in particular, are applications to Schrödinger operators arising in quantum
mechanics.

Part V contains a detailed and concise presentation of the theory of forms and
their associated operators. This is the third main theme of the book. Here the cen-
tral results are three representation theorems for closed forms, one for lower semi-
bounded Hermitian forms and two others for bounded coercive forms and for sec-
torial forms. Other topics treated include the Friedrichs extension, the order relation
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of self-adjoint operators, and the min–max principle. The results on forms are ap-
plied to the study of differential operators. The Dirichlet and Neumann Laplacians
on bounded open subsets of Rd and Weyl’s asymptotic formula for the eigenvalues
of the Dirichlet Laplacian are developed in detail.

The fourth major main theme of the book, featured in Part VI, is the self-
adjoint extension theory of symmetric operators. First, von Neumann’s theory of
self-adjoint extensions, and Krein’s theory and the Ando–Nishio theorem on pos-
itive self-adjoint extensions are investigated. The second chapter in Part VI gives
an extensive presentation of the theory of boundary triplets. The Krein–Naimark
resolvent formula and the Krein–Birman–Vishik theory on positive self-adjoint ex-
tensions are treated in this context. The two last chapters of Part VI are concerned
with two important topics where self-adjointness and self-adjoint extensions play a
crucial role. These are Sturm–Liouville operators and the Hamburger moment prob-
lem on the real line.

Throughout the book applications to Schrödinger operators and differential op-
erators are our guiding motivation, and while a number of special operator-theoretic
results on these operators are presented, it is worth stating that this is not a research
monograph on such operators. Again, the emphasis is on the general theory of un-
bounded self-adjoint Hilbert space operators. Consequently, basic definitions and
facts on such topics as Sobolev spaces are collected in an appendix; whenever they
are needed for applications to differential operators, they are taken for granted.

This book is an outgrowth of courses on various topics around the theory of
unbounded self-adjoint operators and their applications, given for graduate and
Ph.D. students over the past several decades at the University of Leipzig. Some
of these covered advanced topics, where the material was mainly to be found in
research papers and monographs, with any suitable advanced text notably missing.
Most chapters of this book are drawn from these lectures. I have tried to keep dif-
ferent parts of the book as independent as possible, with only one exception: The
functional calculus for self-adjoint operators developed in Sect. 5.3 is used as an
essential tool throughout.

The book contains a number of important subjects (Krein’s spectral shift, bound-
ary triplets, the theory of positive self-adjoint extensions, and others) and technical
topics (the tensor product of unbounded operators, commutativity of self-adjoint
operators, the bounded transform, Aronzajn–Donoghue theory) which are rarely if
ever presented in text books. It is particularly hoped that the material presented will
be found to be useful for graduate students and young researchers in mathematics
and mathematical physics.

Advanced courses on unbounded self-adjoint operators can be built on this book.
One should probably start with the general theory of closed operators by presenting
the core material of Sects. 1.1, 1.2, 1.3, 2.1, 2.2, 2.3, 3.1, and 3.2. This could be
followed by spectral integrals and the spectral theorem for unbounded self-adjoint
operators based on selected material from Sects. 4.1, 4.2, 4.3 and 5.2, 5.3, avoiding
technical subtleties. There are many possibilities to continue. One could choose rel-
atively bounded perturbations and Schrödinger operators (Chap. 8), or positive form
and their applications (Chap. 10), or unitary groups (Sect. 6.1), or von Neumann’s



x Preface and Overview

extension theory (Sects. 13.1, 13.2), or linear relations (Sect. 14.1) and boundary
triplets (Chap. 14). A large number of special topics treated in the book could be
used as a part of an advanced course or a seminar.

The prerequisites for this book are the basics in functional analysis and of the
theory of bounded Hilbert space operators as covered by a standard one semester
course on functional analysis, together with a good working knowledge of measure
theory. The applications on differential operators require some knowledge of or-
dinary and partial differential equations and of Sobolev spaces. In Chaps. 9 and 16
a few selected results from complex analysis are also needed. For the convenience of
the reader, we have added six appendices; on bounded operators and classes of com-
pact operators, on measure theory, on the Fourier transform, on Sobolev spaces, on
absolutely continuous functions, and on Stieltjes transforms and Nevanlinna func-
tions. These collect a number of special results that are used at various places in
the text. For the results, here we have provided either precise references to standard
works or complete proofs.

A few general notations that are repeatedly used are listed after the table of con-
tents. A more detailed symbol index can be found at the end of the book. Occasion-
ally, I have used either simplified or overlapping notations, and while this might at
first sight seem careless, the meaning will be always clear from the context. Thus
the symbol x denotes a Hilbert space vector in one section and a real variable or
even the function f (x) = x in others.

A special feature of the book is the inclusion of numerous examples which are
developed in detail and which are accompanied by exercises at the ends of the chap-
ters. A number of simple standard examples (for instance, multiplication operators

or differential operators −i d
dx

or − d2

dx2 on intervals with different boundary con-
ditions) are guiding examples and appear repeatedly throughout. They are used to
illustrate various methods of constructing self-adjoint operators, as well as new no-
tions even within the advanced chapters. The reader might also consider some ex-
amples as exercises with solutions and try to prove the statements therein first by
himself, comparing the results with the given proofs. Often statements of exercises
provide additional information concerning the theory. The reader who is interested
in acquiring an ability to work with unbounded operators is of course encouraged
to work through as many of the examples and exercises as possible. I have marked
the somewhat more difficult exercises with a star. All stated exercises (with the pos-
sible exception of a few starred problems) are really solvable by students, as can be
attested to by my experience in teaching this material. The hints added to exercises
always contain key tricks or steps for the solutions.

In the course of teaching this subject and writing this book, I have benefited
from many excellent sources. I should mention the volumes by Reed and Simon
[RS1, RS2, RS4], Kato’s monograph [Ka], and the texts (in alphabetic order) [AG,
BSU, BEH, BS, D1, D2, DS, EE, RN, Yf, We]. I have made no attempt to give
precise credit for a result, an idea or a proof, though the few names of standard
theorems are stated in the body of the text. The notes at the end of each part contain
some (certainly incomplete) information about a few sources, important papers and
monographs in this area and hints for additional reading. Also I have listed a number



Preface and Overview xi

of key pioneering papers. I felt it might be of interest for the reader to look at some
of these papers and to observe, for instance, that H. Weyl’s work around 1909–
1911 contains fundamental and deep results about Hilbert space operators, while
the corresponding general theory was only developed some 20 years later!

I am deeply indebted to Mr. René Gebhardt who read large parts of this book
carefully and made many valuable suggestions. Finally, I would like to thank
D. Dubray and K. Zimmermann for reading parts of the manuscript and Prof. M.A.
Dritschel and Dr. Y. Savchuk for their help in preparing this book.

Konrad SchmüdgenLeipzig
December 2011
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General Notation

N0: set of nonnegative integers,
N: set of positive integers,
Z: set of integers,
R: set of real numbers,
C: set of complex numbers,
T: set of complex numbers of modulus one,
i: complex unit,
χM : characteristic function of a set M .

For α = (α1, . . . , αd) ∈N
d
0 , k = 1, . . . , d , and x = (x1, . . . , xd) ∈ R

d , we set

xα := x
α1
1 · · ·xαd

d , |α| := α1 + · · · + αd,

∂k := ∂

∂xk

, Dk := −i
∂

∂xk

,

∂α := ∂
α1
1 · · · ∂αd

d = ∂α1

∂x
α1
1

· · · ∂αd

∂x
αd

d

,

Dα := D
α1
1 · · ·Dαd

d = (−i)|α| ∂α1

∂x
α1
1

· · · ∂αd

∂x
αd

d

with the convention that terms with αj = 0 are set equal to one.
Sequences are written by round brackets such as (xn)∈N or (xn), while sets are

denoted by braces such as {xi : i ∈ I }. Pairs of elements are written as (x, y).
For an open subset Ω of Rd ,

Cn(Ω) is the set of n times continuously differentiable complex functions on Ω ,
C∞

0 (Ω) is the set of functions in C∞(Ω) whose support is a compact subset of Ω ,
Cn(Ω) is the set of functions f ∈ Cn(Ω) for which all functions Dαf , |α| ≤ n,

admit continuous extensions to the closure Ω of the set Ω in R
d ,

Lp(Ω) is the Lp-space with respect to the Lebesgue measure on Ω .

We write L2(a, b) for L2((a, b)) and Cn(a, b) for Cn((a, b)).
“a.e.” means “almost everywhere with respect to the Lebesgue measure.”

xix



xx General Notation

The symbol H refers to a Hilbert space with scalar product 〈·,·〉 and norm ‖ · ‖.
Scalar products are always denoted by angle brackets 〈·,·〉. Occasionally, indices or
subscripts such as 〈·,·〉j or 〈·,·〉H 2(Ω) are added.

The symbol ⊕ stands for the orthogonal sum of Hilbert spaces, while +̇ means
the direct sum of vector spaces. By a projection we mean an orthogonal projection.

σ(T ): spectrum of T ,
ρ(T ): resolvent set of T ,
π(T ): regularity domain of T ,
D(T ): domain of T ,
N (T ): null space of T ,
R(T ): range of T ,
Rλ(T ): resolvent (T −λI)−1 of T at λ,
ET : spectral measure of T .
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Chapter 1
Closed and Adjoint Operators

Closed operators and closable operators are important classes of unbounded lin-
ear operators which are large enough to cover all interesting operators occurring
in applications. In this chapter and the next, we develop basic concepts and results
about general closed operators on Hilbert space. We define and study closed oper-
ators, closable operators, closures, and cores in Sect. 1.1 and adjoint operators in
Sect. 1.2, while in Sect. 1.3 these concepts are discussed for differentiation opera-
tors on intervals and for linear partial differential operators. Section 1.4 deals with
invariant subspaces and reducing subspaces of linear operators.

1.1 Closed and Closable Operators and Their Graphs

1.1.1 General Notions on Linear Operators

Definition 1.1 A linear operator from a Hilbert space H1 into a Hilbert space H2 is
a linear mapping T of a linear subspace of H1, called the domain of T and denoted
by D(T ), into H2.

It should be emphasized that the domain is crucial for an unbounded operator.
The same formal expression considered on different domains (for instance, by vary-
ing boundary conditions for the same differential expression) may lead to operators
with completely different properties. We will see this by the examples in Sect. 1.3.

That T is a linear mapping means that T (αx + βy) = αT (x) + βT (y) for all
x, y ∈ D(T ) and α,β ∈ C. The linear subspace

R(T ) := T
(
D(T )

) = {
T (x) : x ∈D(T )

}

of H2 is called the range or the image of T , and the linear subspace

N (T ) = {
x ∈D(T ) : T (x) = 0

}

K. Schmüdgen, Unbounded Self-adjoint Operators on Hilbert Space,
Graduate Texts in Mathematics 265,
DOI 10.1007/978-94-007-4753-1_1, © Springer Science+Business Media Dordrecht 2012

3

http://dx.doi.org/10.1007/978-94-007-4753-1_1


4 1 Closed and Adjoint Operators

of H1 is the null space or the kernel of T . We also write T x for T (x) if no confusion
can arise.

By the restriction of T to a linear subspace D0 of D(T ) we mean the linear
operator T �D0 with domain D0 acting by (T �D0)(x) = T (x) for x ∈ D0.

Let S and T be two linear operators from H1 into H2. By definition we have
S = T if and only if D(S) = D(T ) and S(x) = T (x) for all x ∈ D(S) = D(T ). We
shall say that T is an extension of S or that S is a restriction of T and write S ⊆ T ,
or equivalently T ⊇ S, when D(S) ⊆ D(T ) and S(x) = T (x) for all x ∈D(S). That
is, we have S ⊆ T if and only if S = T �D(S).

The complex multiple αT for α ∈ C, α �= 0, and the sum S + T are the linear
operators from H1 into H2 defined by

D(αT ) = D(T ), (αT )(x) = αT (x) for x ∈D(αT ), α �= 0,

D(S + T ) = D(S) ∩D(T ), (S + T )(x) = S(x) + T (x) for x ∈D(S + T ).

Further, we define the multiple αT for α = 0 to be the null operator 0 from H1
into H2; it has the domain D(0) = H1 and acts by 0(x) = 0 for x ∈H1.

If R is a linear operator from H2 into a Hilbert space H3, then the product RT

is the linear operator from H1 into H3 given by

D(RT ) = {
x ∈D(T ) : T x ∈D(R)

}
, (RT )(x) = R(T x) for x ∈D(RT ).

It is easily checked that the sum and product of linear operators are associative and
that the two distributivity laws

(S + T )Q = SQ + T Q and R(S + T ) ⊇ RS + RT (1.1)

hold, where Q is a linear operator from a Hilbert space H0 into H1; see Exercises 1
and 2.

If N (T ) = {0}, then the inverse operator T −1 is the linear operator from H2
into H1 defined by D(T −1) = R(T ) and T −1(T (x)) = x for x ∈D(T ). In this case
we say that T is invertible. Note that R(T −1) = D(T ). Clearly, if N (R) = {0} and
N (T ) = {0}, then N (RT ) = {0} and (RT )−1 = T −1R−1.

Definition 1.2 The graph of a linear operator T from H1 into H2 is the set

G(T ) = {
(x, T x) : x ∈ D(T )

}
.

The graph G(T ) is a linear subspace of the Hilbert space H1 ⊕ H2 which con-
tains the full information about the operator T . Obviously, the relation S ⊆ T is
equivalent to the inclusion G(S) ⊆ G(T ). The next lemma contains an internal char-
acterization of graphs. We omit the simple proof.

Lemma 1.1 A linear subspace E of H1 ⊕ H2 is the graph of a linear operator T

from H1 into H2 if and only if (0, y) ∈ E for y ∈H2 implies that y = 0.
The operator T is then uniquely determined by E ; it acts by T x = y for

(x, y) ∈ E , and its domain is D(T ) = {x ∈ H1 : There exists y ∈ H2 such that
(x, y) ∈ E}.
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Often we are dealing with a linear operator that maps a Hilbert space H into
itself. We usually express this by saying that we have an operator on H. That is,
whenever we speak about an operator T on a Hilbert space H, we mean a linear
mapping T of a linear subspace D(T ) of H into H.

Let H be a Hilbert space. The identity map of H is denoted by IH or by I if no
confusion is possible. Occasionally, we write λ instead of λ · I for λ ∈ C.

Let T be a linear operator on H. Then the powers of T are defined inductively
by T n := T (T n−1) for n ∈ N and T 0 := I . If p(x) = αnx

n + · · · + α1x + α0 is
a complex polynomial, p(T ) is defined by p(T ) = αnT

n + · · · + α1T + α0I . If
p1 and p2 are complex polynomials, then p1(T )p2(T ) = (p1p2)(T ). In particular,
T n+k = T nT k = T kT n for k,n ∈N and D(p(T )) = D(T n) if p has degree n.

If T is an arbitrary linear operator on H, we have the polarization identity

4〈T x,y〉 = 〈
T (x + y), x + y

〉 − 〈
T (x − y), x − y

〉

+ i
〈
T (x + iy), x + iy

〉 − i
〈
T (x − iy), x − iy

〉
(1.2)

for x, y ∈ D(T ). It is proved by computing the right-hand side of (1.2).
Identity (1.2) is very useful and is often applied in this text. An immediate con-

sequence of this identity is the following:

Lemma 1.2 Let T be a linear operator on H such that D(T ) is dense in H. If
〈T x,x〉 = 0 for all x ∈D(T ), then T x = 0 for all x ∈D(T ).

The following simple fact will be used several times in this book.

Lemma 1.3 Let S and T be linear operators such that S ⊆ T . If S is surjective and
T is injective, then S = T .

Proof Let x ∈ D(T ). Since S is surjective, there is a y ∈ D(S) such that T x = Sy.
From S ⊆ T we get T x = Ty, so x = y, because T is injective. Hence, we have
x = y ∈ D(S). Thus, D(T ) ⊆ D(S), whence S = T . �

Except for the polarization identity and Lemma 1.2, all preceding notions and
facts required only the vector space structure. In the next subsection we essentially
use the norm and completeness of the underlying Hilbert spaces.

1.1.2 Closed and Closable Operators

Let T be a linear operator from a Hilbert space H1 into a Hilbert space H2. Let
〈·,·〉j and ‖·‖j denote the scalar product and norm of Hj . It is easily seen that

〈x, y〉T = 〈x, y〉1 + 〈T x,T y〉2, x, y ∈D(T ), (1.3)

defines a scalar product on the domain D(T ). The corresponding norm

‖x‖T = (‖x‖2
1 + ‖T x‖2

2

)1/2
, x ∈D(T ), (1.4)
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is called the graph norm of the operator T . It is equivalent to the norm

‖x‖′
T := ‖x‖1 + ‖T x‖2, x ∈D(T ),

on D(T ). Occasionally, the norm ‖ · ‖′
T is called the graph norm of T as well.

Definition 1.3 An operator T is called closed if its graph G(T ) is a closed subset
of the Hilbert space H1 ⊕H2, and T is called closable (or preclosed) if there exists
a closed linear operator S from H1 into H2 such that T ⊆ S.

The next propositions contain some slight reformulations of these definitions.

Proposition 1.4 The following statements are equivalent:

(i) T is closed.
(ii) If (xn)n∈N is a sequence of vectors xn ∈ D(T ) such that limn xn = x in H1 and

limn T (xn) = y in H2, then x ∈ D(T ) and T x = y.
(iii) (D(T ),‖ · ‖T ) is complete, or equivalently, (D(T ), 〈·,·〉T ) is a Hilbert space.

Proof (i) is equivalent to (ii), because (ii) is only a reformulation of the closedness
of the graph G(T ) in H1 ⊕H2.

(i) ↔ (iii): By the definition (1.4) of the graph norm, the map x → (x, T x) of
(D(T ),‖·‖T ) onto the graph G(T ) equipped with the norm of the direct sum Hilbert
space H1 ⊕ H2 is isometric. Therefore, (D(T ),‖ · ‖T ) is complete if and only if
G(T ) is complete, or equivalently, if G(T ) is closed in H1 ⊕H2. �

Proposition 1.5 The following are equivalent:

(i) T is closable.
(ii) If (xn)n∈N is a sequence of vectors xn ∈ D(T ) such that limn xn = 0 in H1 and

limn T (xn) = y in H2, then y = 0.
(iii) The closure of the graph G(T ) is the graph of a linear operator.

Proof (i) → (iii): Let S be a closed operator such that T ⊆ S. Then G(T ) ⊆ G(S),
and so G(T ) ⊆ G(S). From Lemma 1.1 it follows that G(T ) is the graph of an
operator.

(iii) → (i): If G(T ) = G(S) for some operator S, then T ⊆ S, and S is closed,
because G(S) is closed.

(ii) ↔ (iii): Condition (ii) means that (0, y) ∈ G(T ) implies that y = 0. Hence,
(ii) and (iii) are equivalent by Lemma 1.1. �

Suppose that T is closable. Let T denote the closed linear operator such that

G(T ) = G(T )

by Proposition 1.5(iii). By this definition, D(T ) is the set of vectors x ∈ H1
for which there exists a sequence (xn)n∈N from D(T ) such that x = limxn in
H1 and (T (xn))n∈N converges in H2. For such a sequence (xn), we then set
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T (x) := limn T (xn). Since G(T ) is the graph of an operator, this definition of T (x)

is independent of the sequence (xn). Clearly, T is the smallest (with respect to the
operator inclusion ⊆) closed extension of the closable operator T .

Definition 1.4 The operator T is called the closure of the closable operator T .

Let us briefly discuss these concepts for continuous operators. Recall that a linear
operator T is continuous (that is, if limn xn = x in H1 for xn, x ∈D(T ), n ∈N, then
limn T (xn) = T (x) in H2) if and only if T is bounded (that is, there is a constant
c > 0 such that ‖T (x)‖2 ≤ c‖x‖1 for all x ∈D(T )).

If an operator T is continuous, then it is clearly closable by Proposition 1.5(ii). In
fact, closability can be considered as a weakening of continuity for linear operators.
Let (xn)n∈N be a sequence from D(T ) such that limn xn = 0 in H1. If the operator T

is continuous, then limn T (xn) = 0 in H2. For T being closable, we require only
that if (!) the sequence (T (xn))n∈N converges in H2, then it has to converge to the
“correct limit”, that is, limn T (xn) = 0.

If T is bounded, the graph norm ‖ · ‖T on D(T ) is obviously equivalent to the
Hilbert space norm ‖ · ‖1. Therefore, a bounded linear operator T is closed if and
only if its domain D(T ) is closed in H1. Conversely, if T is a closed linear operator
whose domain D(T ) is closed in H1, then the closed graph theorem implies that
T is bounded. In particular, it follows that a closed linear operator which is not
bounded cannot be defined on the whole Hilbert space.

Another useful notion is that of a core of an operator.

Definition 1.5 A linear subspace D of D(T ) is called a core for T if D is dense in
(D(T ),‖ ·‖T ), that is, for each x ∈D(T ), there exists a sequence (xn)n∈N of vectors
xn ∈D such that x = limn xn in H1 and T x = limn T (xn) in H2.

If T is closed, a linear subspace D of D(T ) is a core for T if and only if T is
the closure of its restriction T �D. That is, a closed operator can be restored from
its restriction to any core. The advantage of a core is that closed operators are often
easier to handle on appropriate cores rather than on full domains.

Example 1.1 (Nonclosable operators) Let D be a linear subspace of a Hilbert
space H, and let e �= 0 be a vector of H. Let F be a linear functional on D which is
not continuous in the Hilbert space norm. Define the operator T by D(T ) = D and
T (x) = F(x)e for x ∈ D.

Statement T is not closable.

Proof Since F is not continuous, there exists a sequence (xn)n∈N from D such
that limn xn = 0 in H and (F (xn)) does not converge to zero. By passing to a
subsequence if necessary we can assume that there is a constant c > 0 such that
|F(xn)| ≥ c for all n ∈ N. Putting x′

n = F(xn)
−1xn, we have limn x′

n = 0 and
T (x′

n) = F(x′
n)e = e �= 0. Hence, T is not closable by Proposition 1.5(ii). �
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The preceding proof has also shown that (0, e) ∈ G(T ), so G(T ) is not the graph
of a linear operator.

Explicit examples of discontinuous linear functionals are easily obtained as fol-
lows: If D is the linear span of an orthonormal sequence (en)n∈N of a Hilbert
space, define F on D by F(en) = 1, n ∈ N. If H = L2(R) and D = C∞

0 (R), de-
fine F(f ) = f (0) for f ∈D. ◦

1.2 Adjoint Operators

In this section the scalar products of the underlying Hilbert spaces are essentially
used to define adjoints of densely defined linear operators.

Let (H1, 〈·,·〉1) and (H2, 〈·,·〉2) be Hilbert spaces. Let T be a linear operator
from H1 into H2 such that the domain D(T ) is dense in H1. Set

D
(
T ∗) = {

y ∈H2 : There exists u ∈H1 such that 〈T x,y〉2 = 〈x,u〉1

for x ∈ D(T )
}
.

By Riesz’ theorem, a vector y ∈ H2 belongs to D(T ∗) if and only if the map
x → 〈T x,y〉2 is a continuous linear functional on (D(T ),‖ · ‖1), or equivalently,
there is a constant cy > 0 such that |〈T x,y〉2| ≤ cy‖x‖1 for all x ∈ D(T ). An ex-
plicit description of the set D(T ∗) is in general a very difficult matter.

Since D(T ) is dense in H1, the vector u ∈ H1 satisfying 〈T x,y〉2 = 〈x,u〉1 for
all x ∈ D(T ) is uniquely determined by y. Therefore, setting T ∗y = u, we obtain a
well-defined mapping T ∗ from H2 into H1. It is easily seen that T ∗ is linear.

Definition 1.6 The linear operator T ∗ is called the adjoint operator of T .

By the preceding definition we have

〈T x,y〉2 = 〈
x,T ∗y

〉
1 for all x ∈ D(T ), y ∈D

(
T ∗). (1.5)

Let T be a densely defined linear operator on H. Then T is called symmetric if
T ⊆ T ∗. Further, we say that T is self-adjoint if T = T ∗ and that T is essentially
self-adjoint if its closure T is self-adjoint. These are fundamental notions studied
extensively in this book.

The domain D(T ∗) of T ∗ may be not dense in H2 as the next example shows.
There are even operators T such that D(T ∗) consists of the null vector only.

Example 1.2 (Example 1.1 continued) Suppose that D(T ) is dense in H. Since the
functional F is discontinuous, the map x → 〈T x,y〉 = F(x)〈e, y〉 is continuous if
and only if y ⊥ e. Hence, D(T ∗) = e⊥ in H and T ∗y = 0 for y ∈D(T ∗). ◦

Example 1.3 (Multiplication operators by continuous functions) Let J be an in-
terval. For a continuous function ϕ on J , we define the multiplication operator Mϕ

on the Hilbert space L2(J ) by

(Mϕf )(x) = ϕ(x)f (x) for f ∈D(Mϕ) := {
f ∈ L2(J ) : ϕ · f ∈ L2(J )

}
.
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Since D(Mϕ) contains all continuous functions with compact support, D(Mϕ) is
dense, so the adjoint operator (Mϕ)∗ exists. We will prove the following:

Statement (Mϕ)∗ = Mϕ .

Proof From the relation

〈Mϕf,g〉 =
∫

J
ϕf g dx =

∫

J
f ϕg dx = 〈f,Mϕg〉

for f,g ∈ D(Mϕ) =D(Mϕ) we conclude that Mϕ ⊆ (Mϕ)∗.
To prove the converse inclusion, let g ∈ D((Mϕ)∗) and set h = (Mϕ)∗g. Let χK

be the characteristic function of a compact subset K of J . For f ∈ D(Mϕ), we have
f ·χK ∈D(Mϕ) and 〈Mϕ(f χK), g〉 = 〈ϕf χK,g〉 = 〈f χK,h〉, so that

∫

J
f χK(ϕg − h)dx = 0.

Since D(Mϕ) is dense, the element χK(ϕg − h) of L2(J ) must be zero, so that
ϕg = h on K and hence on the whole interval J . That is, we have g ∈ D(Mϕ) and
h = (Mϕ)∗g = Mϕg. This completes the proof of the equality (Mϕ)∗ = Mϕ . �

The special case where ϕ(x) = x and J = R is of particular importance. The
operator Q := Mϕ = Mx is then the position operator of quantum mechanics. By
the preceding statement we have Q = Q∗, so Q is a self-adjoint operator on L2(R).

Multiplication operators by measurable functions on general measure spaces will
be studied in Sect. 3.4. ◦

We now begin to develop basic properties of adjoint operators.

Proposition 1.6 Let S and T be linear operators from H1 into H2 such that D(T )

is dense in H1. Then:

(i) T ∗ is a closed linear operator from H2 into H1.
(ii) R(T )⊥ =N (T ∗).

(iii) If D(T ∗) is dense in H2, then T ⊆ T ∗∗, where T ∗∗ := (T ∗)∗.
(iv) If T ⊆ S, then S∗ ⊆ T ∗.
(v) (λT )∗ = λT ∗ for λ ∈ C.

(vi) If D(T + S) is dense in H1, then (T + S)∗ ⊇ T ∗ + S∗.
(vii) If S is bounded and D(S) =H1, then (T + S)∗ = T ∗ + S∗.

Proof (i): Let (yn)n∈N be a sequence from D(T ∗) such that limn yn = y in H2 and
limn T ∗yn = v in H1. For x ∈ D(T ), we then have

〈T x, yn〉 = 〈
x,T ∗yn

〉 → 〈T x,y〉 = 〈x, v〉,
so that y ∈D(T ∗) and v = T ∗y. This proves that T ∗ is closed.

(ii): By (1.5) it is obvious that y ∈ N (T ∗) if and only if 〈T x, y〉2 = 0 for all
x ∈D(T ), or equivalently, y ∈R(T )⊥. That is, R(T )⊥ =N (T ∗).
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(iii)–(vi) follow from the definition of the adjoint operator. We omit the details.
(vii): By (vi) it suffices to prove that D((T +S)∗) ⊆ D(T ∗+S∗). Since D(S) =

H1 by assumption and D(S∗) = H1 because S is bounded, we have D(T + S) =
D(T ) and D(T ∗+S∗) =D(T ∗). Let y ∈ D((T +S)∗). For x ∈ D(T +S),

〈T x,y〉 = 〈
(T + S)x, y

〉 − 〈Sx, y〉 = 〈
x, (T + S)∗y − S∗y

〉
.

This implies that y ∈D(T ∗) =D(T ∗ + S∗). �

Let T be a densely defined closable linear operator from H1 into H2. Then
T = (T ∗)∗ as shown in Theorem 1.8(ii) below. Taking this for granted, Proposi-
tion 1.6(ii), applied to T and T ∗, yields

N
(
T ∗) =R(T )⊥, N (T ) =R

(
T ∗)⊥

,

H2 =N
(
T ∗) ⊕R(T ), H1 =N (T ) ⊕R

(
T ∗).

(1.6)

Note that the ranges R(T ) and R(T ∗) are not closed in general. However, the closed
range theorem (see, e.g., [K2, IV, Theorem 5.13]) states that for a closed linear
operator T , the range R(T ) is closed in H2 if and only if R(T ∗) is closed in H1.

Replacing T by T − λI in (1.6), one obtains the useful decomposition

H =N
(
T ∗ − λI

) ⊕R(T − λI) =N (T − λI) ⊕R
(
T ∗ − λI

)
(1.7)

for any densely defined closable operator T on a Hilbert space H and λ ∈ C.
Assertions (vi) and (vii) of Proposition 1.6 have counterparts for the product.

Proposition 1.7 Let T : H1 → H2 and S : H2 → H3 be linear operators such that
D(ST ) is dense in H1.

(i) If D(S) is dense in H2, then (ST )∗ ⊇ T ∗S∗.
(ii) If S is bounded and D(S) =H2, then (ST )∗ = T ∗S∗.

Proof (i): Note that D(T ) ⊇ D(ST ); hence, D(T ) is dense in H2. Suppose that
y ∈D(T ∗S∗). Let x ∈ D(ST ). Then we have T x ∈D(S), y ∈ D(S∗), and

〈ST x, y〉 = 〈
T x,S∗y

〉 = 〈
x,T ∗S∗y

〉
.

Therefore, y ∈ D((ST )∗) and (ST )∗y = T ∗S∗y.
(ii): Because of (i), it is sufficient to show that D((ST )∗) ⊆ D(T ∗S∗). Suppose

that y ∈ D((ST )∗). Let x ∈ D(T ). Since S is bounded and D(S) = H1, we have
x ∈D(ST ) and y ∈D(S∗) =H2, so that

〈
T x,S∗y

〉 = 〈ST x, y〉 = 〈
x, (ST )∗y

〉
.

Consequently, S∗y ∈ D(T ∗), and so y ∈D(T ∗S∗). �

A number of important and useful properties of closable and adjoint operators are
derived by the so-called graph method. They are collected in the following theorem.
Clearly, assertions (v) and (vi) are still valid if D(T ) is not dense in H1.
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Theorem 1.8 Let T be a densely defined linear operator from H1 into H2.

(i) T is closable if and only if D(T ∗) is dense in H2.
(ii) If T is closable, then (T )∗ = T ∗, and setting T ∗∗ := (T ∗)∗, we have

T = T ∗∗.

(iii) T is closed if and only if T = T ∗∗.
(iv) Suppose that N (T ) = {0} and R(T ) is dense in H2. Then T ∗ is invertible and

(
T ∗)−1 = (

T −1)∗
.

(v) Suppose that T is closable and N (T ) = {0}. Then the inverse T −1 of T is
closable if and only if N (T ) = {0}. If this holds, then

(T )−1 = (
T −1

)
.

(vi) If T is invertible, then T is closed if and only if T −1 is closed.

Before we turn to the proof we state an important consequence separately as the
following:

Corollary 1.9 If T is a self-adjoint operator such that N (T ) = {0}, then T −1 is
also a self-adjoint operator.

Proof Since T = T ∗, we have R(T )⊥ = N (T ) = {0}. Hence, R(T ) is dense, and
the assertion follows from Theorem 1.8(iv). �

The main technical tool for the graph method are the two unitary operators U , V

of H1 ⊕H2 onto H2 ⊕H1 defined by

U(x,y) = (y, x) and V (x, y) = (−y, x) for x ∈H1, y ∈ H2. (1.8)

Clearly, V −1(y, x) = (x,−y) for y ∈H2 and x ∈H1, and U−1V = V −1U , since

U−1V (x, y) = U−1(−y, x) = (x,−y) = V −1(y, x) = V −1U(x,y).

Let T be an invertible operator from H1 into H2. If x ∈ D(T ) and y = T x, then
U(x,T x) = (y, T −1y). Therefore, U maps the graph of T onto the graph of T −1,
that is,

U
(
G(T )

) = G
(
T −1). (1.9)

The next lemma describes the graph of T ∗ by means of the unitary V . In par-
ticular, it implies that G(T ∗) is closed. This gives a second proof of the fact (see
Proposition 1.6(i)) that the operator T ∗ is closed.

Lemma 1.10 For any densely defined linear operator T of H1 into H2, we have

G
(
T ∗) = V

(
G(T )

)⊥ = V
(
G(T )⊥

)
.
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Proof Let x ∈ D(T ) and y ∈ D(T ∗). By (1.5),
〈
V (x,T x),

(
y,T ∗y

)〉 = 〈
(−T x,x),

(
y,T ∗y

)〉 = 〈−T x,y〉2 + 〈
x,T ∗y

〉
1 = 0.

Thus, G(T ∗) ⊆ V (G(T ))⊥.
Conversely, suppose that (y,u) ∈ V (G(T ))⊥. For x ∈ D(T ), we obtain

〈
V (x,T x), (y,u)

〉 = 〈−T x,y〉2 + 〈x,u〉1 = 0,

that is, 〈T x,y〉2 = 〈x,u〉1. By the definition of the adjoint operator this implies that
y ∈D(T ∗) and u = T ∗y, so (y,u) ∈ G(T ∗). Hence V (G(T ))⊥ ⊆ G(T ∗).

The second equality follows at once from the fact that V is unitary. �

Proof of Theorem 1.8
(i): Assume that T is closable. Let u ∈ D(T ∗)⊥. Then (−u,0) ∈ G(T ∗)⊥, so

(0, u) = V −1(−u,0) ∈ V −1(G
(
T ∗)⊥) = V −1(V

(
G(T )

)⊥⊥) = G(T )⊥⊥ = G(T ),

where the second equality holds by Lemma 1.10 and the equality before last used
the fact that V is unitary. Since T is closable, G(T ) is the graph of an operator by
Proposition 1.5(ii). Therefore, u = 0. This proves that D(T ∗) is dense in H2.

Conversely, suppose that D(T ∗) is dense in H2. Then T ∗∗≡(T ∗)∗ exists. Since
T ⊆ T ∗∗ by Proposition 1.6(iii) and T ∗∗ is closed, T has a closed extension. That
is, T is closable by Definition 1.3.

(ii): Using Lemma 1.10, we derive

G
(
(T )∗

) = V
(
G(T )⊥

) = V
((
G(T )

)⊥) = V
(
G(T )⊥

) = G
(
T ∗),

which implies that (T )∗ = T ∗.
Since T is closable, D(T ∗) is dense in H2 by (i), and hence T ∗∗ is defined.

Applying Lemma 1.10 twice, first to T ∗ with −V −1 being the corresponding unitary
and then to T with V , we deduce

G
(
T ∗∗) = ((−V −1)(G

(
T ∗))⊥) = V −1(V

(
G(T )

)⊥⊥) = G(T )⊥⊥ = G(T ) = G(T ).

Therefore, T ∗∗ = T .
(iii) is an immediate consequence of (ii).
(iv): In this proof we use both unitaries U and V . Since R(T ) is assumed to

be dense in H2, we have N (T ∗) = {0} by Proposition 1.6(ii). Hence, the inverse
(T ∗)−1 exists. The adjoint of T −1 exists, because D(T −1) = R(T ) is dense in H2.
Note that −V −1 is the corresponding unitary for the adjoint of T −1, that is, we
have G((T −1)∗) = (−V −1)(G(T −1)⊥) by Lemma 1.10. Using formula (1.9) and
Lemma 1.10 twice and the fact that U is unitary, we derive

G
((

T ∗)−1) = U−1(G
(
T ∗)) = U−1(V

(
G(T )⊥

)) = U−1V
(
G(T )⊥

)

= V −1U
(
G(T )⊥

) = V −1(U
(
G(T )

)⊥) = (−V −1)(G
(
T −1)⊥)

= G
((

T −1)∗)
.

This proves that (T ∗)−1 = (T −1)∗.
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(v): By (1.9) we have U(G(T )) = U(G(T )) = U(G(T )) = G(T −1). Hence,
(0, x) ∈ G(T −1) if and only if (x,0) ∈ G(T ), or equivalently, if x ∈N (T ). Thus, by
Lemma 1.1, G(T −1) is the graph of an operator if and only if N (T ) = {0}. There-
fore, by Proposition 1.5, (i) ↔ (iii), T −1 is closable if and only if N (T ) = {0}.

Further, if T −1 is closable, then G(T −1) = G(T −1) = U(G(T )) = G((T )−1)

again by formula (1.9). Hence, T −1 = (T )−1.
(vi) follows from (v) or directly from formula (1.9), which implies that G(T ) is

closed if and only if G(T −1) is. �

1.3 Examples: Differential Operators

In the first subsection we discuss the notions from the preceding sections for the

differentiation operator −i d
dx

and its square − d2

dx2 on various intervals. We develop
these examples and their continuations in later sections in great detail and as ele-
mentarily as possible by using absolutely continuous functions. In the second sub-
section distributions are used to define maximal and minimal operators for linear
partial differential expressions.

1.3.1 Differentiation Operators on Intervals I

We begin with two examples on a bounded interval (a, b). First, let us repeat some
definitions and facts on absolutely continuous functions (see Appendix E).

A function f on an interval [a, b], a, b ∈ R, a < b, is absolutely continuous if
and only if there exists a function h ∈ L1(a, b) such that for all x ∈ [a, b],

f (x) = f (a) +
∫ x

a

h(t) dt. (1.10)

The set of absolutely continuous functions on [a, b] is denoted by AC[a, b].
If f ∈ AC[a, b], then f ∈ C([a, b]), and f is a.e. differentiable with f ′(x) =

h(x) a.e. on [a, b]. We call h the derivative of f and write f ′ = h. Set

H 1(a, b) = {
f ∈ AC[a, b] : f ′ ∈ L2(a, b)

}
, (1.11)

H 2(a, b) = {
f ∈ C1([a, b]) : f ′ ∈ H 1(a, b)

}
. (1.12)

If 〈·, ·〉 denotes the scalar product of the Hilbert space L2(a, b), then the formula
for integration by parts (E.2) yields

〈
f ′, g

〉 + 〈
f,g′〉 = f g|ba ≡ f (b)g(b) − f (a)g(a) (1.13)

for f,g ∈ H 1(a, b) and
〈
f ′′, g

〉 − 〈
f,g′′〉 = (

f ′g − f g′)|ba
≡ f ′(b)g(b) − f (b)g′(b) − f ′(a)g(a) + f (a)g′(a) (1.14)

for f,g ∈ H 2(a, b), where we have set h|ba := h(b) − h(a).
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Example 1.4 (Bounded interval) Suppose that a, b ∈ R, a < b. Let T be the linear
operator on the Hilbert space L2(a, b) defined by Tf = −if ′ for f in

D(T ) = H 1
0 (a, b) := {

f ∈ H 1(a, b) : f (a) = f (b) = 0
}
.

Clearly, its square T 2 acts as T 2f = −f ′′ for f in

D
(
T 2) = H 2

0 (a, b) := {
f ∈ H 2(a, b) : f (a) = f (b) = f ′(a) = f ′(b) = 0

}
.

Obviously, D(T ) and D(T 2) are dense in L2(a, b). Our aim in this example is to
describe the adjoints of both operators T and T 2 and a core for T .

Statement 1 R(T )⊥ ⊆ C·1 and R(T 2)⊥ ⊆ C·1 +C·x.

(Here 1 and x denote the functions f1(x) = 1 and f2(x) = x for x ∈ [a, b], re-
spectively. Moreover, we have even equality in both cases.)

Proof It suffices to prove that (C·1)⊥ ⊆ R(T ) and (C·1 + C·x)⊥ ⊆ R(T 2). Sup-
pose that h1 ∈ (C·1)⊥ and h2 ∈ (C·1 +C·x)⊥. We define functions on [a, b] by

k1(x) =
∫ x

a

h1(t) dt, k2(x) =
∫ x

a

(∫ t

a

h2(s) ds

)
dt. (1.15)

Since h1, h2 ∈ L2(a, b) ⊆ L1(a, b), we conclude that k1 ∈ H 1(a, b), k′
1 = h1, and

k2 ∈ H 2(a, b), k′′
2 = h2. Obviously, k1(a) = k2(a) = k′

2(a) = 0. Moreover, k1(b) =
〈h1,1〉 = 0 and k′

2(b) = 〈h2,1〉 = 0. Hence, k′
2(x)x|ba = 0, and using formula (1.13),

we derive

k2(b) =
∫ b

a

k′
2(t) dt = 〈

k′
2,1

〉 = −〈
k′′

2 , x
〉 = −〈h2, x〉 = 0.

Thus, we have shown that k1 ∈ D(T ) and k2 ∈ D(T 2), so T (ik1) = h1 ∈ R(T ) and
T 2(−k2) = h2 ∈ R(T 2). �

Statement 2 D(T ∗) = H 1(a, b) and T ∗g = −ig′ for g ∈D(T ∗),
D((T 2)∗) = D((T ∗)2) = H 2(a, b) and (T 2)∗g = −g′′ for g ∈D((T 2)∗).

Proof First suppose that g ∈ H 1(a, b). Let f ∈ D(T ). Since f (a) = f (b) = 0, the
right-hand of formula (1.13) vanishes, so we obtain

〈Tf,g〉 = −i
〈
f ′, g

〉 = i
〈
f,g′〉 = 〈

f,−ig′〉.

By the definition of T ∗ it follows that g ∈ D(T ∗) and T ∗g = −ig′.
Now let g ∈ H 2(a, b). Then, by the definition of H 2(a, b), g and g′ are in

H 1(a, b). Applying the result of the preceding paragraph twice, first to g and then
to T ∗g = −ig′, we conclude that g ∈D((T ∗)2) and (T ∗)2g = −g′′.

Conversely, suppose that g1 ∈ D(T ∗) and g2 ∈ D((T 2)∗). We set h1 := T ∗g1
and h2 := (T 2)∗g2 and define the functions k1 and k2 by (1.15). As noted above, we
then have k1 ∈ H 1(a, b), k2 ∈ H 2(a, b), k′

1 = h1, and k′′
2 = h2.
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Let f1 ∈ D(T ) and f2 ∈ D(T 2). Since the boundary values f1(a), f1(b), f2(a),
f2(b), f ′

2(a), and f ′
2(b) vanish, it follows from (1.13) and (1.14) that

−〈
f ′

1, k1
〉 = 〈

f1, k
′
1

〉 = 〈f1, h1〉 = 〈
f1, T

∗g1
〉 = 〈Tf1, g1〉 = 〈−if ′

1, g1
〉
,

〈
f ′′

2 , k2
〉 = 〈

f2, k
′′
2

〉 = 〈f2, h2〉 = 〈
f2,

(
T 2)∗

g2
〉 = 〈

T 2f2, g2
〉 = 〈−f ′′

2 , g2
〉
.

Hence, 〈−if ′
1, g1 − ik1〉 = 0 and 〈f ′′

2 , g2 + k2〉 = 0, so that g1 − ik1 ∈ R(T )⊥ ⊆ C·1
and g2 + k2 ∈ R(T 2)⊥ ⊆ C·1 + C·x by Statement 1. Since the functions k1 and 1
are in H 1(a, b) and k2, 1, and x are in H 2(a, b), we conclude that g1 ∈ H 1(a, b)

and g2 ∈ H 2(a, b).
By the preceding, we have proved the assertions about T ∗ and the relations

H 2(a, b) ⊆ D((T ∗)2), (T ∗)2g= −g′′ for g∈H 2(a, b), and D((T 2)∗) ⊆ H 2(a, b).
Since (T ∗)2 ⊆ (T 2)∗ by Proposition 1.7(i), this implies the assertions concerning
(T 2)∗ and (T ∗)2. �

By Statement 2 we have T ⊆ T ∗, so the operator T is closable. But we even have
the following:

Statement 3 T = T ∗∗, that is, the operator T is closed.

Proof Since always T ⊆ T ∗∗, it suffices to prove that T ∗∗ ⊆ T . Let g ∈ D(T ∗∗).
Since T ⊆ T ∗ by Statement 2 and hence T ∗∗ ⊆ T ∗, g ∈ D(T ∗) = H 1(a, b) and
T ∗∗g = −ig′ again by Statement 2. For f ∈ D(T ∗), we therefore obtain

0 = 〈
T ∗f,g

〉 − 〈
f,T ∗∗g

〉 = −i
〈
f ′, g

〉 − i
〈
f,g′〉 = −i

(
f (b)g(b) − f (a)g(a)

)
,

where the last equality follows from (1.13). Since the values f (b) and f (a) of
f ∈D(T ∗) are arbitrary, it follows that g(b) = g(a) = 0. Thus, g ∈ D(T ). �

The reason for defining the operator T on absolutely continuous functions was to
get a closed operator. Often it is more convenient to work with C∞-functions with
zero boundary values. Let T0 denote the restriction of T to the dense domain

D0 = {
f ∈ C∞([a, b]) : f (a) = f (b) = 0

}
.

Statement 4 D0 is a core for T , so T0 = T .

Proof We first show that R(T0)
⊥ ⊆ C·1. Indeed, upon applying the linear trans-

formation x → π(b − a)−1(x − a), we may assume that a = 0 and b = π . Then,
sinnx ∈ D(T0), and so cosnx = in−1T0(sinnx) ∈ R(T0) for n ∈ N. From the the-
ory of Fourier series it is known that the linear span of functions cosnx, n ∈ N0, is
dense in L2(0,π). Hence, R(T0)

⊥ ⊆ {cosnx : n ∈N}⊥ = C·1.
Since R(T0)

⊥ ⊆ C·1, the reasoning used in the proof of Statement 2 yields
D(T ∗

0 ) ⊆ H 1(0,π) = D(T ∗) and T ∗
0 ⊆ T ∗. Hence, T = T ∗∗ ⊆ T ∗∗

0 = T0. Since
T0 ⊆ T and therefore T0 ⊆ T , we get T0 = T .
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We give a second proof of Statement 4 by a direct approximation of f ∈ D(T ).
Since f ′ ∈ L2(a, b), there exists a sequence (fn)n∈N from C∞([a, b]) such that
gn → f ′ in L2(a, b). We define the functions fn ∈ D0 by

fn(x) :=
∫ x

a

gn(t) dt − (x − a)(b − a)−1
∫ b

a

gn(t) dt.

By the Hölder inequality we also have gn → f ′ in L1(a, b), which implies that
∫ b

a

gn(t) dt →
∫ b

a

f ′(t) dt = f (b) − f (a) = 0. (1.16)

Hence, Tfn = −ign + i(b − a)−1
∫ b

a
gn(t) dt → −if ′ = Tf in L2(a, b). Since

f (a) = 0, from the definition of fn we obtain for x ∈ [a, b],
∣∣fn(x) − f (x)

∣∣ ≤
∫ b

a

∣∣gn(t) − f ′(t)
∣∣dt +

∣∣∣∣

∫ b

a

gn(t) dt

∣∣∣∣.

As gn → f ′ in L1(a, b), by (1.16) the right-hand side tends to zero as n → ∞.
Therefore, fn(x) → f (x) uniformly on [a, b], and hence fn → f in L2(a, b). Thus,
fn → f and T0fn = Tfn → Tf in L2(a, b). � ◦

Example 1.5 (Bounded interval continued) Let a, b ∈ R, a < b. For any z in
C := C ∪ {∞}, we define a linear operator Sz on the Hilbert space L2(a, b) by
Szf = −if ′, f ∈ D(Sz), where

D(Sz) = {
f ∈ H 1(a, b) : f (b) = zf (a)

}
, z ∈ C,

D(S∞) = {
f ∈ H 1(a, b) : f (a) = 0

}
.

The following result describes the adjoint of the operator Sz.

Statement For each z ∈ C, we have (Sz)
∗ = Sz−1 , where we set 0−1 := ∞ and

∞−1 := 0. In particular, the operator Sz is self-adjoint if and only if |z| = 1.

Proof We carry out the proof for z ∈C, z �= 0; the cases z = 0 and z = ∞ are treated
similarly. For f ∈ D(Sz) and g ∈ H 1(a, b), we use (1.13) to compute

〈Szf,g〉 − 〈
f,−ig′〉 = −i

(〈
f ′, g

〉 + 〈
f,g′〉) = −i

(
f (b)g(b) − f (a)g(a)

)

= −if (a)
(
zg(b) − g(a)

)
. (1.17)

If g ∈ D(Sz−1), then zg(b) = g(a), so the right-hand side of (1.17) vanishes. Hence,
g ∈D((Sz)

∗) and (Sz)
∗g = −ig′.

Conversely, let g ∈ D((Sz)
∗). We choose λ ∈ C such that eλ(b−a) = z. Then

f (x) := eλx is in D(Sz). Since T ⊆ Sz and hence (Sz)
∗ ⊆ T ∗, we have g ∈ H 1(a, b)

and (Sz)
∗g = −ig′ by the preceding example, so the left-hand side of (1.17) is zero.

Since f (a) �= 0, this yields zg(b) = g(a), so g ∈ D(Sz−1). � ◦
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Before we continue we derive two useful technical lemmas.

Lemma 1.11

(i) If f ∈ H 1(0,+∞), then limb→+∞ f (b) = 0.
(ii) If f ∈ H 1(R), then limb→+∞ f (b) = lima→−∞ f (a) = 0.

Proof We prove (i). The proof of (ii) is similar. Formula (1.13) yields
∫ b

0

(
f (t)f ′(t) + f ′(t)f (t)

)
dt = ∣

∣f (b)
∣
∣2 − ∣

∣f (0)
∣
∣2

for any b > 0. By the definition of H 1(0,+∞), f and f ′ are in L2(0,+∞), so f ′f
belongs to L1(0,+∞). Therefore, the left-hand side of the preceding equality con-
verges to the integral over [0,+∞) as b → +∞. Hence, limb→+∞ |f (b)|2 exists.
Since f ∈ L2(0,+∞), this limit has to be zero. �

Lemma 1.12 Let J be an open interval, and let c be in the closure of J . For any
ε > 0, there is a constant bε > 0 such that

∣∣f (c)
∣∣ ≤ ε

∥∥f ′∥∥ + bε‖f ‖ for f ∈ H 1(J ). (1.18)

Proof For notational simplicity, assume that c is not the left end point of J . Take
a ∈ J , a < c, and a function η ∈ C∞

0 (R) such that η(c) = 1, η(a) = 0, and
|η(t)| ≤ 1 on R. Let M be the supremum of |η′(t)| over R. Then

∣∣f (c)
∣∣2 = ∣∣(ηf )2(c) − (ηf )2(a)

∣∣ =
∣∣∣∣

∫ c

a

(
(ηf )2)′

(t) dt

∣∣∣∣ =
∣∣∣∣

∫ c

a

2ηf
(
ηf ′+η′f

)
dt

∣∣∣∣

≤ 2
∥∥f ′∥∥‖f ‖ + 2M‖f ‖2 = 2ε

∥∥f ′∥∥ε−1‖f ‖ + 2M‖f ‖2

≤ ε2
∥∥f ′∥∥2 + (

ε−2 + 2M
)‖f ‖2 ≤ (

ε
∥∥f ′∥∥ + (

ε−1 + 1 + M
)‖f ‖)2

. �

Next we investigate the differentiation operator −i d
dx

on the half-axis and on the
whole axis. For J = (0,∞) or J = R, we define

H 1(J ) = {
f ∈ L2(J ) : f ∈ AC[a, b] for all [a, b] ⊆ J and f ′ ∈ L2(J )

}
.

Let J = (0,+∞). Taking the limit b → +∞ in formula (1.13) applied with
a = 0 and using Lemma 1.11(i), we obtain for f,g ∈ H 1(0,+∞),

〈
f ′, g

〉 + 〈
f,g′〉 = −f (0)g(0). (1.19)

Example 1.6 (Half-axis) Let T be the operator on L2(0,+∞) defined by Tf = −if ′
for f in the domain D(T ) = H 1

0 (0,∞) := {f ∈ H 1(0,+∞) : f (0) = 0}.

Statement D(T ∗) = H 1(0,+∞) and T ∗g = −ig′ for g ∈D(T ∗).

Proof Suppose that g ∈ H 1(0,+∞) and let f ∈ D(T ). Since f (0) = 0, formula
(1.19) yields 〈f ′, g〉 + 〈f,g′〉 = 0. Hence, 〈Tf,g〉 = 〈f,−ig′〉 for all f ∈ D(T ).
This implies that g ∈D(T ∗) and T ∗g = −ig′.
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Now let g ∈ D(T ∗). We denote by T b the operator on L2(0, b) obtained from
T by restricting functions of D(T ) to [0, b] and by Tb the operator T on L2(0, b)

from Example 1.4. From Statement 2 therein, g ∈ H 1(0, b) and (Tb)
∗g = −ig′ on

[0, b]. Since Tb ⊆ T b and hence (T b)∗ ⊆ (Tb)
∗, this yields (T b)∗g = −ig′ on [0, b].

Obviously, ((T b)∗g)(x) = (T ∗g)(x) for x ∈ [0, b] and any b > 0. Hence, T ∗g =
−ig′ on [0,+∞). Since g,g′ ∈ L2(0,+∞), we have g ∈ H 1(0,+∞). �

Repeating almost verbatim the proof of Statement 3 from Example 1.4, it can be
shown that the operator T is closed. This follows also from the facts that the graph
norm of T is the norm of the Hilbert space H 1(0,+∞) and that the functional
f → f (0) is continuous on H 1(0,+∞) by (1.18). ◦

Example 1.7 (Real line) Let T be the operator −i d
dx

with domain D(T ) = H 1(R)

on the Hilbert space L2(R). Proceeding as in Example 1.6, by using Lemma 1.11(ii)
we derive T = T ∗, that is, the operator T is self-adjoint. ◦

Finally, we mention the relations to distributive derivatives (see Appendix D).
Let J be an open interval, and let f,g ∈ L1

loc(J ). Recall that the function g is
called the weak derivative (or derivative in the sense of distributions) of f if

∫

J
f (t)ϕ′(t) dt = −

∫

J
g(t)ϕ(t) dt for all ϕ ∈ C∞

0 (J ).

Then g is uniquely determined a.e. by f . For f ∈ H 1(J ), the weak derivative g

is a.e. equal to the derivative f ′ of f as an absolutely continuous function. In par-
ticular, this implies that T ∗ is the adjoint of T �C∞

0 (J ) and that C∞
0 (J ) is a core

for T .

1.3.2 Linear Partial Differential Operators

Throughout this subsection we assume that Ω is an open subset of Rd and that for
each α ∈ N

d
0 , |α| ≤ n, a function aα ∈ C∞(Ω) is given.

Let us consider the formal linear partial differential expression

L =
∑

|α|≤n

aα(x)Dα (1.20)

and its formal adjoint L+ defined by

L+ :=
∑

|α|≤n

Dαaα(x) ≡
∑

|α|≤n

a+
α (x)Dα, where a+

α (x) :=
∑

α≤β

(
β

α

)
Dβ−αaβ(x).

The function a+
α (x) is chosen such that by the Leibniz rule

L+f ≡
∑

|α|≤n

Dα
(
aα(x)f

) =
∑

|α|≤n

a+
α (x)Dαf, f ∈ C∞(Ω).
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For α = (α1, . . . , αd) and β = (β1, . . . , βd) ∈ N
d
0 , we used the multi-index notation

Dα := (−i)|α|∂α, ∂α := ∂α1

∂x
α1
1

· · · ∂αd

∂x
αd

d

, |α| := α1 + · · · + αd,

(
α

β

)
:=

(
α1

β1

)
. . .

(
αd

βd

)
, and β ≤ α if and only if β1 ≤ α1, . . . , βd ≤ αd.

Note that L+ = L if all functions aα(x) are real constants.
Our aim is to define two closed linear operators on the Hilbert space H = L2(Ω)

associated with L and L+, the maximal operator Lmax and the minimal operator
(L+)min, and to prove that they are adjoints of each other.

The next lemma follows essentially by integration by parts.

Lemma 1.13 〈Lf,g〉L2(Ω) = 〈f,L+g〉L2(Ω) for f,g ∈ C∞
0 (Ω).

Proof Since f,g ∈ C∞
0 (Ω), we can choose a bounded open subset Ω̃ of Ω with

C∞-boundary such that suppf ⊆ Ω̃ and suppg ⊆ Ω̃ . Then we compute

〈Lf,g〉 =
∑

α

〈
aαDαf,g

〉 =
∑

α

∫

Ω

aα(−i)|α|(∂αf
)
g dx

=
∑

α

∫

Ω̃

(−i)|α|(∂αf
)
aαg dx =

∑

α

∫

Ω̃

i|α|f ∂α(aαg)dx

=
∑

α

∫

Ω

i|α|f ∂α(aαg)dx =
∑

α

〈
f,Dαaαg

〉 = 〈
f,L+g

〉
.

The fourth equality follows from the Gauss formula (D.4) by using that all terms of
f and aαg on the boundary ∂Ω̃ vanish, since suppf ⊆ Ω̃ and suppg ⊆ Ω̃ . �

Clearly, the formal adjoint expression L+ is uniquely determined by the equation
in Lemma 1.13. From this characterization it follows at once that (L+)+ = L.

First we define linear operators L0 and (L+)0 on the Hilbert space L2(Ω) by
L0 = Lf and (L+)0f = L+f for f ∈D(L0) =D((L+)0) := C∞

0 (Ω).
By Lemma 1.13 we have L0 ⊆ ((L+)0)

∗. Hence, (L+)0 has a densely defined
adjoint, so (L+)0 is closable by Theorem 1.8(i). The closure of (L+)0 is denoted by
(L+)min and called the minimal operator associated with the expression L+.

To define Lmax, we need some notions on distributions, see Appendix D. Let
D′(Ω) be the space of distributions on Ω . Let f ∈ D′(Ω) and ϕ ∈ C∞

0 (Ω). Since
aα ∈ C∞(Ω), Lf is again a distribution of D′(Ω) which acts on ϕ ∈ C∞

0 (Ω)

by

Lf (ϕ ) =
∑

α

(
aαDαf

)
(ϕ ) =

∑

α

Dαf (aαϕ ) =
∑

α

(−1)|α|f
(
Dα(aαϕ)

)

=
∑

α

f
(
Dα(aαϕ)

) = f
(
L+ϕ

)
, (1.21)

where the bars refer to conjugate complex functions.
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If both distributions f and g = Lf are given by functions f,g ∈ L2(Ω), we say
that the equation Lf = g holds weakly in L2(Ω). This means that the expressions
Dα in (1.20) act on the L2-function f in the sense of distributions.

Let D(Lmax) denote the set of all f ∈ L2(Ω) for which the distribution g := Lf

is given by a function g ∈ L2(Ω) and define Lmaxf := g ≡ Lf . The linear operator
Lmax is called the maximal operator associated with the differential expression L.

Proposition 1.14 The operators (L+)0, (L+)min, and Lmax satisfy the relations
((

L+)
0

)∗ = ((
L+)

min

)∗ = Lmax and (Lmax)
∗ = (

L+)
min. (1.22)

Proof Let f ∈D(Lmax). Then Eq. (1.21) can be written as 〈Lmaxf,ϕ〉 = 〈Lf,ϕ〉 =
〈f, (L+)0ϕ〉 for ϕ ∈ D((L+)0). Hence, Lmax ⊆ ((L+)0)

∗ by the definition of the
adjoint operator. Now suppose that f ∈ D(((L+)0)

∗) and set g = ((L+)0)
∗f . Then

〈g,ϕ〉 = 〈f, (L+)0ϕ〉 = 〈f,L+ϕ〉 for all ϕ ∈ D((L+)0). On the other hand, we have
Lf (ϕ) = f (L+ϕ) = 〈f,L+ϕ〉 by (1.21). Comparing both formulas, we conclude
that the distribution Lf is given by the function g ∈ L2(Ω), that is, f ∈ D(Lmax).
Thus, we have shown that Lmax = ((L+)0)

∗.
Since (L+)min is the closure of (L+)0, Theorem 1.8(ii) yields ((L+)min)

∗ = Lmax
and (Lmax)

∗ = ((L+)min)
∗∗ = (L+)min, which completes the proof. �

1.4 Invariant Subspaces and Reducing Subspaces

Let T0 and T1 be linear operators on Hilbert spaces H0 and H1, respectively. We
denote by T0 ⊕ T1 the operator with domain D(T0 ⊕ T1) = D(T0) ⊕ D(T1) on the
Hilbert space H0 ⊕H1 defined by

(T0 ⊕ T1)(x0, x1) = (T0x0, T1x1), where x0 ∈ D(T0), x1 ∈ D(T1).

Let T be a linear operator on a Hilbert space H, and let H0 be a closed linear
subspace of H. The basic notions of this section are defined as follows.

Definition 1.7 If T maps D(T0) := D(T ) ∩ H0 into H0, then H0 is called an in-
variant subspace for T , and the operator T0 := T �D(T0) is called the part of the
operator T on H0.

Definition 1.8 We say that H0 is a reducing subspace for T if there exist linear
operators T0 on H0 and T1 on H⊥

0 such that T = T0 ⊕ T1. The operator T is called
irreducible if {0} and H are the only reducing subspaces for T .

Further, the commutant of the operator T is defined by

{T }′ := {
B ∈ B(H) : BT ⊆ T B

}
. (1.23)

That is, an operator B ∈ B(H) is in the commutant {T }′ if and only if B maps the
domain D(T ) into itself and BT x = T Bx for all x ∈ D(T ).
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Proposition 1.15 Let P0 be the projection of H on the closed linear subspace H0.
The following statements are equivalent:

(i) H0 is a reducing subspace for T .
(ii) H⊥

0 is a reducing subspace for T .
(iii) H0 and H⊥

0 are invariant subspaces for T , and P0 maps D(T ) into itself.
(iv) P0 ∈ {T }′.
The parts of T on H0 and H⊥

0 are then T0 = T �P0D(T ) and T1 = T �(I −P0)D(T ).

Proof All assertions are easily derived from the corresponding definitions. As a
sample, we prove that (iv) implies (iii). By (1.23) we have P0D(T ) ⊆ D(T ). Let
x0 ∈ D(T ) ∩ H0. Then T x0 = T P0x0 = P0T x0 by (1.23), so that T x0 ∈ H0. Thus,
H0 is an invariant subspace for T . Replacing P0 by I − P0, it follows that H⊥

0 is
also an invariant subspace for T . �

Corollary 1.16 An operator T is irreducible if and only if 0 and I are the only
projections contained in the commutant {T }′.

If T is a bounded self-adjoint operator, an invariant subspace H0 for T is always
reducing. For unbounded self-adjoint operators, this is no longer true, but by Propo-
sition 1.17 below, H0 is reducing if the restriction T �(D(T ) ∩H0) is self-adjoint.

Example 1.8 By Example 1.7 the operator T = −i d
dx

on H 1(R) is self-adjoint.
Clearly, H0 := L2(0,1) is an invariant subspace for T . If f ∈ H 1(R) and f (0) �= 0,
then P0f /∈ D(T ). Hence,H0 is not reducing for T . ◦

Proposition 1.17 Let T be a closed symmetric operator on H. Let D0 be a dense
linear subspace of a closed subspace H0 of H such that D0 ⊆ D(T ) and TD0 ⊆ H0,
and let P0 denote the projection onto H0. Suppose that T0 := T �D0 is essentially
self-adjoint on H0. Then H0 is a reducing subspace for T , and T0 is the part of T

on H0.

Proof Let u ∈D(T ). Using the facts that T is symmetric and T0v ∈ H0, we derive

〈T0v,P0u〉 = 〈P0T0v,u〉 = 〈T0v,u〉 = 〈v,T u〉 = 〈P0v,T u〉 = 〈v,P0T u〉
for arbitrary v ∈ D0. Therefore, P0u ∈ D((T0)

∗) and (T0)
∗P0u = P0T u. Since T0

is essentially self-adjoint, we have (T0)
∗ = T0. Because T is closed, T0 ⊆ T . From

these facts it follows that P0u ∈ D(T0) ⊆ D(T ) and T P0u = T0P0u = P0T u. This
proves that P0 ∈ {T }′. Hence, H0 is reducing by Proposition 1.15.

Clearly, D(T0) = P0D(T0) ⊆ P0D(T ). Since P0u ∈ D(T0) for u ∈ D(T ) as
shown in the preceding paragraph, we have P0D(T ) = D(T0). Hence, T0 is the
part of T on H0 by the last assertion of Proposition 1.15. �
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1.5 Exercises

1. Prove the two distributivity laws (1.1), that is,

(S + T )Q = SQ + T Q and R(S + T ) ⊇ RS + RT .

2. Find linear operators R, S, T on H such that R(S + T ) �= RS + RT .
Hint: Look for S = −T .

3. Let A and B be linear operators on H, and let C = AB . Suppose that B is injec-
tive. Show that CB−1 ⊆ A. Give an example of operators for which CB−1 �= A.

4. Let T and S be linear operators on H. Suppose that D is a dense linear subspace
of H such that D ⊆ D(T ) ∩ D(S) and 〈T x,x〉 = 〈Sx, x〉 for all x ∈ D. Prove
that T x = Sx for all x ∈D.

5. Show that a continuous linear operator T : H1 →H2 is closed if and only if its
domain D(T ) is closed in H1.

6. Let T be a linear operator on H, and let F �≡ 0 be a linear functional on D(T ).
a. Show that N (F ) is a core for T if and only if F is not continuous on the

normed space (D(T ),‖ · ‖T ).
b. Suppose that T is closed and F is continuous on (D(T ),‖ · ‖T ). Show that

T �N (F ) is also closed.
7. Let T be a closed operator and λ ∈ C. Show that N (T − λI) is closed.
8. Find examples of densely defined closed operators T and S on a Hilbert space

for which (T + S)∗ �= T ∗ + S∗.
9. Let T be a closed operator on H, and let B ∈ B(H). Show that the operators

T B and T + B are closed.
10. Find a closed operator T on H and an operator B ∈ B(H) such that BT is not

closed.
Hint: Take B = 〈·, x〉y, where x /∈ D(T ∗) and y �= 0.

11. Let T denote the multiplication operator by ϕ ∈ C(R) on L2(R) with domain
D(T ) = {f ∈ L2(R) : ϕ · f ∈ L2(R)}. Show that C∞

0 (R) is a core for T .
12. Let α = (αn)n∈N be a complex sequence. Define the linear operators Lα ,

Rα , and Tα on l2(N) by Tα(ϕn) = (αnϕn), Lα(ϕ1, ϕ2, . . .) = (α1ϕ2, α2ϕ3, . . .),
Rα(ϕ1, ϕ2, . . .) = (0, α1ϕ1, α2ϕ2, . . .) with domains
D(Tα) = {(ϕn) ∈ l2(N) : (αnϕn) ∈ l2(N)},
D(Lα) = {(ϕn) ∈ l2(N) : (α1ϕ2, α2ϕ3, . . .) ∈ l2(N)},
D(Rα) = {(ϕn) ∈ l2(N) : (0, α1ϕ1, α2ϕ2, . . .) ∈ l2(N)}.
a. Prove that these three operators are closed.
b. Determine the adjoints of these operators.
c. Prove that D0 = {(ϕ1, . . . , ϕn,0, . . .) : ϕk ∈ C, n ∈ N} is a core for each of

these operators.
13. Consider the linear subspace D = {(f1, f2) : f1 ∈ H 1(0,1), f2 ∈ H 1(2,3)} of

the Hilbert space H = L2(0,1) ⊕ L2(2,3). Let z,w ∈ C. Define the linear op-
erators Tk , k = 1,2,3, by Tk(f1, f2) = (−if ′

1,−if ′
2) with domains

D(T1) = {(f1, f2) ∈D : f1(0) = zf2(3)},
D(T2) = {(f1, f2) ∈D : f1(0) = zf2(3), f1(1) = wf2(2)},
D(T3) = {(f1, f2) ∈D : f1(0) = f2(3) = 0, f1(1) = zf2(2)}.
Determine the adjoint operators T ∗

1 , T ∗
2 , T ∗

3 .
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14. Define the linear operator T on the Hilbert space L2(0,1) by Tf = −if ′ for
f ∈ D(T ) := {f ∈ C1([0,1]) : f (0) = f (1) = 0, f ′(0) = f ′(1)}.
a. Determine the operators T ∗, (T 2)∗, (T ∗)2. Compare (T 2)∗ and (T ∗)2.
b. Is C∞

0 (0,1) a core for T or T 2?
15. Let J be an open interval, and T = −i d

dx
on D(T ) = H 1

0 (J ). For c ∈ J , define
D0 := {f ∈ H 1

0 (J ) : f (c) = 0}, D1 = {f ∈ H 2
0 (J ) : f (c) = f ′(c) = 0}, and

D2 = {f ∈ H 2
0 (J );f (c) = 0}.

a. Are D0 or D2 cores for T ?
b. Are D1 or D2 cores for T 2?
c. Which of the operators T �D0, T �D1, T 2�D1, and T 2�D2 are closed?

16. Let T be a closed operator on a Hilbert space H.
a. Show that the commutant {T }′ is a subalgebra of B(H).
b. Show that {T }′ is closed in B(H) with respect to the strong convergence.
c. Give an example for which B ∈ {T }′ but B∗ /∈ {T }′.

17. Let T be a linear operator on H and B ∈ B(H).
a. Suppose that T is closable. Show that B ∈ {T }′ implies B ∈ {T }′.
b. Suppose that T is densely defined. Show that B ∈ {T }′ implies B∗ ∈ {T ∗}′.
c. Suppose that T is self-adjoint and BT is symmetric. Show that B ∈ {T }′.



 
     



Chapter 2
The Spectrum of a Closed Operator

The main themes of this chapter are the most important concepts concerning general
closed operators, spectrum and resolvent. Section 2.2 is devoted to basic properties
of these notions for arbitrary closed operators. In Sect. 2.3 we treat again differen-
tiation operators as illustrating examples. First however, in Sect. 2.1 we introduce
regular points and defect numbers and derive some technical results that are useful
for the study of spectra (Sect. 2.2) and for self-adjointness criteria (Sect. 13.2).

2.1 Regular Points and Defect Numbers of Operators

Let T be a linear operator on a Hilbert space H.

Definition 2.1 A complex number λ is called a regular point for T if there exists a
number cλ > 0 such that

∥
∥(T − λI)x

∥
∥ ≥ cλ‖x‖ for all x ∈ D(T ). (2.1)

The set of regular points of T is the regularity domain of T and denoted by π(T ).

Remark There is no unique symbol for the regularity domain of an operator in the
literature. It is denoted by ρ̂(T ) in [BS], by Π(T ) in [EE], and by Γ (T ) in [We].
Many books have no special symbol for this set.

Recall that the dimension of a Hilbert space H, denoted by dimH, is defined by
the cardinality of an orthonormal basis of H.

Definition 2.2 For λ ∈ π(T ), we call the linear subspace R(T − λI)⊥ of H the
deficiency subspace of T at λ and its dimension dλ(T ) := dimR(T − λI)⊥ the
defect number of T at λ.

Deficiency spaces and defect numbers will play a crucial role in the theory of
self-adjoint extensions of symmetric operators developed in Chap. 13.

A number of properties of these notions are collected in the next proposition.

K. Schmüdgen, Unbounded Self-adjoint Operators on Hilbert Space,
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DOI 10.1007/978-94-007-4753-1_2, © Springer Science+Business Media Dordrecht 2012
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Proposition 2.1 Let T be a linear operator on H, and λ ∈ C.

(i) λ ∈ π(T ) if and only if T − λI has a bounded inverse (T − λI)−1 defined on
R(T − λI). In this case inequality (2.1) holds with cλ = ‖(T − λI)−1‖−1.

(ii) π(T ) is an open subset of C. More precisely, if λ0 ∈ π(T ), λ ∈ C, and
|λ − λ0| < cλ0 , where cλ0 is a constant satisfying (2.1) for λ0, then λ ∈ π(T ).

(iii) If T is closable, then π(T ) = π(T ), dλ(T ) = dλ(T ), and R(T − λI) is the
closure of R(T − λI) in H for each λ ∈ π(T ).

(iv) If T is closed and λ ∈ π(T ), then R(T −λI) is a closed linear subspace of H.

Proof (i): First suppose that λ ∈ π(T ). Then N (T − λI) = {0} by (2.1), so the
inverse (T − λI)−1 exists. Let y ∈ D((T − λI)−1) = R(T − λI). Then we have
y = (T − λI)x for some x ∈D(T ), and hence,

∥
∥(T − λI)−1y

∥
∥ = ‖x‖ ≤ c−1

λ

∥
∥(T − λI)x

∥
∥ = c−1

λ ‖y‖
by (2.1). That is, (T − λI)−1 is bounded, and ‖(T − λI)−1‖ ≤ c−1

λ .
Assume now that (T − λI)−1 has a bounded inverse. Then, with x and y as

above,

‖x‖ = ∥
∥(T − λI)−1y

∥
∥ ≤ ∥

∥(T − λI)−1
∥
∥‖y‖ = ∥

∥(T − λI)−1
∥
∥
∥
∥(T − λI)x

∥
∥.

Hence, (2.1) holds with cλ = ‖(T − λI)−1‖−1.
(ii): Let λ0 ∈ π(T ) and λ ∈ C. Suppose that |λ − λ0| < cλ0 , where cλ0 is a con-

stant such that (2.1) holds. Then for x ∈ D(T ), we have
∥
∥(T − λI)x

∥
∥ = ∥

∥(T − λ0I )x − (λ − λ0)x
∥
∥ ≥ ∥

∥(T − λ0I )x
∥
∥ − |λ − λ0|‖x‖

≥ (

cλ0 − |λ − λ0|
)‖x‖.

Thus, λ ∈ π(T ), since |λ − λ0| < cλ0 . This shows that the set π(T ) is open.
(iii): Let y be in the closure of R(T − λI). Then there is a sequence (xn)n∈N of

vectors xn ∈D(T ) such that yn := (T − λI)xn → y in H. By (2.1) we have

‖xn − xk‖ ≤ c−1
λ

∥
∥(T − λI)(xn − xk)

∥
∥ = c−1

λ ‖yn − yk‖.
Hence, (xn) is a Cauchy sequence in H, because (yn) is a Cauchy sequence. Let
x := limn xn. Then limn T xn = limn(yn + λxn) = y + λx. Since T is closable,
x ∈ D(T ) and T x = y + λx, so that y = (T − λI)x ∈ R(T − λI). This proves
that R(T − λI) ⊆ R(T − λI). The converse inclusion follows immediately from
the definition of the closure T . Thus, R(T − λI) =R(T − λI).

Clearly, π(T ) = π(T ) by (2.1). Since R(T − λI) is the closure of R(T − λI),
both have the same orthogonal complements, so dλ(T ) = dλ(T ) for λ ∈ π(T ).

(iv) follows at once from (iii). �

Combining Proposition 2.1(iii) and formula (1.7), we obtain

Corollary 2.2 If T is a closable densely defined linear operator, and λ ∈ π(T ),
then H =R(T − λI) ⊕N (T ∗ − λI).
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The following technical lemma is needed in the proof of the next proposition.

Lemma 2.3 If F and G are closed linear subspaces of a Hilbert space H such that
dimF < dimG, then there exists a nonzero vector y ∈ G ∩F⊥.

Proof In this proof we denote by |M| the cardinality of a set M . First, we suppose
that k = dimF is finite. We take a (k + 1)-dimensional subspace G0 of G and define
the mapping Φ : G0 → F by Φ(x) = Px, where P is the projection of H onto F .
If Φ would be injective, then k + 1 = dimG0 = dimΦ(G0) ≤ dimF = k, which is a
contradiction. Hence, there is a nonzero vector y ∈N (Φ). Clearly, y ∈ G ∩F⊥.

Now suppose that dimF is infinite. Let {fk : k ∈ K} and {gl : l ∈ L} be orthonor-
mal bases of F and G, respectively. Set Lk:={l ∈ L : 〈fk, gl〉 �= 0} for k ∈ Kand
L′ = ⋃

k∈K Lk . Since each set Lk is at most countable and dimF = |K| is infinite,
we have |L′| ≤ |K||N| = |K|. Since |K| = dimF < dimG = |L| by assumption, we
deduce that L′ �= L. Each vector gl with l ∈ L \ L′ is orthogonal to all fk , k ∈ K ,
and hence, it belongs to G ∩F⊥. �

The next proposition is a classical result of M.A. Krasnosel’skii and M.G. Krein.

Proposition 2.4 Suppose that T is a closable linear operator on H. Then the defect
number dλ(T ) is constant on each connected component of the open set π(T ).

Proof By Proposition 2.1(iii), we can assume without loss of generality that T is
closed. Then R(T − μI) is closed for all μ ∈ π(T ) by Proposition 2.1(iv). There-
fore, setting Kμ := R(T − μI)⊥, we have

(Kμ)⊥ = R(T − μI) for μ ∈ π(T ). (2.2)

Suppose that λ0 ∈ π(T ) and λ ∈ C are such that |λ − λ0| < cλ0 . Then λ ∈ π(T )

by Proposition 2.1(ii). The crucial step is to prove that dλ(T ) = dλ0(T ).
Assume to the contrary that dλ(T ) �= dλ0(T ). First suppose that dλ(T ) < dλ0(T ).

By Lemma 2.3 there exists a nonzero vector y ∈ Kλ0 such that y ∈ (Kλ)
⊥. Then

y ∈ R(T − λI) by (2.2), say y = (T − λI)x for some nonzero x ∈ D(T ). Since
y = (T − λI)x ∈ Kλ0 , we have

〈

(T − λI)x, (T − λ0I )x
〉 = 0. (2.3)

Equation (2.3) is symmetric in λ and λ0, so it holds also when dλ0(T ) < dλ(T ).
Using (2.3), we derive

∥
∥(T − λ0I )x

∥
∥2 = 〈

(T − λI)x + (λ − λ0)x, (T − λ0I )x
〉

≤ |λ − λ0|‖x‖∥∥(T − λ0I )x
∥
∥.

Thus, ‖(T − λ0I )x‖ ≤ |λ − λ0|‖x‖. Since x �= 0 and |λ − λ0| < cλ0 , we obtain

|λ − λ0|‖x‖ < cλ0‖x‖ ≤ ∥
∥(T − λ0I )x

∥
∥ ≤ |λ − λ0|‖x‖

by (2.1), which is a contradiction. Thus, we have proved that dλ(T ) = dλ0(T ).
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The proof will be now completed by using a well-known argument from ele-
mentary topology. Let α and β be points of the same connected component U of the
open set π(T ) in the complex plane. Then there exists a polygonal path P contained
in U from α to β . For λ ∈ P , let Uλ = {λ′ ∈ C : |λ′ − λ| < cλ}. Then {Uλ : λ ∈ P} is
an open cover of the compact set P , so there exists a finite subcover {Uλ1 , . . . ,Uλs }
of P . Since dλ(T ) is constant on each open set Uλk

as shown in the preceding para-
graph, we conclude that dα(T ) = dβ(T ). �

The numerical range of a linear operator T in H is defined by

Θ(T ) = {〈T x, x〉 : x ∈ D(T ), ‖x‖ = 1
}

.

A classical result of F. Hausdorff (see, e.g., [K2, V, Theorem 3.1]) says that Θ(T )

is a convex set. In general, the set Θ(T ) is neither closed nor open for a bounded or
closed operator. However, we have the following simple but useful fact.

Lemma 2.5 Let T be a linear operator on H. If λ ∈ C is not in the closure of Θ(T ),
then λ ∈ π(T ).

Proof Set γλ := dist(λ,Θ(T )) > 0. For x ∈D(T ), ‖x‖ = 1, we have
∥
∥(T − λI)x

∥
∥ ≥ ∣

∣
〈

(T − λI)x, x
〉∣
∣ = ∣

∣〈T x,x〉 − λ
∣
∣ ≥ γλ,

so that ‖(T − λI)y‖ ≥ γλ‖y‖ for arbitrary y ∈ D(T ). Hence, λ ∈ π(T ). �

2.2 Spectrum and Resolvent of a Closed Operator

In this section we assume that T is a closed linear operator on a Hilbert space H.

Definition 2.3 A complex number λ belongs to the resolvent set ρ(T ) of T if the
operator T −λI has a bounded everywhere on H defined inverse (T −λI)−1, called
the resolvent of T at λ and denoted by Rλ(T ).

The set σ(T ) := C \ ρ(T ) is called the spectrum of the operator T .

Remarks 1. Formally, the preceding definition could be also used to define the spec-
trum for a not necessarily closed operator T . But if λ ∈ ρ(T ), then the bounded
everywhere defined operator (T − λI)−1 is closed, so is its inverse T − λI by The-
orem 1.8(vi) and hence T . Therefore, if T is not closed, we would always have
that ρ(T ) = ∅ and σ(T ) =C according to Definition 2.3, so the notion of spectrum
becomes trivial. For this reason, we assumed above that the operator T is closed.

2. The reader should notice that in the literature the resolvent Rλ(T ) is often
defined by (λI − T )−1 rather than (T − λI)−1 as we do.

By Definition 2.3, a complex number λ is in ρ(T ) if and only if there is an
operator B ∈ B(H) such that
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B(T − λI) ⊆ I and (T − λI)B = I.

The operator B is then uniquely determined and equal to the resolvent Rλ(T ).

Proposition 2.6

(i) ρ(T ) = {λ ∈ π(T ) : dλ(T ) = 0}.
(ii) ρ(T ) is an open subset, and σ(T ) is a closed subset of C.

Proof (i) follows at once from Proposition 2.1, (i) and (iv). Since π(T ) is open and
dλ(T ) is locally constant on π(T ) by Proposition 2.4, the assertion of (i) implies
that ρ(T ) is open. Hence, σ(T ) =C \ ρ(T ) is closed. �

The requirement that the inverse (T − λI)−1 is bounded can be omitted in Defi-
nition 2.3. This is the first assertion of the next proposition.

Proposition 2.7 Let T be a closed operator on H.

(i) ρ(T ) is the set of all numbers λ ∈ C such that T − λI is a bijective mapping of
D(T ) on H (or equivalently, N (T − λI) = {0} and R(T − λI) =H).

(ii) Suppose that D(T ) is dense in H and let λ ∈ C. Then λ ∈ σ(T ) if and only if
λ ∈ σ(T ∗). Moreover, Rλ(T )∗ = Rλ(T

∗) for λ ∈ ρ(T ).

Proof (i): Clearly, T − λI is bijective if and only if the inverse (T − λI)−1 exists
and is everywhere defined on H. It remains to prove that (T − λI)−1 is bounded
if T − λI is bijective. Since T is closed, T − λI is closed, and so is its inverse
(T − λI)−1 by Theorem 1.8(vi). That is, (T − λI)−1 is a closed linear operator
defined on the whole Hilbert space H. Hence, (T − λI)−1 is bounded by the closed
graph theorem.

(ii): It suffices to prove the corresponding assertion for the resolvent sets.
Let λ ∈ ρ(T ). Then, by Theorem 1.8(iv), (T − λI)∗ = T ∗ − λI is invertible, and

(T ∗ − λI)−1 = ((T − λI)−1)∗. Since (T − λI)−1 ∈ B(H) by λ ∈ ρ(T ), we have
((T − λI)−1)∗ ∈ B(H), and hence (T ∗ − λI)−1 ∈ B(H), that is, λ ∈ ρ(T ∗).

Replacing T by T ∗ and λ by λ and using the fact that T = T ∗∗, it follows that
λ ∈ ρ(T ∗) implies λ ∈ ρ(T ). Thus, λ ∈ ρ(T ) if and only if λ ∈ ρ(T ∗). �

Proposition 2.8 Let T be a closed operator on H. Let U be a connected open
subset of C\Θ(T ). If there exists a number λ0 ∈ U which is contained in ρ(T ), then
U ⊆ ρ(T ). Moreover, ‖(T − λI)−1‖ ≤ (dist(λ,Θ(T )))−1 for λ ∈ U .

Proof By Lemma 2.5 we have U ⊆ π(T ). Therefore, since T is closed, it follows
from Proposition 2.1(iv) that R(T − λI) is closed in H for all λ ∈ U . By Propo-
sition 2.4, the defect number dλ(T ) is constant on the connected open set U . But
dλ0(T ) = 0 for λ0 ∈ U , since λ0 ∈ ρ(T ). Hence, dλ(T ) = 0 on the whole set U .
Consequently, U ⊆ ρ(T ) by Proposition 2.6(i).

From the inequality ‖(T − λI)y‖ ≥ γλ‖y‖ for y ∈ D(T ) shown in the proof of
Lemma 2.5 we get ‖(T − λI)−1‖ ≤ γ −1

λ for λ ∈ U , where γλ = dist(λ,Θ(T )). �
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Next we define an important subset of the spectrum.

Definition 2.4 σp(T ) := {λ ∈ C : N (T − λI)�={0}} is the point spectrum of T .
We call λ ∈ σp(T ) an eigenvalue of T , the dimension of N (T − λI) its multiplicity,
and any nonzero element of N (T − λI) an eigenvector of T at λ.

Let λ be a point of the spectrum σ(T ). Then, by Proposition 2.7(i), the operator
(T − λI) : D(T ) → H is not bijective. This means that T − λI is not injective or
T − λI is not surjective. Clearly, the point spectrum σp(T ) is precisely the set of all
λ ∈ σ(T ) for which T − λI is not injective. Let us look now at the numbers where
the surjectivity of the operator T − λI fails.

The set of all λ ∈C for which T −λI has a bounded inverse which is not defined
on the whole Hilbert space H is called the residual spectrum of T and denoted by
σr(T ). Note that σr(T ) = {λ ∈ π(T ) : dλ(T ) �= 0}. By Proposition 2.4 this descrip-
tion implies that σr(T ) is an open set. It follows from Proposition 3.10 below that
for self-adjoint operators T , the residual spectrum σr(T ) is empty.

Further, the set of λ ∈ C for which the range of T − λI is not closed, that is,
R(T − λI) �= R(T − λI), is called the continuous spectrum σc(T ) of T . Then
σ(T ) = σp(T ) ∪ σr(T ) ∪ σc(T ), but the sets σc(T ) and σp(T ) are in general not
disjoint, see Exercise 5.

Remark The reader should be cautioned that some authors (for instance, [RN,
BEH]) define σc(T ) as the complement of σp(T ) ∪ σr(T ) in σ(T ); then σ(T ) be-
comes the disjoint union of the three parts.

Example 2.1 (Example 1.3 continued) Let ϕ be a continuous function on an inter-
val J . Recall that the operator Mϕ was defined by Mϕf = ϕ·f for f in the domain
D(Mϕ) = {f ∈L2(J ) : ϕ·f ∈ L2(J )}.

Statement σ(Mϕ) is the closure of the set ϕ(J ).

Proof Let λ ∈ ϕ(J ), say λ = ϕ(t0) for t0 ∈ J . Given ε > 0, by the continuity of ϕ

there exists an interval K ⊆ J of positive length such that |ϕ(t) − ϕ(t0)| ≤ ε for all
t ∈ K . Then ‖(Mϕ − λI)χK‖ ≤ ε‖χK‖. If λ would be in ρ(Mϕ), then

‖χK‖ = ∥
∥Rλ(Mϕ)(Mϕ − λI)χK

∥
∥ ≤ ∥

∥Rλ(Mϕ)
∥
∥ε‖χK‖,

which is impossible if ε‖Rλ(Mϕ)‖ < 1. Thus, λ ∈ σ(Mϕ) and ϕ(J ) ⊆ σ(Mϕ).
Hence, ϕ(J ) ⊆ σ(Mϕ).

Suppose that λ /∈ ϕ(J ). Then there is a c > 0 such that |λ − ϕ(t)| ≥ c for all
t ∈ J . Hence, ψ(t):=(ϕ(t) − λ)−1 is a bounded function on J , so Mψ is bounded,
D(Mψ) = L2(J ), and Mψ = (Mϕ − λI)−1. Therefore, λ ∈ ρ(Mϕ). � ◦

Now we turn to the resolvents. Suppose that T and S are closed operators on H
such that D(S) ⊆D(T ). Then the following resolvent identities hold:
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Rλ(T ) − Rλ(S) = Rλ(T )(S − T )Rλ(S) for λ ∈ ρ(S) ∩ ρ(T ), (2.4)

Rλ(T ) − Rλ0(T ) = (λ − λ0)Rλ(T )Rλ0(T ) for λ,λ0 ∈ ρ(T ). (2.5)

Indeed, if λ ∈ ρ(S) ∩ ρ(T ) and x ∈H, we have Rλ(S)x ∈D(S) ⊆D(T ) and

Rλ(T )(S − T )Rλ(S)x = Rλ(T )
(

(S − λI) − (T − λI)
)

Rλ(S)x

= Rλ(T )x − Rλ(S)x,

which proves (2.4). The second formula (2.5) follows at once from the first (2.4) by
setting S = T + (λ − λ0)I and using the relation Rλ(S) = Rλ0(T ).

Both identities (2.4) and (2.5) are very useful for the study of operator equations.
In particular, (2.5) implies that Rλ(T ) and Rλ0(T ) commute.

The next proposition shows that the resolvent Rλ(T ) is an analytic function on
the resolvent set ρ(T ) with values in the Banach space (B(H),‖ · ‖).

Proposition 2.9 Suppose that λ0 ∈ ρ(T ), λ ∈ C, and |λ−λ0| < ‖Rλ0(T )‖−1. Then
we have λ ∈ ρ(T ) and

Rλ(T ) =
∞
∑

n=0

(λ − λ0)
nRλ0(T )n+1, (2.6)

where the series converges in the operator norm. In particular,

lim
λ→λ0

∥
∥Rλ(T ) − Rλ0(T )

∥
∥ = 0 for λ0 ∈ ρ(T ). (2.7)

Proof As stated in Proposition 2.1(i), (2.1) holds with cλ0 = ‖Rλ0(T )‖−1, so that
|λ − λ0| < cλ0 by our assumption. Therefore, λ ∈ π(T ) and dλ(T ) = dλ0(T ) = 0,
and hence, λ ∈ ρ(T ) by Propositions 2.4 and 2.6.

Since ‖(λ − λ0)Rλ0(T )‖ < 1 by assumption, the operator I − (λ − λ0)Rλ0(T )

has a bounded inverse on H which is given by the Neumann series

(

I − (λ − λ0)Rλ0(T )
)−1 =

∞
∑

n=0

(λ − λ0)
nRλ0(T )n. (2.8)

On the other hand, we have Rλ(T )(I − (λ − λ0)Rλ0(T )) = Rλ0(T ) by (2.5), and
hence, Rλ(T ) = Rλ0(T )(I − (λ−λ0)Rλ0(T ))−1. Multiplying (2.8) by Rλ0(T ) from
the left and using the latter identity, we obtain Rλ(T ). This proves (2.6).

Since analytic operator-valued functions are continuous, (2.6) implies (2.7). �

From formula (2.6) it follows in particular that for arbitrary vectors x, y ∈ H, the
complex function λ → 〈Rλ(T )x, y〉 is analytic on the resolvent set ρ(T ).

For T ∈ B(H), it is well known (see, e.g., [RS1, Theorem VI.6]) that the spec-
trum σ(T ) is not empty and contained in a circle centered at the origin with radius

r(T ) := lim
n→∞

∥
∥T n

∥
∥

1/n
.
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This number r(T ) is called the spectral radius of the operator T . Clearly, we
have r(T ) ≤ ‖T ‖. If T ∈ B(H) is self-adjoint, then r(T ) = ‖T ‖.

By Proposition 2.6 the spectrum of a closed operator is a closed subset of C. Let
us emphasize that any closed subset (!) of the complex plane arises in this manner.
Example 2.2 shows that each nonempty closed subset is spectrum of some closed
operator. A closed operator with empty spectrum is given in Example 2.4 below.

Example 2.2 Suppose that M is a nonempty closed subset of C. Since C is separa-
ble, so is M , that is, there exists a countable subset {rn : n ∈ N} of M which is dense
in M . Define the operator T on l2(N) by D(T ) = {(xn) ∈ l2(N) : (rnxn) ∈ l2(N)}
and T (xn) = (rnxn) for (xn) ∈ D(T ). It is easily seen that D(T ) = D(T ∗) and
T ∗(xn) = (rnxn) for (xn) ∈ D(T ∗). Hence, T = T ∗∗, so T is closed. Each num-
ber rn is an eigenvalue of T , and we have σ(T ) = {rn : n ∈N} = M . ◦

The next propositions relate the spectrum of the resolvent to the spectrum of the
operator. Closed operators with compact resolvents will play an important role in
several later chapters of this book.

Proposition 2.10 Let λ0 be a fixed number of ρ(T ), and let λ ∈C, λ �= λ0.

(i) λ ∈ ρ(T ) if and only if (λ − λ0)
−1 ∈ ρ(Rλ0(T )).

(ii) λ is an eigenvalue of T if and only if (λ − λ0)
−1 is an eigenvalue of Rλ0(T ). In

this case both eigenvalues have the same multiplicities.

Proof Both assertions are easy consequences of the following identity:

T − λI = (

Rλ0(T ) − (λ − λ0)
−1I

)

(T − λ0I )(λ0 − λ). (2.9)

(i): Since (T −λ0I )(λ0 −λ) is a bijection from D(T ) to H, it follows from (2.9)
that T − λI is a bijection from D(T ) to H if and only if Rλ0(T ) − (λ − λ0)

−1I is a
bijection of H. By Proposition 2.7(i) this gives the assertion.

(ii): From (2.9) we conclude that (T − λ0I )(λ0 − λ) is a bijection of N (T − λI)

on N (Rλ0(T ) − (λ − λ0)
−1I ). �

We shall say that a closed operator T has a purely discrete spectrum if σ(T ) con-
sists only of eigenvalues of finite multiplicities which have no finite accumulation
point.

Proposition 2.11 Suppose that there exists a λ0 ∈ ρ(T ) such that Rλ0(T ) is com-
pact. Then Rλ(T ) is compact for all λ ∈ ρ(T ), and T has a purely discrete spectrum.

Proof The compactness of Rλ(T ) follows at once from the resolvent identity (2.5).
By Theorem A.3 all nonzero numbers in the spectrum of the compact operator
Rλ0(T ) are eigenvalues of finite multiplicities which have no nonzero accumula-
tion point. By Proposition 2.10 this implies that the operator T has a purely discrete
spectrum. �
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2.3 Examples: Differentiation Operators II

In this section we determine spectra and resolvents of the differentiation operators
−i d

dx
on intervals from Sect. 1.3.1.

Example 2.3 (Example 1.4 continued: bounded interval (a, b)) Recall that D(T ∗) =
H 1(a, b) and T ∗f = −if ′ for f ∈ D(T ∗). For each λ ∈ C, fλ(x) := eiλx is in
D(T ∗), and T ∗fλ = λfλ, so λ ∈ σp(T

∗). Thus, σ(T ∗) = C. Since T = (T ∗)∗,
Proposition 2.7(ii) implies that σ(T ) =C. ◦

Example 2.4 (Example 1.5 continued)

Statement σ(Sz) = {λ ∈C : eiλ(a−b)z = 1} for z ∈C and σ(S∞) = ∅.

Proof Let λ ∈ C and g ∈ L2(a, b). In order to “guess” the formula for the resolvent
of Sz, we try to find an element f ∈ D(Sz) such that (Sz − λI)f ≡ −if ′ − λf = g.
The general solution of the differential equation −if ′ − λf = g is

f (x) = ieiλx

(∫ x

a

e−iλtg(t) dt + cλ,g

)

, where cλ,g ∈ C. (2.10)

Clearly, f ∈ H 1(a, b), since g ∈ L2(a, b) and hence e−iλtg(t) ∈ L1(a, b). Hence, f
is in D(Sz) if and only if f satisfies the boundary condition f (b) = zf (a) for z ∈C

resp. f (a) = 0 for z = ∞.
First suppose that z ∈ C and eiλ(a−b)z �= 1. Then f ∈ D(Sz) if and only if

cλ,g = (

eiλ(a−b)z − 1
)−1

∫ b

a

e−iλtg(t) dt. (2.11)

We therefore define

(

Rλ(Sz)g
)

(x) = ieiλx

(∫ x

a

e−iλtg(t) dt + (

eiλ(a−b)z − 1
)−1

∫ b

a

e−iλtg(t) dt

)

.

Next suppose that z = ∞. Then f ∈ D(S∞) if and only if cλ,g = 0, so we define

(

Rλ(S∞)g
)

(x) = ieiλx

∫ x

a

e−iλtg(t) dt.

We prove that Rλ(Sz), z ∈ C ∪ {∞}, is the resolvent of Sz. Let g ∈ L2(a, b)

and set f := Rλ(Sz)g. By the preceding considerations, we have f ∈ D(Sz) and
(Sz −λI)f = (Sz −λI)Rλ(Sz)g = g. Hence, Sz −λI is surjective. From (2.10) and
(2.11) we conclude that g = 0 implies that f = 0, so Sz −λI is injective. Therefore,
by Proposition 2.7(i), λ ∈ ρ(Sz) and (Sz − λI)−1 = Rλ(Sz). Thus, we have shown
that {λ : eiλ(a−b)z �= 1} ⊆ ρ(Sz) for z ∈ C and ρ(S∞) =C.

Suppose that z ∈ C and eiλ(a−b)z = 1. Then fλ(x) := eiλx belongs to D(Sz), and
Szfλ = λfλ. Hence, λ ∈ σ(Sz). This completes the proof of the statement. �
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Let us consider the special case where |z| = 1, say z = eiμ(b−a) with μ ∈ R. Then
the operator Sz is self-adjoint (by Example 1.5) and the above statement yields

σ(Sz) = {

μ + (b − a)−12πk : k ∈ Z
}

. ◦

Example 2.5 (Example 1.6 continued: half-axis) Recall that D(T ) = H 1
0 (0,+∞).

We prove that σ(T ) = {λ ∈C : Imλ ≤ 0}.
Assume that Imλ < 0. Then fλ(x) := eiλx ∈ D(T ∗) and T ∗fλ = λfλ, so that

λ ∈ σp(T
∗) and λ ∈ σ(T ) by Proposition 2.7(ii). Hence, {λ : Imλ ≤ 0} ⊆ σ(T ).

Suppose now that Imλ > 0 and define

(

Rλ(T )g
)

(x) = i
∫ x

0
eiλ(x−t)g(t) dt, g ∈ L2(0,+∞).

That is, Rλ(T ) is the convolution operator with the function h(t) := ieiλt on the
half-axis [0,+∞). Since Imλ > 0 and hence h ∈ L1(0,+∞), Rλ(T ) is a bounded
operator on L2(0,+∞). Indeed, using the Cauchy–Schwarz inequality, we derive

∥
∥
(

Rλ(T )g
)∥
∥2 =

∫ ∞

0

∣
∣
∣
∣

∫ x

0
h(x − t)g(t) dt

∣
∣
∣
∣

2

dx

≤
∫ ∞

0

(∫ x

0

∣
∣h(x − t)

∣
∣dt

)(∫ x

0

∣
∣h(x − t)

∣
∣
∣
∣g(t)

∣
∣
2
dt

)

dx

≤ ‖h‖L1(0,+∞)

∫ ∞

0

∫ x

0

∣
∣h(x − t)

∣
∣
∣
∣g(t)

∣
∣
2
dt dx

≤ ‖h‖L1(0,+∞)

∫ ∞

0

∫ ∞

0

∣
∣h

(

x′)∣∣∣∣g(t)
∣
∣
2
dt dx′ = ‖h‖2

L1(0,+∞)
‖g‖2.

Set f := Rλ(T )g. Clearly, f ∈ AC[a, b] for all intervals [a, b] ⊆ (0,+∞). Since
f ∈ L2(0,+∞), f ′ = i(λf + g) ∈ L2(0,+∞) and f (0) = 0, we have f ∈
H 1

0 (0,+∞) = D(T ) and (T − λI)f = (T − λI)Rλ(T )g = g. This shows that
T − λI is surjective. Since Imλ > 0, N (T − λI) = {0}. Thus, T − λI is bijective,
and hence λ ∈ ρ(T ) by Proposition 2.7(i). From the equality (T − λI)Rλ(T )g = g

for g ∈ L2(0,+∞) it follows that Rλ(T ) = (T − λI)−1 is the resolvent of T .
By the preceding we have proved that σ(T ) = {λ : Imλ ≤ 0}. ◦

Example 2.6 (Example 1.7 continued: real line) Then the operator T = −i d
dx

on
H 1(R) is self-adjoint. We show that σ(T ) =R.

Suppose that λ ∈ R. Let us choose a function ω ∈ C∞
0 (R), ω �= 0, and put

hε(x) := ε1/2eiλxω(εx) for ε > 0. Since ‖hε‖ = ‖ω‖ and ‖(T − λI)hε‖ = ε‖ω′‖,
it follows that λ is not in π(T ) and so not in ρ(T ). Hence, λ ∈ σ(T ). Since T is
self-adjoint, σ(T ) ⊆R by Corollary 3.14 below. Thus, σ(T ) =R.

The resolvents of T for λ ∈C\R are given by the formulas

(

Rλ(T )g
)

(x) = i
∫ x

−∞
eiλ(x−t)g(t) dt, Imλ > 0, (2.12)

(

Rλ(T )g
)

(x) = −i
∫ +∞

x

eiλ(x−t)g(t) dt, Imλ < 0. (2.13)

◦
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2.4 Exercises

1. Find a bounded operator T such that Θ(T ) is not the convex hull of σ(T ).
Hint: Look for some lower triangular 2 × 2-matrix.

2. Let α = (αn)n∈N be a complex sequence. Define an operator Tα on l2(N) with
domain D(T ) = {(ϕn) ∈ l2(N) : (αnϕn) ∈ l2(N)} by Tα(ϕn) = (αnϕn).
a. Determine the spectrum σ(Tα) and the point spectrum σp(Tα).
b. When has Tα a discrete spectrum?

3. Let Mϕ be the multiplication operator from Example 2.1. Find necessary
and/or sufficient conditions for a number belonging to the point spectrum
σp(Mϕ).

4. Let T1 and T2 be closed operators on H1 and H2, respectively.
a. Show that T1 ⊕ T2 is a closed operator on H1 ⊕H2.
b. Show that σ(T1 ⊕ T2) = σ(T1) ∪ σ(T2).

5. Find a bounded operator T and a λ ∈ σp(T ) such that R(T − λI) �=
R(T − λI).
Hint: Look for some operator T = T1 ⊕ T2.

6. Let T = −i d
dx

on D(T ) = {f ∈ H 1(0,1) : f (0) = 0} in H = L2(0,1).
a. Show that T is a closed operator.
b. Determine the adjoint operator T ∗.
c. Show that ρ(T ) = C and determine the operator Rλ(T ) for λ ∈C.

7. Prove the two resolvent formulas (2.12) and (2.13) in Example 2.6. Show that
none of these operators is compact.

8. Let q be a real-valued continuous function on [a, b], a, b ∈ R, a < b. For
z ∈ T, define an operator Tz on L2(a, b) by (Tzf )(x) = −if ′(x) + q(x)f (x)

with domain D(Tz) = {f ∈ H 1(a, b) : f (b) = zf (a)}.
a. Show that Tz is a self-adjoint operator on L2(a, b).
b. Determine the spectrum and the resolvent Rλ(Tz) for λ ∈ ρ(Tz).

Hint: Find a unitary operator U on L2(a, b) such that Tz = UT U∗, where
T is the operator from Example 2.3.

9. Find a densely defined closed operator T such that each complex number is
an eigenvalue of T ∗, but T has no eigenvalue.

10. Let T be a closed operator on H. Use formula (2.6) to prove that

dRλ(T )

dλ
:= lim

h→0

Rλ+h(T ) − Rλ(T )

h
= Rλ(T )2, λ ∈ ρ(T ),

in the operator norm on H.
11. Prove that σ(T S)∪{0} = σ(ST )∪{0} for T ∈ B(H1,H2) and S ∈ B(H2,H1).

Hint: Verify that (ST − λI)−1 = λ−1[S(T S − λI)−1T − I ] for λ �= 0.
∗12. (Volterra integral operator)

Let K be a bounded measurable function on {(x, y) ∈ R
2 : 0 ≤ y ≤ x ≤ 1}.

Prove that the spectrum of the Volterra operator VK is equal to {0}, where

(VKf )(x) =
∫ x

0
K(x, t)f (t) dt, f ∈ L2(0,1).
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Hints: Show that (VK)n is an integral operator with kernel Kn satisfying
∣
∣Kn(x, y)

∣
∣ ≤ Mn|x − y|n−1/(n − 1)!, where M := ‖K‖L∞(0,1).

Then deduce that ‖(VK)n‖ ≤ Mn/(n − 1)! and hence limn ‖(VK)n‖1/n = 0.



Chapter 3
Some Classes of Unbounded Operators

The notion of a closed operator is too general to develop a deeper theory. This chap-
ter is devoted to some important classes of closed or closable operators. Symmetric
operators are investigated in Sect. 3.1, and self-adjoint operators in Sect. 3.2. The
interplay between symmetric and self-adjoint operators, or more precisely, the prob-
lem of when a symmetric operator is self-adjoint is one of the main themes in this
book. Section 3.2 contains some basic self-adjointness criteria. Section 3.3 is con-
cerned with classes of operators (sectorial operators, accretive operators, dissipative
operators) that will be met later as operators associated with forms or as generators
of contraction semigroups. Section 3.4 deals with unbounded normal operators.

3.1 Symmetric Operators

Throughout this section, T is a linear operator on a Hilbert space H.

Definition 3.1 The operator T is called symmetric (or Hermitian) if

〈T x,y〉 = 〈x,T y〉 for all x, y ∈ D(T ). (3.1)

Note that we do not assume that a symmetric operator is densely defined.

Lemma 3.1 T is symmetric if and only if 〈T x,x〉 is real for all x ∈D(T ).

Proof If T is symmetric, then 〈T x, x〉 = 〈x,T x〉 = 〈T x, x〉, so 〈T x, x〉 ∈ R. Con-
versely, if 〈T x, x〉 is real for all x ∈ D(T ), it follows immediately from the polar-
ization formula (1.2) that (3.1) holds, that is, T is symmetric. �

Definition 3.2 Let T be a symmetric operator. T is said to be lower semibounded
(resp. upper semibounded) if there exists a real number m such that

〈T x, x〉 ≥ m‖x‖2 (
resp. 〈T x, x〉 ≤ m‖x‖2) for all x ∈D(T ).
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Any such number m is called a lower bound (resp. an upper bound) for T . If T is
lower semibounded or upper semibounded, T is called semibounded. We say that T

is positive and write T ≥ 0 if 〈T x, x〉 ≥ 0 for all x ∈ D(T ). If 〈T x, x〉 > 0 for all
nonzero x ∈D(T ), then T is called strictly positive.

Clearly, each lower semibounded operator T has a greatest lower bound given
by

mT := inf
{〈T x, x〉‖x‖−2; x ∈ D(T ), x �= 0

}
.

Example 3.1 (A nonclosable symmetric operator) Let S be a nonclosable operator
on a Hilbert space H1 (see Example 1.1). Then the operator T on the Hilbert space
H := H1 ⊕H1 defined by T (x1,0) = (0, Sx1) for (x1,0) ∈ D(T ) := D(S) ⊕ {0} is
not closable. But T is symmetric, since for x1, y1 ∈ D(S), we have

〈
T (x1,0), (y1,0)

〉 = 〈0, y1〉1 + 〈Sx1,0〉1 = 0 = 〈
(x1,0), T (y1,0)

〉
. ◦

Suppose that T is densely defined. Comparing formulas (3.1) and (1.5), we con-
clude that T is symmetric if and only if T ⊆ T ∗. Since T ∗ is closed and (T )∗ = T ∗,
it follows that each densely defined symmetric operator T is closable, its closure T

is again symmetric, and we have

T ⊆ T = T ∗∗ ⊆ T ∗.
If the domain D(T ) of a symmetric operator T on H is the whole (!) Hilbert

space H, then T is a closed operator with domain H. Hence, T is bounded by
the closed graph theorem. This is a classical result called the Hellinger–Toeplitz
theorem.

The next proposition deals with the regularity domain of a symmetric operator.

Proposition 3.2 If T is a symmetric operator on H, then:

(i) C \R⊆ π(T ).
(ii) If T is lower semibounded (resp. upper semibounded) and m is a lower bound

(resp. an upper bound) for T , then (−∞,m) ⊆ π(T ) (resp. (m,+∞) ⊆ π(T )).
(iii) If T is densely defined and λ ∈ π(T ), then R(T ∗ − λI) =H.

Proof (i): Let λ = α + iβ , where α,β ∈ R, and x ∈ D(T ). Then
∥∥(T − λI)x

∥∥2 = 〈
(T − αI)x − iβx, (T − αI)x − iβx

〉

= ∥∥(T − αI)x
∥∥2 + ‖βx‖2 − iβ

{〈
x, (T − αI)x

〉 − 〈
(T − αI)x, x

〉}

= ∥∥(T − αI)x
∥∥2 + |β|2‖x‖2. (3.2)

Here the expression in braces vanishes, because T is symmetric and α is real. Equa-
tion (3.2) implies that

∥∥(T − λI)x
∥∥ ≥ | Imλ|‖x‖ for x ∈ D(T ), λ ∈ C. (3.3)

Therefore, λ ∈ π(T ) if Imλ �= 0.
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(ii): We prove the assertion for lower semibounded T . For λ ∈ (−∞,m),

(m − λ)‖x‖2 ≤ 〈
(T − λI)x, x

〉 ≤ ∥∥(T − λI)x
∥∥‖x‖,

and hence (m − λ)‖x‖ ≤ ‖(T − λI)x‖ for x ∈ D(T ). Since m > λ, λ ∈ π(T ).
(iii): Let y ∈ H. We define a linear functional Fy on R(T − λI) by

Fy((T − λI)x) = 〈x, y〉, x ∈ D(T ). Since λ ∈ π(T ), it follows from (2.1)
that the functional Fy is well defined and bounded. By Riesz’ theorem, ap-
plied to the closure of R(T − λI) in H, there is a vector u ∈ H such that
Fy((T − λI)x) = 〈(T − λI)x,u〉 for x ∈ D(T ). Since 〈(T − λI)x,u〉 = 〈x, y〉 for
all x ∈ D(T ), we conclude that u ∈ D((T −λI)∗) = D(T ∗ −λI) and (T −λI)∗u =
(T ∗ − λI)u = y. �

Recall from Proposition 2.4 that for a closable operator T , the defect number
dλ(T ) is constant on connected subsets of the regularity domain π(T ). Therefore,
if T is closable and symmetric, by Proposition 3.2 the number dλ(T ) is constant on
the upper half-plane and on the lower half-plane. If, in addition, T is semibounded,
then π(T ) is connected, and hence dλ(T ) is constant on the whole set π(T ).

Definition 3.3 The deficiency indices (or the defect numbers) of a closable symmet-
ric operator T are the cardinal numbers

d+(T ) := dλ(T ) = dimR(T − λI)⊥, Imλ > 0, (3.4)

d−(T ) := dλ(T ) = dimR(T − λI)⊥, Imλ < 0. (3.5)

If T is densely defined and symmetric, then T is closable, and by formula (1.7),

d+(T ) = dimN
(
T ∗ − iI

) = dimN
(
T ∗ − λI

)
, Imλ > 0, (3.6)

d−(T ) = dimN
(
T ∗ + iI

) = dimN
(
T ∗ − λI

)
, Imλ < 0. (3.7)

Remark By our definition, d±(T ) = dimN (T ∗ ∓ iI ). Some authors define d±(T )

to be dimN (T ∗ ± iI ).

Proposition 3.3 Suppose that T is a densely defined symmetric operator. If T is
semibounded or if π(T ) contains a real number, then d+(T ) = d−(T ).

Proof In both cases, π(T ) is connected by Proposition 3.2, so the assertion follows
from Proposition 2.4. �

Example 3.2 (Examples 1.4, 1.6, and 1.7 continued) Recall that in all three exam-
ples we have Tf = −if ′ for f ∈ D(T ) = H 1

0 (J ) and T ∗g = −ig′ for g ∈ D(T ∗) =
H 1(J ), where J = (a, b) with a, b ∈ R, J = (0,∞) or J =R, respectively. Since
T ⊆ T ∗, T and hence T 2 are symmetric. Moreover, g ∈ N (T ∗ − λI) if and only if
g ∈D(T ∗) and −ig′(x) = λg(x) on J .
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First suppose that J is a bounded interval (a, b). Then N (T ∗−λI) =C ·eiλx and
d+(T ) = d−(T ) = 1. Likewise we have N ((T 2)∗ − λI) = C · ei

√
λx + C · e−i

√
λx .

Thus, d±(T ) = 1 and d±(T 2) = 2.
Next let J = (0,∞). Since eiλx ∈ L2(0,∞) if and only if Imλ > 0, we have

N (T ∗ − λI) = C · eiλx if Imλ > 0 and N (T ∗ − λI) = {0} if Imλ < 0. That is,
d+(T ) = 1 and d−(T ) = 0.

Finally, let J =R. Then eiλx /∈ L2(R) for all λ ∈ C, and hence d±(T ) = 0. ◦

Example 3.3 Let S = − d2

dx2 with domain D(S) = {f ∈ H 2(R) : f (0) = f ′(0) = 0}
on L2(R). Then S∗f = −f ′′ for f ∈D(S∗) = H 2(−∞,0) ⊕ H 2(0,+∞). Clearly,
S is symmetric and densely defined.

Fix λ ∈ C \ [0,∞). Let
√

λ denote the square root of λ with Im
√

λ > 0, and
let χ+ and χ− be the characteristic functions of [0,∞) and (−∞,0), respectively.
Then

N
(
S∗ − λI

) =C · χ+(x)ei
√

λx +C · χ−(x)e−i
√

λx,

and S has deficiency indices (2,2).
For f,g ∈ H 2(−∞,0) ⊕ H 2(0,+∞), we have the integration-by-parts formula

〈
f ′′, g

〉
L2(R)

− 〈
f,g′′〉

L2(R)

= f ′(−0)g(−0) − f (−0)g′(−0) − f ′(+0)g(+0) + f (+0)g′(+0). (3.8)

To derive this formula, we apply (1.14) to the intervals (0, b) and (a,0), add both
formulas, and pass to the limits a→ −∞ and b→ +∞. Since f (b), f ′(b), g(b),
g′(b), f (a), f ′(a), g(a), g′(a) tend to zero by Lemma 1.11, we then obtain (3.8).

Now let T = − d2

dx2 on D(T ) = {f ∈ H 2(R) : f ′(0) = 0} and λ ∈ C \ [0,∞).
Since S ⊆ T , we have N (T ∗ − λI) ⊆ N (S∗ − λI). A function g ∈ N (S∗ − λI)

is in N (T ∗ − λI) if and only if 〈Tf,g〉 ≡ 〈−f ′′, g〉 = 〈f,λg〉 for all f ∈ D(T ).
Choosing f ∈ D(T ) such that f (0) �= 0 and applying (3.8), we conclude that
g′(+0) = g′(−0). This implies that T has deficiency indices (1,1) and

N
(
T ∗ − λI

) =C · (χ+(x)ei
√

λx − χ−(x)e−i
√

λx
)
. ◦

Lemma 3.4 Let T be a symmetric operator.

(i) Any eigenvalue of T is real.
(ii) Eigenvectors belonging to different eigenvalues of T are mutually orthogonal.

(iii) Suppose that T is densely defined and T ≥ 0. If 〈T x, x〉 = 0 for some
x ∈D(T ), then T x = 0.

Proof (i): Let x be a nonzero vector from N (T − λI). Since 〈T x, x〉 = λ‖x‖2 and
〈T x, x〉 is real, λ is real.

(ii): Let x ∈ N (T − λI) and y ∈ N (T − μI), where λ �= μ. Since μ is real and
T is symmetric, μ〈x, y〉 = 〈x,T y〉 = 〈T x, y〉 = λ〈x, y〉, and hence 〈x, y〉 = 0.
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(iii): Since T ≥ 0, 〈T · ,·〉 is a positive semidefinite sesquilinear form. Hence, the
Cauchy–Schwarz inequality applies and yields

∣
∣〈T x, y〉∣∣2 ≤ 〈T x, x〉〈Ty, y〉 = 0

for all y ∈ D(T ). Since D(T ) is dense, the latter implies that T x = 0. �

The following notion will play a crucial role for the study of boundary triplets in
Chap. 14.

Definition 3.4 Let T be a densely defined symmetric operator on H. The boundary
form of T ∗ is the sequilinear form [·,·]T ∗ on D(T ∗) defined by

[x, y]T ∗ = 〈
T ∗x, y

〉 − 〈
x,T ∗y

〉
, x, y ∈D

(
T ∗). (3.9)

A linear subspace D of D(T ∗) is called symmetric if [x, y]T ∗ = 0 for all x, y ∈D.

The reason for the latter terminology stems from the following simple fact which
follows immediately from the corresponding definitions.

Lemma 3.5 The symmetric extensions of a densely defined symmetric operator T

are the restrictions of T ∗ to symmetric subspaces D of D(T ∗) which contain D(T ).

Proposition 3.6 Let T be a densely defined closed symmetric operator, and let E be
a finite-dimensional linear subspace of D(T ∗). Define

D(TE ) := D(T ) + E and TE := T ∗�D(TE ).

Suppose that the linear subspace D(TE ) of D(T ∗) is symmetric. Then TE is a closed
symmetric operator. If E has dimension k modulo D(T ), then TE has the deficiency
indices (d+(T ) − k, d−(T ) − k).

Proof Since G(TE ) is the sum of the closed subspace G(T ) and the finite-dimen-
sional vector space {(x, T ∗x) : x ∈ E}, G(TE ) is closed, and so is the operator TE .

By Lemma 3.5, TE is symmetric, because D(TE ) is a symmetric subspace.
It remains to prove the assertion concerning the deficiency indices of TE . Let

λ ∈ C \ R. Without loss of generality we can assume that D(T ) + E is a direct
sum and dimE = k. First we show that R(T − λI) + (T ∗ − λI)E is also a direct
sum and dim(T ∗ − λI)E = k. Indeed, assume that (T − λI)x + (T ∗ − λI)u = 0
for x ∈ D(T ) and u ∈ E . Then x + u ∈ N (T ∗ − λI). But x + u ∈ D(TE ), so that
x + u ∈N (TE − λI). Therefore, since TE is a symmetric operator and λ is not real,
x + u = 0 by Lemma 3.4(i). Since the sum D(T ) + E is direct, x = 0 and u = 0.
This proves also that (T ∗ −λI)�E is injective. Hence, dim(T ∗ −λI)E = dimE = k.

Obviously, R(TE −λI)⊥ ⊆R(T −λI)⊥. Since R(TE −λI) is the direct sum of
R(T − λI) and the k-dimensional space (T ∗ − λI)E , R(TE − λI)⊥ has the codi-
mension k in R(T −λI)⊥. By Definition 3.3 this means that dλ(TE ) = dλ(T )−k. �
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3.2 Self-adjoint Operators

Self-adjointness is the most important notion on unbounded operators in this book.
The main results about self-adjoint operators are the spectral theorem proved in
Sect. 5.2 and the corresponding functional calculus based on it. A large effort is
made in this book to prove that certain symmetric operators are self-adjoint or to
extend symmetric operators to self-adjoint ones.

Definition 3.5 A densely defined symmetric operator T on a Hilbert space H is
called self-adjoint if T = T ∗ and essentially self-adjoint, briefly e.s.a., if T is
self-adjoint, or equivalently, if T = T ∗.

Let us state some simple consequences that will be often used without mention.
A self-adjoint operator T is symmetric and closed, since T ∗ is always closed.
Let T be a densely defined symmetric operator. Since then T ⊆ T ∗, T is self-

adjoint if and only if D(T ) = D(T ∗). Likewise, T is essentially self-adjoint if and
only if D(T ) =D(T ∗).

Any self-adjoint operator T on H is maximal symmetric, that is, if S is a symmet-
ric operator on H such that T ⊆ S, then T = S. Indeed, T ⊆ S implies that S∗ ⊆ T ∗.
Combined with S ⊆ S∗ and T ∗ = T , this yields S ⊆ T , so that T = S.

Some self-adjointness criteria follow easily from the next result. The nice direct
sum decomposition (3.10) of the domain D(T ∗) is called von Neumann’s formula.

Proposition 3.7 Let T be a densely defined symmetric operator. Then

D
(
T ∗) =D(T ) +̇N

(
T ∗ − λI

) +̇N
(
T ∗ − λI

)
for λ ∈C \R, (3.10)

dimD
(
T ∗)/D(T ) = d+(T ) + d−(T ). (3.11)

Proof Let us abbreviate Nλ := N (T ∗ −λI) and Nλ := N (T ∗ −λI). The inclusion
D(T ) +Nλ +Nλ ⊆D(T ∗) is obvious. We prove that D(T ∗) ⊆D(T ) +Nλ +Nλ.

Let x ∈D(T ∗). By Corollary 2.2 we have

H =R(T − λI) ⊕Nλ. (3.12)

We apply (3.12) to the vector (T ∗ − λI)x ∈ H. Then there exist x0 ∈ D(T ) and
x′− ∈ Nλ such that (T ∗ − λI)x = (T − λI)x0 + x′−. Since λ /∈ R, we can set x− :=
(λ − λ)−1x′−. The preceding can be rewritten as (T ∗ − λI)(x − x0 − x−) = 0, that
is, x+ := x − x0 − x− is in Nλ. Hence, x = x0 + x+ + x− ∈D(T ) +Nλ +Nλ.

To prove that the sum in (3.10) is a direct sum, we assume that x0 + x+ + x− = 0
for x0 ∈ D(T ), x+ ∈ Nλ, and x− ∈Nλ. Then

(
T ∗ − λI

)
(x0 + x+ + x−) = (T − λI)x0 + (λ − λ)x− = 0.

The vector (λ − λ )x− = (T − λI)x0 is in R(T − λI) ∩ Nλ. Therefore, it follows
from (3.12) that x− = 0 and (T −λI)x0 = 0. Since T is symmetric and λ is not real,
the latter yields x0 = 0 by Lemma 3.4. Since x0 = x− = 0, we get x+ = 0.

The preceding proves (3.10). (3.11) is an immediate consequence of (3.10). �
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Recall that a densely defined symmetric operator T is essentially self-adjoint if
and only if D(T ) = D(T ∗). By (3.10) (or (3.11)) the latter is satisfied if and only if
d+(T ) = d−(T ) = 0. That is, using formulas (3.4)–(3.7), we obtain the following:

Proposition 3.8 Let T be a densely defined symmetric operator on H, and let λ+
and λ− be complex numbers such that Imλ+ > 0 and Imλ− < 0.

Then the operator T is essentially self-adjoint if and only d+(T ) = 0 (equiv-

alently, N (T ∗ − λ+I ) = {0}, or equivalently, R(T − λ+I ) = H) and d−(T ) = 0

(equivalently, N (T ∗ − λ−I ) = {0}, or equivalently, R(T − λ−I ) =H).

For lower semibounded operators, we have the following stronger result.

Proposition 3.9 Let T be a densely defined symmetric operator such that there is a
real number in π(T ); in particular, if T is lower semibounded, the latter is fulfilled,
and C\ [mT ,∞) ⊆ π(T ). Then T is essentially self-adjoint if and only if dλ(T ) = 0
(equivalently, N (T ∗ − λI) = {0}, or equivalently, R(T − λI) = H) for one, hence
all, λ ∈ π(T ).

Proof Since dλ(T ) = d±(T ) by Proposition 3.3 and C\[mT ,∞) ⊆ π(T ) by Propo-
sition 3.2, the assertions follow at once from Proposition 3.8. �

The next proposition characterizes the numbers of the resolvent set of a self-
adjoint operator. Condition (ii) therein is often useful to detect the spectrum of the
operator.

Proposition 3.10 Let T be a self-adjoint operator on a Hilbert space H. For any
complex number λ, the following conditions are equivalent:

(i) λ ∈ ρ(T ).
(ii) λ ∈ π(T ), that is, there exists a constant cλ > 0 such that ‖(T −λI)x‖ ≥ cλ‖x‖

for all x ∈D(T ).
(iii) R(T − λI) =H.

Moreover, if λ ∈C \R, then λ ∈ ρ(T ) and ‖Rλ(T )‖ ≤ | Imλ|−1.

Proof Since T is self-adjoint, by Corollary 2.2 we have

R(T − λI)⊥ =N (T − λI). (3.13)

First suppose that λ ∈ C \ R. Then λ ∈ π(T ), and hence R(T − λI) is closed
by Proposition 2.1(iv). Further, N (T − λI) = {0} and N (T − λI) = {0} by
Lemma 3.4(i). Therefore, it follows from (3.13) that R(T − λI) = H. Hence,
λ ∈ ρ(T ) by Proposition 2.7(i), and all three conditions (i)–(iii) are satisfied.

Let y ∈ H. Then x := Rλ(T )y ∈D(T ) and y = (T −λI)x. Inserting x into (3.3)
yields ‖y‖ ≥ | Imλ|‖Rλ(T )y‖. That is, ‖Rλ(T )‖ ≤ | Imλ|−1.

From now on assume that λ ∈ R.
(i) → (ii) is obvious, since ρ(T ) ⊆ π(T ).
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(ii) → (iii): Since λ ∈ π(T ) by (ii), N (T − λI) = {0}, so R(T − λI) is dense in
H by (3.13). Because R(T −λI) is closed by Proposition 2.1(iv), R(T −λI) =H.

(iii) → (i): Since R(T − λI) = H by (iii), we have N (T − λI) = {0} again by
(3.13). Therefore, it follows from Proposition 2.7(i) that λ ∈ ρ(T ). �

Now we give some self-adjointness criteria that do not assume that the symmetric
operator is densely defined. They are essentially based on the following proposition.

Proposition 3.11 Let T be a symmetric operator on H. If there exists a complex
number λ such that R(T − λI) = H and R(T − λI) is dense in H, then T is self-
adjoint, and λ and λ are in ρ(T ).

Proof We first show that D(T ) is dense in H. Let y ∈ D(T )⊥. Since R(T − λI) =
H, there exists a vector u ∈ D(T ) such that y = (T − λI)u. Therefore, we have
0 = 〈y, x〉 = 〈(T − λI)u, x〉 = 〈u, (T − λI)x〉 for x ∈ D(T ), so u ∈ R(T − λI)⊥.
Since R(T − λI) is dense, u = 0 and hence y = 0. Thus, D(T ) is dense.

Hence, T ∗ is well defined. Let w ∈ D(T ∗). Applying once more the assumption
R(T − λI) =H, there is a v ∈D(T ) such that (T ∗ − λI)w = (T − λI)v. Then

〈
(T − λI)x,w

〉 = 〈
x,

(
T ∗ − λI

)
w

〉 = 〈
x, (T − λI)v

〉 = 〈
(T − λI)x, v

〉

for x ∈ D(T ). Because R(T − λI) is dense, w = v and so w ∈ D(T ), that is,
D(T ∗) ⊆D(T ). Since T is symmetric, this implies that T is self-adjoint.

Since T is self-adjoint and R(T − λI) =H, λ ∈ ρ(T ) by Proposition 3.10. �

In particular, the preceding result implies again Proposition 3.8.
Note that the assumption R(T −λI) =H in Proposition 3.11 is crucial. It cannot

be replaced by the density of R(T − λI) in H; see Exercise 12.
The case λ = 0 in Proposition 3.11 and Corollary 1.9 yields the following.

Corollary 3.12 If T is a symmetric operator on H such that R(T ) = H, then T is
self-adjoint, and its inverse T −1 is a bounded self-adjoint operator on H.

Proposition 3.13 Let T be a closed symmetric operator on H, and let λ+, λ− ∈C,
where Imλ+ > 0 and Imλ− < 0. The operator T is self-adjoint if and only if
d+(T ) = 0 (equivalently, λ− ∈ ρ(T ), or equivalently, R(T − λ−I ) = H) and
d−(T ) = 0 (equivalently, λ+ ∈ ρ(T ), or equivalently, R(T − λ+I ) =H).

Proof From Proposition 3.10, a self-adjoint operator satisfies all these conditions.
To prove the converse, we first note that R(T − λI) is closed for any λ ∈ C \R

by Proposition 2.1(iv), because λ ∈ π(T ) and T is closed. Therefore, d±(T ) = 0
if and only if R(T − λ±I ) = H, or equivalently, λ± ∈ ρ(T ) by Proposition 3.10.
Thus, it suffices to assume that d+(T ) = d−(T ) = 0. But then R(T ± iI ) =H, so T

is self-adjoint by Proposition 3.11. �

By the preceding proposition a closed symmetric operator T is self-adjoint if and
only if C \R⊆ ρ(T ). We restate this fact by the following corollary.
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Corollary 3.14 A closed symmetric linear operator T on H is self-adjoint if and
only if σ(T ) ⊆R.

Since the deficiency indices are constant on connected subsets of π(T ), Proposi-
tion 3.13 implies the following result.

Proposition 3.15 Let T be a closed symmetric operator. Suppose that π(T ) con-
tains a real number. Then T is self-adjoint if and only if dλ(T ) = 0 (equivalently,
λ ∈ ρ(T ), or equivalently, R(T − λI) =H) for one, hence all, λ ∈ π(T ).

In the following examples we construct self-adjoint extensions of symmetric op-
erators by adding appropriate elements to the domains and using Proposition 3.6.

Example 3.4 (Examples 1.4, 1.5, and 3.2 continued) Let a, b ∈ R, a < b. Recall
from Examples 1.4 and 3.2 that T = −i d

dx
on D(T ) = H 1

0 (a, b) is a closed sym-
metric operator with deficiency indices (1,1). In Example 1.5 it was shown that for
any z = eiϕ ∈ T, the operator Sz = −i d

dx
with boundary condition f (b) = zf (a) is

self-adjoint and hence a self-adjoint extension of T .
We rederive this result by applying Proposition 3.6 to the subspace Ez := C · uϕ ,

where uϕ(x) := exp(iϕ(b − a)−1x). Using formula (1.13), one verifies that D(TEz
)

is a symmetric subspace. Thus, TEz
is a closed symmetric operator with deficiency

indices (0,0) by Proposition 3.6 and hence self-adjoint by Proposition 3.13. Since
uϕ(b) = zuϕ(a), we have D(TEz

) ⊆D(Sz) and TEz
⊆ Sz. Hence, TEz

= Sz. ◦

Example 3.5 (Example 3.3 continued) As in Example 3.3, we let T = − d2

dx2 on

D(T ) = {f ∈ H 2(R) : f ′(0) = 0}. By Lemma 1.12, applied to f ′, the functional
f → f ′(0) is continuous on H 2(R), so D(T ) is a closed subspace of H 2(R). Since
the graph norm of T is equivalent to the norm of H 2(R), D(T ) is complete in the
graph norm of T . Therefore, T is closed.

For B ∈R, we define the operator TB = − d2

dx2 on the domain

D(TB) = {
f ∈ H 2(−∞,0) ⊕ H 2(0,+∞) :
f ′(+0) = f ′(−0), f (+0) − f (−0) = Bf ′(0)

}
.

Statement TB is a self-adjoint extension of T .

Proof Using the integration-by-parts formula (3.8), one easily verifies that TB is
symmetric. From Example 3.3 we know that the symmetric operator T has defi-
ciency indices (1,1). Clearly, D(T ) ⊆D(TB), and TB is an extension of T .

Choose numbers a, b > 0 and α,β ∈ C such that α(2 + aB) + β(2 + bB) = 0
and aα + bβ �= 0. Define the function f on R by f (x) = αe−ax + βe−bx and
f (−x) = −f (−x) if x > 0. Then f ∈ D(TB) and f /∈ D(T ). Put E := C · f . Since
TE ⊆ TB and TB is symmetric, D(TE ) is a symmetric subspace of D(T ∗). There-
fore, by Proposition 3.6, TE is a closed symmetric operator with deficiency indices
(0,0). Hence, TE is self-adjoint by Proposition 3.13 and TE = TB . �
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If B<0, then −4B−2 is an eigenvalue of TB . An eigenvector is the function f

with a= −2B−1, β = 0, that is, f (x) = e2B−1x and f (−x)= −f (x), x > 0. ◦

The problem of describing self-adjoint extensions (if there are any) of a general
symmetric operator will be studied in detail in Chaps. 13 and 14. In general, there is
no self-adjoint extension in the same Hilbert space. Here we prove only two simple
results. The second shows by an easy construction that a densely defined symmetric
operator has always a self-adjoint extension on a larger Hilbert space.

Proposition 3.16 If T is a densely defined closed symmetric operator on H and μ

is a real number in π(T ), then there exists a self-adjoint extension A of T on H
such that μ ∈ ρ(A).

Proof Upon replacing T by T + μI , we can assume without loss of generality
that μ = 0. Let P denote the projection of H onto N (T ∗). Since μ = 0 ∈ π(T ),
we have R(T ∗) = H by Proposition 3.2(iii). Hence, there exists a linear subspace
D0 of D(T ∗) such that T ∗D0 = N (T ∗). Define D(A) := D(T ) + (I − P)D0 and
A := T ∗ �D(A). Obviously, A is an extension of T .

We show that A is symmetric. Let uk = xk + yk , where xk ∈ D(T ) and yk ∈
(I −P)D0, k = 1,2. From the relation T ∗(I −P)D0 = T ∗D0 =N (T ∗)⊥(I −P)D0

we obtain 〈T ∗yj , yk〉 = 0 for j, k = 1,2. Therefore,

〈Au1, u2〉 = 〈
T x1 + T ∗y1, x2 + y2

〉

= 〈T x1, x2〉 + 〈
T ∗y1, y2

〉 + 〈T x1, y2〉 + 〈
T ∗y1, x2

〉

= 〈x1, T x2〉 + 〈
x1, T

∗y2
〉 + 〈y1, T x2〉

= 〈x1, T x2〉 + 〈
y1, T

∗y2
〉 + 〈

x1, T
∗y2

〉 + 〈y1, T x2〉
= 〈

x1 + y1, T x2 + T ∗y2
〉 = 〈u1,Au2〉,

that is, A is symmetric.
Since 0 ∈ π(T ) and T is closed, we have H =R(T ) ⊕N (T ∗) by Corollary 2.2.

By construction, A(I −P)D0 = T ∗(I −P)D0 =N (T ∗), and so R(A) =H. There-
fore, by Corollary 3.12, A is self-adjoint, and 0 ∈ ρ(A). �

Proposition 3.17 Let T be a densely defined symmetric operator on a Hilbert
space H. Then there exists a self-adjoint operator A on a Hilbert space G which
contains H as a subspace such that T ⊆ A and D(T ) =D(A) ∩H.

Proof Let Td be the operator on the “diagonal” subspace Hd = {(x, x) : x ∈ H} of
the Hilbert space G := H ⊕ H defined by Td(x, x) = (T x,T x), x ∈ D(T ), with
domain D(Td) := {(x, x) : x ∈D(T )}. The map U given by U(x) := 1√

2
(x, x) is an

isometry of H onto Hd such that UT U−1 = Td . Hence, the operators T and Td are
unitarily equivalent, so it suffices to prove the assertion for Td .
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Consider the following block matrix on the Hilbert space G =H⊕H:

A =
(

0 T

T ∗ 0

)
.

That is, A is defined by A(x,y) = (T y,T ∗x) for (x, y) ∈ D(A) = D(T ∗) ⊕D(T ).
A straightforward verification shows that A is self-adjoint operator on G. Obviously,
Td ⊆ A and D(A) ∩Hd =D(Td). �

We close this section by proving two simple technical results. They will be used
in Sects. 3.4, 5.2, 7.1, and 7.3.

Proposition 3.18 Let T be a densely defined closed linear operator from a Hilbert
space H1 into a Hilbert space H2. Then:

(i) I + T ∗T is a bijective mapping of H1. Its inverse C := (I + T ∗T )−1 is a
bounded self-adjoint operator on H1 such that 0 ≤ C ≤ I .

(ii) T ∗T is a positive self-adjoint operator on H1, and D(T ∗T ) is a core for T .

Proof (i): Recall that G(T ∗) = V (G(T ))⊥ by Lemma 1.10, where V (x, y) =
(−y, x), x ∈ H1, y ∈ H2. Hence, H2 ⊕ H1 = G(T ∗) ⊕ V (G(T )). Therefore, for
each u ∈H1, there exist vectors x ∈D(T ) and y ∈D(T ∗) such that

(0, u) = (
y,T ∗y

) + V (x,T x) = (
y − T x,T ∗y + x

)
,

so y = T x and u = x + T ∗y = x + T ∗T x = (I + T ∗T )x. That is, I + T ∗T is
surjective. The operator I + T ∗T is injective, because

∥∥(
I + T ∗T

)
x
∥∥2 = 〈

x + T ∗T x, x + T ∗T x
〉

= ‖x‖2 + ∥∥T ∗T x
∥∥2 + 2‖T x‖2 (3.14)

for x ∈ D(T ∗T ). Thus, I + T ∗T is bijective.
Let u = (I + T ∗T )x, where x ∈ D(T ∗T ). Then x = Cu, and by (3.14),

‖Cu‖ = ‖x‖ ≤ ∥∥(
I + T ∗T

)
x
∥∥ = ‖u‖.

Therefore, C is a bounded operator on H1. From (3.14) we also derive

〈Cu,u〉 = 〈x,u〉 = ‖x‖2 + ‖T x‖2 ≤ ∥∥(
I + T ∗T

)
x
∥∥2 = ‖u‖2.

Therefore, C is symmetric and hence self-adjoint, since C is bounded. Further,
0 ≤ C ≤ I .

(ii): Since C = (I + T ∗T )−1 is self-adjoint as just proved, so are its inverse
I + T ∗T by Theorem 1.8(iv) and hence T ∗T . We have 〈T ∗T x, x〉 = ‖T x‖2 ≥ 0 for
x ∈D(T ∗T ), that is, the operator T ∗T is positive.

That D(T ∗T ) is a core for T means that D(T ∗T ) is dense in the Hilbert space
(D(T ), 〈·,·〉T ), where 〈·,·〉T is defined by (1.3). If y ∈ D(T ) is orthogonal to
D(T ∗T ) in (D(T ), 〈·,·〉T ), then

0 = 〈y, x〉T = 〈y, x〉 + 〈Ty,T x〉 = 〈
y,

(
I + T ∗T

)
x
〉

for x ∈ D(T ∗T ). Hence, y = 0, since R(I + T ∗T ) =H1. This proves that D(T ∗T )

is a core for T . �
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3.3 Accretive and Sectorial Operators

In this section we study classes of operators which can be considered as generaliza-
tions of lower semibounded or positive symmetric (resp. self-adjoint) operators.

Throughout, T denotes a linear operator on a Hilbert space H.

Definition 3.6 We shall say that the operator T is accretive if Re〈T x, x〉 ≥ 0 for
all x ∈D(T ) and that T is m-accretive if T is closed, accretive, and R(T − λ0I ) is
dense in H for some λ0 ∈C, Reλ0 < 0.

T is called dissipative if −T is accretive and m-dissipative if −T is m-accretive.

Definition 3.7 The operator T is said to be sectorial if its numerical range Θ(T ) is
contained in a sector

Sc,θ := {
λ ∈C : | Imλ| ≤ tan θ(Reλ − c)

} = {
λ ∈ C : ∣∣arg(λ − c)

∣
∣ ≤ θ

}

(3.15)

for some c ∈ R, called vertex of Sc,θ , and θ ∈ [0,π/2), called semi-angle of Sc,θ .
We say that T is m-sectorial if T is closed, Θ(T ) ⊆ Sc,θ for some c ∈ R and θ ∈
[0,π/2), and R(T − λ0I ) is dense in H for some λ0 ∈C\Sc,θ .

In Theorem 6.12 we will prove that m-dissipative operators are the generators of
contraction semigroups, while m-sectorial operators will appear as operators asso-
ciated with sectorial or elliptic forms (see Theorem 11.8).

Clearly, T is accretive if and only if Θ(T ) is a subset of the closed right half-
plane S0,π/2. For a sectorial operator, it is required that Θ(T ) is contained in a
sector Sc,θ with opening angle 2θ strictly less than π , so accretive operators are not
necessarily sectorial. Because of their resemblance to sectorial operators, we will
develop all results for accretive operators rather than for dissipative operators.

Example 3.6 Let A and B be symmetric operators on H and set T := A+ iB . Then
T is accretive if and only if A ≥ 0, and T is sectorial if and only if there are numbers
c ∈R and m ≥ 0 such that B ≤ m(A − cI) and −B ≤ m(A − cI). In the latter case,
Θ(T ) ⊆ Sc,θ , where θ ∈ [0,π/2) is determined by tan θ = m. ◦

More examples can be found in the Exercises.
The next proposition describes m-sectorial operators among sectorial operators.
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Proposition 3.19 Let T be a closed operator on H, and Θ(T ) ⊆ Sc,θ , where c ∈R

and θ ∈ [0,π/2). Then the following assertions are equivalent:

(i) T is m-sectorial.
(ii) λ ∈ ρ(T ) for some, hence all, λ ∈C\Sc,θ .

(iii) D(T ) is dense in H, and T ∗ is m-sectorial.

If T is m-sectorial and Θ(T ) ⊆ Sc,θ , we have Θ(T ∗) ⊆ Sc,θ , σ(T ) ⊆ Sc,θ ,
∥
∥(T − λI)−1

∥
∥ ≤ (

dist
(
λ,Θ(T )

))−1
for λ ∈ C\Sc,θ . (3.16)

Proof Upon replacing T by T +cI , we can assume throughout this proof that c = 0.
(i) → (ii): Let λ0 be as in Definition 3.7. Then, by Lemma 2.5, λ0 ∈ π(T ).

Therefore, since T is closed, R(T − λ0I ) is closed by Proposition 2.1(iv), so
R(T − λ0I ) = H by Definition 3.7. Hence, λ0 ∈ ρ(T ) by Proposition 2.6(i).
Applying Proposition 2.8 with U = C\Sc,θ , we obtain C\Sc,θ ⊆ ρ(T ), and so
σ(T ) ⊆ Sc,θ .

(ii) → (iii): First we show that D(T ) is dense in H. Assuming the contrary, there
exists a nonzero vector u ∈ H which is orthogonal to D(T ). Since −1 ∈ C\S0,θ ,
it follows from (ii) that −1 ∈ ρ(T ). Then x := (T + I )−1u ∈ D(T ), and hence
0 = 〈u,x〉 = 〈(T + I )x, x〉. From the latter we deduce that −1 = ‖x‖−2〈T x, x〉
belongs to Θ(T ) ⊆ S0,θ , which is the desired contradiction. Thus, D(T ) is dense,
and the operator T ∗ is defined.

Next we prove that Θ(T ∗) ⊆ S0,θ . Let x be a unit vector of D(T ∗), and let δ > 0.
Since −δ ∈ C\S0,θ , we have −δ ∈ ρ(T ) by (ii). In particular, R(T + δI ) = H, so
there exists y ∈ D(T ) such that (T ∗ + δ)x = (T + δ)y. Now we compute
〈
T ∗x, x

〉 + δ = 〈(
T ∗ + δ

)
x, x

〉 = 〈
(T + δ)y, x

〉 = 〈
y,

(
T ∗ + δ

)
x
〉 = 〈

y, (T + δ)y
〉
.

The right-hand side belongs to R+ · Θ(T + δ) ⊆ R+ · Sδ,θ ⊆ S0,θ . Hence, we have
〈T ∗x, x〉 + δ ∈ S0,θ for all δ > 0 which implies that 〈T ∗x, x〉 ∈ S0,θ . Therefore,
Θ(T ∗) ⊆ S0,θ . This proves that T ∗ is sectorial.

Let λ ∈ C\Sc,θ . Since λ also belongs to C\Sc,θ and hence to ρ(T ), we have
N (T −λI) = {0}. Therefore, by (1.7), R(T ∗ −λI) is dense. Since T ∗ is closed, we
have proved that T ∗ is m-sectorial according to Definition 3.7.

(iii) → (i): Applying the implication (i) → (iii) already proved with T replaced
by T ∗ and using that T is closed, we conclude that T = (T ∗)∗ is m-sectorial.

Formula (3.16) follows from Proposition 2.8. �

The preceding proofs carry over almost verbatim to the sector S0,π/2 and yield
the following characterization of m-accretive operators among accretive operators.

Proposition 3.20 If T is a closed accretive operator, the following are equivalent:

(i) T is m-accretive.
(ii) λ ∈ ρ(T ) for some, hence all, λ ∈C, Reλ < 0.

(iii) D(T ) is dense in H, and T ∗ is m-accretive.
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If T is m-accretive, then σ(T ) ⊆ {λ∈C : Reλ ≥ 0}, and
∥
∥(T − λI)−1

∥
∥ ≤ |Reλ|−1 for Reλ < 0.

In particular, if T is closed and m-accretive, so is T ∗ by Proposition 3.20.

Example 3.7 (Examples 1.6 and 2.5 continued) Recall from Example 2.5 that the
operator T on L2(0,+∞) defined by Tf = −if ′, f ∈ D(T ) = H 1

0 (0,+∞) has
the resolvent set ρ(T ) = {λ ∈ C : Imλ > 0}. Set D := iT , that is, Df = f ′ for
f ∈ D(D) = H 1

0 (0,+∞). Because T is symmetric, Re〈Df,f 〉 = 0 for f ∈ D(D),
so D is accretive. Since ρ(D) = iρ(T ) = {λ ∈ C : Reλ < 0}, the operators D and
D∗ are m-accretive by Proposition 3.20. ◦

Next we give some characterizations of accretive resp. m-accretive operators.

Lemma 3.21 A linear operator T is accretive if and only if ‖(T + λI)x‖ ≥ λ‖x‖
for all λ > 0 and x ∈D(T ).

Proof Clearly, ‖(T + λI)x‖ ≥ λ‖x‖ means that ‖T x‖2 + 2λRe〈T x, x〉 ≥ 0. Since
λ > 0 is arbitrary, the latter is obviously equivalent to Re〈T x, x〉 ≥ 0. �

Proposition 3.22 A linear operator T on H is m-accretive if and only if D(T ) is
dense in H, T is closed, (−∞,0) ⊆ ρ(T ), and ‖(T + λI)−1‖ ≤ λ−1 for λ > 0.

Proof The necessity of these conditions follows at once from Proposition 3.20. The
sufficiency will follow from Proposition 3.20, (ii) → (i), once we have shown that
T is accretive. Indeed, if λ > 0, then ‖(T + λI)−1y‖ ≤ λ−1‖y‖ for y ∈ H. Setting
y = (T +λI)x, the latter yields that ‖(T +λI)x‖ ≥ λ‖x‖. Therefore, T is accretive
by Lemma 3.21. �

The numerical range of a symmetric operator is obviously a subset of R.
Hence, a symmetric operator is sectorial (resp. accretive) if and only if it is lower
semibounded (resp. positive). Combining Proposition 3.19 (resp. 3.22) and Corol-
lary 3.14, we therefore obtain the following:

Corollary 3.23 A symmetric operator is m-sectorial (resp. m-accretive) if and only
if it is lower semibounded (resp. positive) and self-adjoint.

Proposition 3.24 An m-sectorial (resp. m-accretive) operator T is maximal sec-
torial (resp. maximal accretive), that is, it has no proper sectorial (resp. accretive)
extension acting on the same Hilbert space.

Proof Let us prove this for sectorial operators. Suppose that T1 is a sectorial exten-
sion of T , say Θ(T ) ⊆ Sc,θ and Θ(T1) ⊆ Sc1,θ1 . Take λ from the complement of
both sectors. Then T − λI is surjective, because λ ∈ ρ(T ) by Proposition 3.19(ii),
and T1 − λI is injective, since λ ∈ π(T1) by Lemma 2.5. Therefore, by Lemma 1.3,
T − λI = T1 − λI , and hence T = T1. �
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3.4 Normal Operators

Normal operators are the largest class of single operators for which we prove the
spectral theorem (see Sect. 5.5).

In this section, T denotes a densely defined linear operator on a Hilbert space H.

Definition 3.8 We say that T is formally normal if D(T ) ⊆D(T ∗) and

‖T x‖ = ∥
∥T ∗x

∥
∥ for all x ∈ D(T ) (3.17)

and that T is normal if T is formally normal and D(T ) =D(T ∗).

From Proposition 3.25 it is clear that T is normal if and only if T ∗ is normal.
Moreover, by (3.17) we have N (T ) =N (T ∗) for any normal operator T .

Obviously, if T is a densely defined symmetric operator, then T is formally nor-
mal, and T is normal if and only if T is self-adjoint.

However, there is a striking difference to the relations between symmetric and
self-adjoint operators: While each densely defined symmetric operator has a self-
adjoint extension on a larger Hilbert space (Proposition 3.17), there exists a formally
normal operator which has no normal extension on some larger Hilbert space (see
Example 5.5).

Proposition 3.25 T is normal if and only if T is closed and T ∗T = T T ∗.

Proof First suppose that T is normal. By (3.17), the graph norms ‖ · ‖T and ‖ · ‖T ∗
coincide on D(T ) = D(T ∗). Since T ∗ is closed, (D(T ∗),‖ · ‖T ∗) is complete by
Proposition 1.4(iii), and so is (D(T ),‖ · ‖T ). Therefore, T is closed.

For x, y ∈ D(T ), we have ‖T (x + τy)‖ = ‖T ∗(x + τy)‖ for τ = 1,−1, i,−i by
(3.17), and hence 〈T x,T y〉 = 〈T ∗x,T ∗y〉 by the polarization formula (1.2).

Let y ∈ D(T ∗T ). Then y ∈ D(T ), and so 〈x,T ∗Ty〉 = 〈T x,T y〉 = 〈T ∗x,T ∗y〉
for all x ∈ D(T ). Therefore, T ∗y ∈ D(T ∗∗) = D(T ) and T T ∗y = T ∗Ty. This
proves that T ∗T ⊆ T T ∗. Since T = T ∗∗ by Theorem 1.8(iii), T ∗ is also normal,
so we can interchange T and T ∗, which yields T T ∗ ⊆ T ∗T . Thus, T ∗T = T T ∗.

Conversely, suppose that T is closed and T ∗T = T T ∗. For x ∈ D := D(T ∗T ) =
D(T T ∗), we have

‖T x‖2 = 〈
T ∗T x, x

〉 = 〈
T T ∗x, x

〉 = ∥∥T ∗x
∥∥2

,

and hence ‖x‖T = ‖x‖T ∗ . By Proposition 3.18(ii), D(T ∗T ) is a core for T , and
D(T T ∗) is a core for T ∗. That is, both D(T ) and D(T ∗) are completions of
(D,‖ · ‖T ) = (D,‖ · ‖T ∗). This implies ‖T x‖ = ‖T ∗x‖ for x ∈ D(T ) =D(T ∗). �

Another characterization of normal operators will be given in Proposition 5.30.
The next proposition collects a number of basic properties of normal operators.

Proposition 3.26 Let T be a normal operator on H. Then we have:
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(i) For any λ ∈ C, the operator T −λI is normal, and N (T −λI) =N (T ∗ −λI).
In particular, λ is an eigenvalue of T and x ∈ H is an eigenvector of T for λ if
and only if λ is an eigenvalue of T ∗ and x is an eigenvector of T ∗ for λ.

(ii) Eigenvectors of T belonging to different eigenvalues are orthogonal.
(iii) H = R(T − λI) ⊕N (T − λI).
(iv) If S is an operator such that T ⊆ S and D(S) ⊆D(S∗), then T = S.

In particular, each normal operator is maximal formally normal, that is, if T

is normal, S is formally normal and T ⊆ S, then T = S.
(v) If T is injective, then its inverse T −1 is also normal. In particular, the resolvents

Rλ(T ), λ ∈ ρ(T ), of a normal operator T are normal.

Proof (i): For x ∈D(T − λI) =D(T ) =D(T ∗) =D((T − λI)∗), we have
∥
∥(T − λI)x

∥
∥2 = ‖T x‖2 + |λ|2‖x‖2 + 〈λx,T x〉 + 〈T x,λx〉

= ∥
∥T ∗x

∥
∥2 + |λ|2‖x‖2 + 〈

T ∗x,λx
〉 + 〈

λx,T ∗x
〉 = ∥

∥(T − λI)∗x
∥
∥2

,

that is, T − λI is normal. Hence, N (T − λI) =N ((T − λI)∗) =N (T ∗ − λI).
(ii): Suppose that T x1 = λ1x1, T x2 = λ2x2, and λ1 �= λ2. Then T ∗x2 = λ2x2 by

(i), and hence

λ1〈x1, x2〉 = 〈T x1, x2〉 = 〈
x1, T

∗x2
〉 = λ2〈x1, x2〉,

so that 〈x1, x2〉 = 0.
(iii) follows at once from N ((T −λI)∗) =N (T ∗ −λI) =N (T −λI) by (i) and

the first equality of (1.7).
(iv): Since T ⊆ S, S∗ ⊆ T ∗ and D(T ) ⊆ D(S) ⊆ D(S∗) ⊆ D(T ∗) = D(T ), that

is, D(T ) =D(S), and hence T = S.
(v): Since T is injective, R(T )⊥ = N (T ∗) = N (T ) = {0}, so R(T ) is dense.

Hence, Theorem 1.8(iv) applies and yields (T −1)∗ = (T ∗)−1. Therefore,
(
T −1)∗

T −1 = (
T ∗)−1

T −1 = (
T T ∗)−1 = (

T ∗T
)−1 = T −1(T ∗)−1 = T −1(T −1)∗

,

which proves that T −1 is normal. �

The next proposition is Fuglede’s theorem. First we recall a result from elemen-
tary functional analysis.

Lemma 3.27 For B ∈ B(H), there is an operator eB ∈ B(H) defined by the series

eB :=
∞∑

n=0

Bn

n! (3.18)

which converges in the operator norm. If B,C ∈ B(H) and BC = CB , then we have
eB+C = eBeC . Moreover, e−B = (eB)−1.

Proof From the convergence of the series e‖B‖ = ∑∞
n=0

1
n! ‖B‖n it follows that

(Sk := ∑k
n=0

1
n!B

n)k∈N is a Cauchy sequence in the operator norm. Hence, the se-
ries in (3.18) converges in the operator norm.
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If B and C commute, then (B + C)n = ∑n
k=0

(
n
k

)
BkCn−k , and therefore

eB+C =
∞∑

n=0

(B + C)n

n! =
∞∑

n=0

n∑

k=0

(
n

k

)
BkCn−k

n!

=
∞∑

n=0

n∑

k=0

Bk

k!
Cn−k

(n − k)! =
∞∑

k=0

∞∑

l=0

Bk

k!
Cl

l! = eBeC.

Since eBe−B = e−BeB = e0 = I , we conclude that e−B = (eB)−1. �

Proposition 3.28 (Fuglede’s theorem) Let T ,S ∈ B(H). If the operator T is nor-
mal and T S = ST , then T ∗S = ST ∗.

Proof Fix x, y ∈H. We define the function f on the complex plane by

f (z) = 〈
ezT ∗

Se−zT ∗
x, y

〉
, z ∈ C. (3.19)

Inserting the power series expansions of ezT ∗
and e−zT ∗

(by (3.18)), it follows that
f is an entire function.

Set Az := −i(zT ∗ − zT ). Then zT ∗ = iAz + zT . Since T is normal, iAz and zT

commute, so eiAzezT = ezT ∗
by Lemma 3.18. Similarly, e−zT e−iAz = e−zT ∗

. The
assumption ST = T S implies that SezT = ezT S. Using these facts, we derive

ezT ∗
Se−zT ∗ = eiAzezT Se−zT e−iAz = eiAzSezT e−zT e−iAz = eiAzSe−iAz .

(3.20)

Since Az = A∗
z (by definition) and e−iAz = (eiAz)−1 (by Lemma 3.18), we obtain

(
eiAz

)∗ =
(∑

n

1

n! (iAz)
n

)∗
=

∑

n

1

n! (−iAz)
n = e−iAz = (

eiAz
)−1

,

that is, the operator eiAz is unitary. Hence, |f (z)| ≤ ‖S‖‖x‖‖y‖ by (3.19) and (3.20).
By Liouville’s theorem the bounded entire function f is constant, that is, f (z) =
f (0). Since x, y ∈ H were arbitrary, the latter implies ezT ∗

Se−zT ∗ = S. Comparing
the coefficients of z, we obtain T ∗S − ST ∗ = 0. �

Example 3.8 (Multiplication operators on general measure spaces) Let (X,A,μ)

be a σ -finite measure space. Suppose that ϕ : X → C ∪ {∞} is an A-measurable
function on X which is μ-a.e. finite (i.e., K∞ := {t ∈ X : ϕ(t) = ∞} has measure
zero). The multiplication operator Mϕ is defined as in Example 1.3 by (Mϕf )(t) =
ϕ(t)f (t) for f in D(Mϕ) := {f ∈L2(X,μ) : ϕ · f ∈ L2(X,μ)}.

Such a function ϕ can be much more complicated than in the continuous case.
We illustrate this by giving an example of an a.e. finite function ϕ0 on R which is ∞
at all rationals. Let (rn)n∈N be an enumeration of the rationals, and let ω ∈ C∞

0 (R)

be a nonnegative function which is 1 in some neighborhood of 0. Fix α ∈ (0,1) and
define

ϕ0(t) =
∞∑

n=1

2−n ω(t − rn)

|t − rn|α , t ∈ R.
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Since the integral of |ω(t − rn)||t − rn|−α over R does not depend on n, it follows
from Fatou’s Lemma B.3 that ϕ0 ∈ L1(R). Hence, ϕ0 is a.e. finite on R.

Now we continue the study of the operator Mϕ in the general case.
First we prove that the domain D(Mϕ) is dense in L2(X,μ). Let f ∈ L2(X,μ).

Let χn denote the characteristic function of Kn := {t : |ϕ(t)| ≤ n}, n ∈ N. Clearly,
χnf ∈ D(Mϕ). Since μ(K∞) = 0, we have limn→∞(χnf − f )(t) = 0 μ-a.e. on X.
Hence, it follows from Lebesgue’s dominated convergence theorem (Theorem B.1)
that limn→∞ ‖χnf − f ‖ = 0 in L2(X,μ). This shows that D(Mϕ) is dense.

By the same reasoning as in Example 1.3 we derive (Mϕ)∗ = Mϕ .
Since (Mϕ)∗ = Mϕ , we have D((Mϕ)∗) =D(Mϕ) and ‖Mϕf ‖ = ‖(Mϕ)∗f ‖ for

f ∈D(Mϕ). Therefore, by Definition 3.8, the operator Mϕ is normal.
Finally, we determine the spectrum of Mϕ . Recall that the case of a continuous

function was treated in Example 2.1. The set of all complex numbers λ for which
μ({t : |ϕ(t)−λ| < ε}) > 0 for each ε > 0 is called the essential range of the function
ϕ with respect to the measure μ and is denoted by sp(ϕ).

Statement σ(Mϕ) = sp(ϕ).

Proof First let λ ∈ sp(ϕ). Then the measure of the set

Nn := {
t ∈ X : ∣∣ϕ(t) − λ

∣∣ < n−1}

is positive for each n ∈N. Because μ is σ -finite, upon replacing Nn by a subset, we
can assume that 0 < μ(Nn) < ∞. Since ϕ is bounded on Nn, χNn ∈ D(Mϕ) and

∥
∥(Mϕ − λI)χNn

∥
∥2 =

∫

Nn

∣
∣ϕ(t) − λ

∣
∣2

dμ(t) ≤ n−2‖χNn‖2.

Hence, λ is not a regular point. Therefore, λ /∈ ρ(Mϕ), and so λ ∈ σ(Mϕ).
Now suppose that λ /∈ sp(ϕ). Then there exists n ∈ N such that μ(Nn) = 0. The

function ψ := (ϕ −λ)−1 is μ-a.e. finite and essentially bounded on X with essential
bound n, so the operator Mψ is bounded. Since Mψ = (Mϕ − λI)−1, we obtain
λ ∈ ρ(Mϕ), that is, λ /∈ σ(Mϕ). � ◦

Example 3.9 (Example 2.2 continued) The operator T in Example 2.2 is normal.
Hence, any nonempty (!) closed subset of C is spectrum of some normal operator.
From the spectral theorem proved in Sect. 5.5 it follows that the spectrum of a
normal operator is nonempty. ◦

3.5 Exercises

*1. Suppose that T is a densely defined closed linear operator of H1 into H2.
Show that the orthogonal projection of H1 ⊕H2 onto the graph G(T ) of T is
given by the operator block matrix

(
(I + T ∗T )−1 T ∗(I + T T ∗)−1

T (I + T ∗T )−1 T T ∗(I + T T ∗)−1

)
. (3.21)
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2. Let T and S be symmetric operators on H.
a. Show that αT + βS is a symmetric operator for any α,β ∈ R.
b. Suppose that N (T ) = {0}. Show that T −1 is a symmetric operator.

3. Let T1 and T2 be symmetric operators on H1 and H2, respectively. Show
that T1 ⊕ T2 is a symmetric operator on H1 ⊕ H2 with deficiency indices
d±(T1 ⊕ T2) = d±(T1) + d±(T2).

4. Let T be a symmetric operator, and let p,q ∈R[x] be polynomials.
a. Show that if p(x) ≥ 0 for all x ∈ R, then p(T ) ≥ 0.
b. Suppose that T ≥ 0 and q(x) ≥ 0 for all x ∈ [0,+∞). Show that q(T ) ≥ 0.

Hint: Use the fundamental theorem of algebra to prove that p(x) =
r(x)r(x) and q(x) = r1(x)r1(x) + xr2(x)r2(x), where r, r1, r2 ∈C[x].

*5. Let T be a symmetric operator on H. Prove by induction on n that
‖T mx‖ ≤ ‖T nx‖m/n‖x‖1−m/n for x ∈ D(T n) and m,n ∈ N, m ≤ n.

6. Let T be a densely defined symmetric operator on H. Prove that

〈x0 + x+ + x−, y0 + y+ + y−〉T ∗ = 〈x0, y0〉T + 2〈x+, y+〉 + 2〈x−, y−〉
for x0, y0 ∈ D(T ), x+, y+ ∈ N (T ∗ − iI ), x−, y− ∈ N (T ∗ + iI ).
(Recall that 〈·,·〉T ∗ is the scalar product on the domain D(T ∗) defined by
(1.3).)

*7. (Uncertainty principle)
Let A and B be symmetric operators on H and define its commutator by
[A,B]x := (AB − BA)x for x ∈D(AB) ∩D(BA). Let λ,μ ∈ R.
a. Show that for any x ∈D(AB) ∩D(BA), we have

∣∣〈[A,B]x, x
〉∣∣ ≤ 2

∥∥(A − λI)x
∥∥∥∥(B − μI)x

∥∥. (3.22)

b. Show that equality holds in (3.22) if and only if there is a ϕ ∈ [0,π) such
that (sinϕ)(A − λI)x = i(cosϕ)(B − μI)x.
Hint: First verify that 〈[A,B]x, x〉 = 2i Im(〈(A − λI)x, (B − μI)x〉).
Apply the Cauchy–Schwarz inequality and recall that equality occurs if and
only if the vectors (A − λI)x and (B − μI)x are linearly dependent.

*8. (Uncertainty principle continued)
Let Q = x be the position operator, and P = −i� d

dx
the momentum operator

on D(Q) = {f ∈ L2(R) : xf (x) ∈ L2(R)} and D(P ) = H 1(R) on L2(R).
a. Suppose that λ,μ ∈ R and f ∈D(QP ) ∩D(PQ). Prove that

�‖f ‖2 ≤ 2
∥∥(Q − λI)f

∥∥∥∥(P − μI)f
∥∥. (3.23)

b. Show that equality occurs in (3.23) if f (x) = c exp(iμx/�− α(x − λ)2/�)

for some α > 0 and c ∈ C.
Hint: For a., use Exercise 7.a. For b., apply Exercise 7.b, set α = tanϕ, and
solve the corresponding first-order differential equation.

9. Use Proposition 3.6 to show that in Example 3.4 the self-adjoint operators
Sz, z ∈ T, exhaust all self-adjoint extensions on L2(a, b) of the operator T =
−i d

dx
.

10. Let X be a bounded self-adjoint operator on H such that N (X) = {0}, and let
P be a projection on H. Define D(T ) = X(I − P)H and T := X−1�D(T ).
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a. Show that T is a closed symmetric operator and d±(T ) = dimPH.
b. Show that D(T ) is dense in H if and only if R(X) ∩ PH = {0}.

11. Define the operator T by (Tf )(x) = −if (x) − 2ixf ′(x) for f ∈ D(T ) :=
C∞

0 (0,∞) on the Hilbert space L2(0,∞). Show that T is essentially self-
adjoint.

12. Find a symmetric linear operator T on H such that R(T + iI ) and R(T − iI )

are dense in H, but T is not essentially self-adjoint.
(By Proposition 3.8, D(T ) cannot be dense in H; however, see Proposi-
tion 3.11.)
Hints: Define T as in Example 1.1 with domain D(T ) = e⊥. Show that then
R(T − λI) is dense for all λ ∈ C, λ �= 0.

13. Let T be a self-adjoint operator on H. Show that a (real) number λ is an
eigenvalue of T if and only if R(T − λI) is not dense in H.

14. Let T be a densely defined closed operator on H. Show that the linear opera-
tor S := (I + T ∗T )−1T ∗ with dense domain D(S) = D(T ∗) is bounded and
‖S‖ ≤ 1

2 .
15. Let T be a densely defined closed linear operator on H. Show that if both T

and T ∗ are accretive, then T and T ∗ are m-accretive.
16. Let T be a symmetric operator which is not essentially self-adjoint. Show that

iT is accretive, but (iT )∗ is not.
17. Let T be an accretive operator such that N (T ) = {0}.

a. Show that T −1 is also accretive.
b. Show that if T is m-accretive, so is T −1.

18. Let T be an m-accretive operator.
a. Show that (T + λI)−1 is m-accretive for λ ∈ C, Reλ > 0.
b. Show that s-limn→∞(I + 1

n
T )−1 = I .

19. Let p be a real-valued function from C1([0,1]), and let T be the operator on
L2(0,1) defined by Tf = −pf ′ for f ∈ D(T ) := H 1

0 (0,1).
Show that T is accretive if and only if p′(x) ≥ 0 for all x ∈ [0,1].

20. Let p ∈ C1([0,1]) and q ∈ C([0,1]) be real-valued functions. Define the op-
erator T on L2(0,1) by Tf = −pf ′′ + qf for f ∈D(T ) := H 2

0 (0,1).
a. Suppose that p(x) > 0 for all x ∈ [0,1]. Show that T is a sectorial operator.
b. Define m := inf{p(x) : x ∈ [0,1]}, M := sup{p′(x) : x ∈ [0,1]},

L := inf{q(x) : x ∈ [0,1]}, and suppose that m > 0 and 4mL ≥ M2.
Prove that the operator T is accretive.

21. (Putnam’s corollary to Fuglede’s theorem)
Let T1, T2, S ∈ B(H). Suppose that T1 and T2 are normal and T1S = ST2.
Prove that T ∗

1 S = ST ∗
2 .

Hint: Apply Fuglede’s theorem (Proposition 3.28) to the operator matrices
(

T1 0
0 T2

)
and

(
0 S

0 0

)
.

*22. (q-normal operators; see [CSS])
Let q ∈ (1,+∞). For α > 0, we define the operator Tα on H = l2(Z) by
(Tα(ϕn))k+1 = αq−k/2ϕk on D(Tα) = {(ϕn) ∈ l2(Z) : (q−n/2ϕn) ∈ l2(Z)}.
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a. Prove that ‖T ∗ϕ‖ = √
q‖T ϕ‖ for ϕ ∈D(T ) =D(T ∗).

b. Prove that T T ∗ = qT ∗T .
*c. Prove that ‖((T + T ∗) − λI)ϕ‖ ≥ |λ|(q − 1)(q + 1)−1‖ϕ‖ for λ ∈ R,

ϕ ∈D(T ).
Hint: Show that the following identity holds for vectors of D(T 2):

(
T + T ∗)2 − 2λ

(
T + T ∗) + 4λ2q(q + 1)−2I

= (
T + T ∗ − λI

)2 − λ2(q − 1)2(q + 1)−2I.

d. Deduce that the symmetric operator T +T ∗ is not essentially self-adjoint.
e. When are two operators Tα and Tα′ unitarily equivalent?

3.6 Notes to Part I

Important pioneering works on unbounded symmetric and self-adjoint operators in-
clude Carleman [Cl], von Neumann [vN1, vN2, vN3, vN4], and Stone [St1, St2].
The graph method and Theorem 1.8 have been developed in [vN4].

Early papers on accretive or dissipative operators are [Lv, F2, Ph].
Fuglede’s theorem was discovered in [Fu]; the ingenious proof given in the text

is due to Rosenblum [Ro].
Unbounded normal operators have been investigated by Stochel and Szafraniec

[SS1, SS2].
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Chapter 4
Spectral Measures and Spectral Integrals

This chapter is devoted to a detailed treatment of spectral measures and operator-
valued integrals of measurable functions. These spectral integrals are unbounded
normal operators on Hilbert space. They will be the main tools for the functional
calculus of self-adjoint operators in the next chapter. The theory of spectral measures
is presented in Sect. 4.2. Spectral integrals are studied in Sect. 4.3.

A large part of this chapter is occupied by measure-theoretic considerations, and
the reader may wish to skip some of these technical parts or even avoid them. For
this reason, we develop in Sect. 4.1 operator-valued integrals of continuous func-
tions at an elementary level as operator Riemann–Stieltjes integrals.

4.1 Resolutions of the Identity and Operator Stieltjes Integrals

In order to define operator Stieltjes integrals of continuous functions, we need the
notion of a resolution of the identity.

Definition 4.1 A resolution of the identity on a Hilbert space H is a one-parameter
family {E(λ) : λ ∈R} of orthogonal projections on H such that

(i) E(λ1) ≤ E(λ2) if λ1 ≤ λ2 (monotonicity),
(ii) limλ→λ0+0 E(λ)x = E(λ0)x for x ∈H and λ0 ∈ R (strong right continuity),

(iii) limλ→−∞ E(λ)x = 0 and limλ→+∞ E(λ)x = x for x ∈ H.

Before we discuss this notion, let us give three examples. They will be our guid-
ing examples in this and in the next chapter.

The reader who encounters this subject for the first time might look at special
cases of these examples, for instance, if we have only finitely many nonzero projec-
tions in Example 4.1, if μ is the Lebesgue measure on J = [0,1] in Example 4.2,
or if μ is the Lebesgue measure on Ω = [0,1], and h(t) = √

t or h(t) = t2 in Ex-
ample 4.3.
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Graduate Texts in Mathematics 265,
DOI 10.1007/978-94-007-4753-1_4, © Springer Science+Business Media Dordrecht 2012

61

http://dx.doi.org/10.1007/978-94-007-4753-1_4


62 4 Spectral Measures and Spectral Integrals

Example 4.1 Let (λn)n∈N be a real sequence, and let (Pn)n∈N be a sequence of or-
thogonal projections on H such that PkPn = 0 for k �= n and

∑∞
n=1 Pn = I . (Recall

that any infinite sum of pairwise orthogonal projections converges strongly.) Then

E(λ) :=
∑

λn≤λ

Pn, λ ∈R, (4.1)

defines a resolution of the identity on H.
Since the projections Pn are pairwise orthogonal, E(λ) is indeed a projection.
Let x ∈ H and ε > 0. Since

∑
k Pk = I and hence

∑
k ‖Pkx‖2 = ‖x‖2 < ∞,

there exists k(ε) ∈N such that
∑

k≥k(ε)

‖Pkx‖2 < ε2. (4.2)

We show that axioms (i)–(iii) are fulfilled. Axiom (i) is obvious.
(ii): Let λ0 ∈ R. We choose λ > λ0 such that the numbers λ1, . . . , λk(ε) are not in

the left-open interval (λ0, λ]. By (4.1) and (4.2) we then have
∥
∥E(λ)x − E(λ0)x

∥
∥2 =

∑

λ0<λn≤λ

‖Pnx‖2 < ε2.

This in turn implies that axiom (ii) is satisfied.
(iii): If λ,λ′ ∈ R are chosen such that λ1, . . . , λk(ε) < λ and λ′ < λ1, . . . , λk(ε), it

follows from (4.1) and (4.2) that
∥
∥x − E(λ)x

∥
∥2 =

∑

λn>λ

‖Pnx‖2 < ε2 and
∥
∥E

(
λ′)x

∥
∥2 =

∑

λn≤λ′
‖Pnx‖2 < ε2.

Hence, axiom (iii) holds. ◦

Example 4.2 Let μ be a positive regular Borel measure on an interval J and H =
L2(J ,μ). Define

(
E(λ)f

)
(t) = χ(−∞,λ](t) · f (t) for t ∈ J , λ ∈ R, f ∈ H,

that is, E(λ) is the multiplication operator by the characteristic function of the in-
terval (−∞, λ]. Then {E(λ) : λ ∈R} is a resolution of the identity.

We verify axiom (ii). Let f ∈ H, and let (λn)n∈N be a real sequence such that
λn > λ0 and limn→∞ λn = λ0. Put fn = χ(λ0,λn]|f |2. Then fn(t) → 0 as n → ∞
and |fn(t)| ≤ |f (t)|2 for n ∈ N and t ∈ J . Since f ∈ L2(J ,μ), Lebesgue’s domi-
nated convergence theorem (Theorem B.1) applies and yields limn→∞

∫
J fn dμ =

0. By the definition of E(λ) we therefore have
∥
∥E(λn)f − E(λ0)f

∥
∥2 =

∫

J
χ(λ0,λn]

∣
∣f (t)

∣
∣2

dμ(t) =
∫

J
fn(t) dμ(t) → 0,

so that limn→∞ E(λn)f = E(λ0)f . This proves that axiom (ii) holds.
Axiom (iii) follows by a similar reasoning. Axiom (i) is obvious. ◦

Example 4.2 is just the special case Ω = J , h(t) = t , of the following more
general example.
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Example 4.3 Let (Ω,A,μ) be a measure space, H = L2(Ω,μ), and h:Ω → R

an A-measurable function. Define Ω(λ) = {t ∈ Ω : h(t) ≤ λ} and
(
E(λ)f

)
(t) = χΩ(λ)(t) · f (t) for t ∈ Ω, λ ∈ R.

Then {E(λ) : λ ∈ R} is a resolution of the identity on the Hilbert space H. Axioms
(ii) and (iii) are proved as in Example 4.2 using Lebesgue’s theorem. ◦

Let us discuss the axioms of Definition 4.1 and some simple consequences.
The essential requirement in Definition 1 is that {E(λ) : λ ∈ R} is a monotone

increasing one-parameter family of orthogonal projection on H.
Axiom (ii) is only a normalization condition. Also, we could have required strong

left continuity instead of strong right continuity as some authors do. If (i) holds, then
the family of projections {Ẽ(λ) := s-limμ→λ+0E(μ) : λ ∈ R} satisfies (i) and (ii).
Note that the strong limit s-limμ→λ+0E(μ) always exists because of (i).

Axiom (iii) is a completeness condition. If (iii) is not fulfilled, then we have
a resolution of the identity on the Hilbert space (E(+∞) − E(−∞))H, where
E(±∞) := s-limλ→±∞E(λ).

Since the operators E(λ) are orthogonal projections, axiom (i) is equivalent to

(i)′ E(λ1)E(λ2) = E
(
min(λ1, λ2)

)
for λ1, λ2 ∈ R.

From (i)′ it follows that two projections E(λ1) and E(λ2) for λ1, λ2 ∈R commute.
The monotonicity axiom (i) implies that for all λ0 ∈ R, the strong limit

E(λ0 − 0) := s-limλ→λ0−0E(λ) exists and is again an orthogonal projection sat-
isfying

E(λ1) ≤ E(λ0 − 0) ≤ E(λ2) if λ1 < λ0 ≤ λ2. (4.3)

Now we define spectral projections for intervals by

E
([a, b]) := E(b) − E(a − 0), E

([a, b)
) := E(b − 0) − E(a − 0), (4.4)

E
(
(a, b]) := E(b) − E(a), E

(
(c, d)

) := E(d − 0) − E(c) (4.5)

for a, b, c, d ∈ R ∪ {−∞} ∪ {+∞}, a ≤ b, c < d , where we set E(−∞) = 0 and
E(+∞) = I . By axiom (i) and (4.3), the preceding definitions give indeed an or-
thogonal projection E(J ) for each of the intervals J = [a, b], [a, b), (a, b], (c, d).
In particular, E({λ}) = E(λ) − E(λ − 0) and E(λ) = E((−∞, λ]) for λ ∈ R.

In the case of Example 4.2 the projection E(J ) is just the multiplication operator
by the characteristic function χJ of the interval J .

Now we suppose that {E(λ) : λ ∈ R} is a resolution of the identity. Our next aim
is to define operator-valued Stieltjes integrals

∫
J f dE and

∫
R

f dE for a continu-
ous function f on J = [a, b] resp. R.

Let f ∈ C(J ), where J := [a, b], a, b ∈ R, a < b. We extend f to a continuous
function on [a − 1, b]. By a partition Z we mean a sequence {λ0, . . . , λn} such that

a − 1 < λ0 < a < λ1 < · · · < λn = b.



64 4 Spectral Measures and Spectral Integrals

Set |Z| := maxk |λk − λk−1|. We choose ζk ∈ [λk−1, λk] and define the Riemann
sum

S(f,Z) =
n∑

k=1

f (ζk)
(
E(λk) − E(λk−1)

)
.

Proposition 4.1 For any function f ∈ C(J ), there exists a bounded operator∫
J f dE on H which is uniquely defined by the following property:

For each ε > 0, there exists δ(ε) > 0 such that ‖ ∫
J f dE − S(f,Z)‖ ≤ ε for

each partition Z satisfying |Z| < δ(ε).
Moreover, for any x ∈H, we have

〈(∫

J
f dE

)

x, x

〉

=
∫

J
f (λ)d

〈
E(λ)x, x

〉
, (4.6)

∥
∥
∥
∥

(∫

J
f dE

)

x

∥
∥
∥
∥

2

=
∫

J

∣
∣f (λ)

∣
∣2

d
〈
E(λ)x, x

〉
. (4.7)

Proof Fix ε > 0. Suppose that Z = {λ0, . . . , λn} and Z ′ are partitions such that Z ′
is a refinement of Z and

∣
∣f (t) − f

(
t ′
)∣
∣ < ε/2 when

∣
∣t − t ′

∣
∣ ≤ |Z|, t, t ′ ∈ [a − 1, b]. (4.8)

We write the points of Z ′ as {λ′
kl : l = 0, . . . , rk} with λk = λ′

k0 < · · · < λ′
k,rk

=
λ′

k+1,0 = λk+1. Let x ∈ H. Using the mutual orthogonality of the projections
E(λ′

kl) − E(λ′
k,l−1) (by Exercise 2) and (4.8), we obtain

∥
∥2

(
S(f,Z) − S

(
f,Z ′))x

∥
∥2

=
∥
∥
∥
∥

∑

k

∑

l

2
(
f (ζk) − f

(
ζ ′
kl

))(
E

(
λ′

kl

) − E
(
λ′

k,l−1

))
x

∥
∥
∥
∥

2

=
∑

k

∑

l

4
∣
∣f (ζk) − f

(
ζ ′
kl

)∣
∣2∥∥

(
E

(
λ′

kl

) − E
(
λ′

k,l−1

))
x
∥
∥2

≤
∑

k

∑

l

ε2
∥
∥
(
E

(
λ′

kl

) − E
(
λ′

k,l−1

))
x
∥
∥2 = ε2

∥
∥
(
E(b) − E(λ0)

)
x
∥
∥2 ≤ ε2‖x‖2,

so that
∥
∥S(f,Z) − S

(
f,Z ′)∥∥ ≤ ε/2. (4.9)

By the uniform continuity of the function f on [a − 1, b], for each ε > 0 there
exists a δ(ε) > 0 such that |f (t) − f (t ′)| < ε/2 whenever |t − t ′| < δ(ε). Suppose
that Z1 and Z2 are partitions such that |Z1|, |Z2| < δ(ε). Let Z ′ be a common
refinement of Z1 and Z2. Since |Z ′| < δ(ε), we have by (4.9),
∥
∥S(f,Z1) − S(f,Z2)

∥
∥ ≤ ∥

∥S(f,Z1) − S
(
f,Z ′)∥∥ + ∥

∥S
(
f,Z ′) − S(f,Z2)

∥
∥ ≤ ε.

(4.10)
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Therefore, if (Zn)n∈N is a sequence of partitions such that limn→∞ |Zn| = 0, then
(S(f,Zn))n∈N is a Cauchy sequence in the operator norm, so it converges to a
bounded operator on H, denoted by

∫
J f dE.

If Z is a partition satisfying |Z| < δ(ε), then we have ‖S(f,Zn) − S(f,Z)‖ ≤ ε

if |Zn| < δ(ε) by (4.10). Letting n → ∞, we obtain ‖ ∫
J f dE − S(f,Z)‖ ≤ ε.

The sums 〈S(f,Zn)x, x〉 and ‖S(f,Zn)x‖2 are Riemann sums for the scalar
Stieltjes integrals on the right-hand sides of (4.6) and (4.7), respectively. Therefore,
formulas (4.6) and (4.7) follow as n → ∞. �

Proposition 4.1 says that
∫
J f dE is an operator-valued Stieltjes integral with

approximating Riemann sums converging in the operator norm. Clearly, this op-
erator does not depend on the particular continuous extension of f to [a − 1, b].
The reason for requiring that λ0 < a < λ1 for the partition points λ0, λ1 is that we
wanted to include a possible jump E(a) − E(a − 0) at a into the integral over the
closed interval J = [a, b]. A possible jump at b is already included because of the
right continuity of {E(λ)}.

A Stieltjes integral over the open interval (a, b) can be defined by
∫

(a,b)

f dE =
∫

[a,b]
f dE − f (a)

(
E(a) − E(a − 0)

) − f (b)
(
E(b) − E(b − 0)

)
.

Proposition 4.2 For f ∈ C(R), there exists a linear operator
∫
R

f dE such that

D := D
(∫

R

f dE

)

=
{

x ∈H :
∫

R

∣
∣f (λ)

∣
∣2

d
〈
E(λ)x, x

〉
< ∞

}

, (4.11)

(∫

R

f dE

)

x = lim
a→−∞ lim

b→+∞

(∫

[a,b]
f dE

)

x for x ∈ D, (4.12)

〈(∫

R

f dE

)

x, x

〉

=
∫

R

f (λ)d
〈
E(λ)x, x

〉
for x ∈ D. (4.13)

Proof For x ∈ H and a, b, c, d ∈ R, a < b, we abbreviate xa,b := (
∫
[a,b] f dE)x,

{c, d} = [c, d] if c ≤ d and {c, d} = [d, c] if d < c. Suppose that x ∈ D. By consid-
ering approximating Riemann sums one easily verifies that

‖xa,b − xa′,b′ ‖2 ≤
(∫

{a,a′}
+

∫

{b,b′}

)
∣
∣f (λ)

∣
∣2

d
〈
E(λ)x, x

〉
(4.14)

for a, b, a′, b′ ∈R, a < b, a′ < b′. Since the Stieltjes integral
∫
R

|f |2 d〈E(λ)x, x〉 is
finite by (4.11), if follows from (4.14) that the strong limit in (4.12) exists.

Conversely, if for a vector x ∈ H, the limit in (4.12) exists, then we conclude
from (4.7) that the Stieltjes integral in (4.11) is finite, that is, x is in D. In particular,
since D is the set of vectors x ∈ H for which the limit in (4.12) exists, D is a linear
subspace of H. Formula (4.13) follows at once from (4.6) and (4.12). �

The operator integrals from Propositions 4.1 and 4.2 are special cases of spectral
integrals developed in Section 4.3 below. By comparing formulas (4.11) and (4.6),
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(4.13) with formulas (4.26) and (4.32) below it follows easily that the Stieltjes inte-
grals

∫
J f dE and

∫
R

f dE coincide with the spectral integrals I(f χJ ) and I(f ),
respectively, with respect to the spectral measure E which is associated with the
resolution of the identity {E(λ) : λ ∈ R} by Theorem 4.6 below. That is, for contin-
uous functions, one may use these very elementary and easily feasible definitions as
operator-valued Stieltjes integrals given in Propositions 4.1 and 4.2 rather than the
technically more involved approach of spectral integrals in Section 4.3.

4.2 Spectral Measures

4.2.1 Definitions and Basic Properties

Let A be an algebra of subsets of a set Ω , and let H be a Hilbert space.

Definition 4.2 A spectral premeasure on A is a mapping E of A into the orthogonal
projections on H such that

(i) E(Ω) = I ,
(ii) E is countably additive, that is, E(

⋃∞
n=1 Mn) = ∑∞

n=1 E(Mn) for any sequence
(Mn)n∈N of pairwise disjoint sets from A whose union is also in A.

If A is a σ -algebra, then a spectral premeasure on A is called a spectral measure.

Infinite sums as above are always meant in the strong convergence, that is, the
equation in (ii) says that E(

⋃∞
n=1 Mn)x = limk→∞

∑k
n=1 E(Mn)x for x ∈H.

Let us begin with the standard example of a spectral measure.

Example 4.4 Let (Ω,A,μ) be a measure space, and H = L2(Ω,μ). For M ∈ A,
let E(M) be the multiplication operator by the characteristic function χM , that is,

(
E(M)f

)
(t) = χM(t) · f (t), f ∈ H. (4.15)

Since χ2
M = χM = χM , we have E(M)2 = E(M) = E(M)∗, so E(M) is an orthog-

onal projection. Obviously, E(Ω) = I .
We verify axiom (ii). Let (Mn)n∈N be a sequence of disjoint sets of A and

set M := ⋃
n Mn. For f ∈ H, set fk := ∑k

n=1 χMnf . Since |χMf − fk|2 → 0 as
k → ∞ and |χMf − fk|2 ≤ 4|f |2 on Ω , it follows from Lebesgue’s theorem (The-
orem B.1) that limk ‖χMf − fk‖2 = 0, and so χMf = limk

∑k
n=1 χMnf . The latter

means that E(M) = ∑∞
n=1 E(Mn). Hence, E is a spectral measure on A. ◦

Now we discuss some simple consequences of Definition 4.2 and suppose that E

is a spectral premeasure on an algebra A.
The case Mn = ∅ for all n in (ii) yields E(∅) = 0.
Setting Mn = ∅ if n ≥ k + 1 in (ii), we obtain the finite additivity of E, that is,

for pairwise disjoint sets M1, . . . ,Mk ∈A, we have

E(M1 ∪ · · · ∪ Mk) = E(M1) + · · · + E(Mk).
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Lemma 4.3 If E is a finitely additive map of an algebra A into the orthogonal
projections on a Hilbert space H, then we have

E(M)E(N) = E(M ∩ N) for M,N ∈ A. (4.16)

In particular, E(M)E(N) = 0 if M,N ∈ A are disjoint.

Proof First we note that E(M1)E(M2) = 0 if M1,M2 ∈ A are disjoint. Indeed, by
the finite additivity of E, the sum of the two projections E(M1) and E(M2) is again
a projection. Therefore, E(M1)E(M2) = 0.

Now we put M0 := M ∩ N,M1 := M\M0, M2 := N\M0. Since M1 ∩ M2 =
M0 ∩ M2 = M1 ∩ M0 = ∅, by the preceding we have

E(M1)E(M2) = E(M0)E(M2) = E(M1)E(M0) = 0. (4.17)

Since M = M1 ∪ M0 and N = M2 ∪ M0, from the finite additivity of E and from
formula (4.17) we derive

E(M)E(N) = (
E(M1) + E(M0)

)(
E(M2) + E(M0)

) = E(M0)
2

= E(M ∩ N). �

Note that for scalar measures, equality (4.16) does not holds in general.
By (4.16), two arbitrary projections E(M) and E(N) for M,N ∈ A commute.

Moreover, if M ⊇ N for M,N ∈ A, then E(M) = E(N) + E(M\N) ≥ E(N).
The next lemma characterizes a spectral measure in terms of scalar measures.

Lemma 4.4 A map E of an algebra (resp. σ -algebra) A on a set Ω into the orthog-
onal projections on H is a spectral premeasure (resp. spectral measure) if and only
if E(Ω) = I and for each vector x ∈ H, the set function Ex(·) := 〈E(·)x, x〉 on A

is countably additive (resp. is a measure).

Proof The only if assertion follows at once from Definition 4.2.
We prove the if direction. Let (Mn)n∈N be a sequence of disjoint sets in A such

that M := ⋃
n Mn is also in A. Since Ex is finitely additive for each element x ∈H,

E is finitely additive as well. Therefore, by Lemma 4.3, (E(Mn)) is a sequence of
pairwise orthogonal projections. Hence, the series

∑
n E(Mn) converges strongly.

Because Ex is countably additive by assumption, we have

〈
E(M)x,x

〉 = Ex(M) =
∞∑

n=1

Ex(Mn) =
∞∑

n=1

〈
E(Mn)x, x

〉 =
〈 ∞∑

n=1

E(Mn)x, x

〉

for each x ∈ H, and hence E(M) = ∑
n E(Mn) by the polarization formula (1.2).

Thus, E is a spectral premeasure on A. �

Let E be a spectral measure on the σ -algebra A in H. As noted in Lemma 4.4,
each vector x ∈ H gives rise to a scalar positive measure Ex on A by

Ex(M) := ∥
∥E(M)x

∥
∥2 = 〈

E(M)x,x
〉
, M ∈A.
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The measure Ex is finite, since Ex(Ω) = ‖E(Ω)x‖2 = ‖x‖2. The family of these
measures Ex plays a crucial role for the study of spectral integrals in Section 4.3.

Let x, y ∈ H. Then there is a complex measure Ex,y on A given by Ex,y(M) =
〈E(M)x,y〉. The complex measure Ex,y is a linear combination of four positive
measures Ez, z ∈H. Indeed, by the polarization formula (1.2),

Ex,y = 1

4
(Ex+y − Ex−y + iEx−iy − iEx−iy).

The following lemma is very similar to the scalar case. We omit the simple proof.

Lemma 4.5 Let E be a spectral premeasure on A. Suppose that (Mn)n∈N is a de-
creasing sequence and (Nn)n∈N is an increasing sequence of sets in A such that
M := ⋂

n Mn and N := ⋃
n Nn are in A.

Then we have E(M) = s-limn→∞E(Mn) and E(N) = s-limn→∞E(Nn).

The following theorem states a one-to-one correspondence between resolutions
of the identity and spectral measures on the Borel σ -algebra B(R). Its proof uses
Lemma 4.9 below which deals with the main technical difficulty showing that the
corresponding operators E(M), M ∈B(R), are indeed projections.

Theorem 4.6 If E is a spectral measure on the Borel σ -algebra B(R) in H, then

E(λ) := E
(
(−∞, λ]), λ ∈R, (4.18)

defines a resolution of the identity. Conversely, for each resolution of the identity
{E(λ) : λ ∈ R}, there is a unique spectral measure E on B(R) such that (4.18)
holds.

Proof Let E be a spectral measure on B(R). We verify the axioms in Definition 4.1.
Axiom (i) is obvious. We prove axiom (ii). Let (λn)n∈N be a decreasing real se-
quence tending to λ0. Then ((−∞, λn])n∈N is a decreasing sequence of sets such
that

⋂
n(−∞, λn] = (−∞, λ0]. Hence, limn→∞ E(λn)x = E(λ0)x for x ∈ H by

Lemma 4.5. The proof of axiom (iii) is similar.
The main part of the theorem is the opposite direction. Let {E(λ) : λ ∈ R} be a

resolution of the identity. Equations (4.4) and (4.5) define a projection E(J ) for
each interval J . One easily verifies that E(J ∩ I) = 0 if J and I are disjoint
(Exercise 2). Let A0 be the algebra of all finite unions of arbitrary intervals. Each
N ∈ A0 is a finite union

⋃s
l=1 Js of disjoint intervals. Then E(Jl)E(Jk) = 0 for

l �= k, so E(N) := ∑s
l=1 E(Jl ) is a projection. Since 〈E(·)x, x〉 is an nondecreasing

right-continuous function such that 〈E(−∞)x, x〉 = 0, by a standard result from
measure theory ([Cn], Proposition 1.3.8) there is a unique measure μx on B(R)

such that μx((−∞, λ]) = 〈E(λ)x, x〉 for λ ∈ R. By (4.4) and (4.5) we then have
μx(J ) = 〈E(J )x, x〉 for each interval J , and hence

Ex(N) = 〈
E(N)x, x

〉 =
∑

l

〈
E(Jl)x, x

〉 =
∑

l

μx(Jl ) = μx(N), N ∈A0.
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Thus, Ex is countably additive on A0, because μx is, so E is a spectral premeasure
by Lemma 4.4. By Lemma 4.9 below, E extends to a spectral measure, denoted also
by E, on B(R). By construction, E((−∞, λ]) = E(λ). The uniqueness assertion
follows from the fact that the intervals (−∞, λ] generate the σ -algebra B(R). �

Proposition 4.7 For j = 1,2, let Ej be a spectral measure on B(R) in a Hilbert
space Hj . For any operator S ∈ B(H1,H2), we have SE1(λ) = E2(λ)S for all
λ ∈R if and only if SE1(M) = E2(M)S for all M ∈B(R).

Proof The if part follows at once from (4.18). We prove the only if direction.
Let A denote the family of sets M ∈ B(R) for which SE1(M) = E2(M)S. It is

easy to check that A is a σ -algebra. Since SE1(λ) = E2(λ)S, it follows from (4.18)
that A contains all intervals (−∞, λ]. Therefore, A=B(R). �

It is not difficult to “guess” the corresponding spectral measures for our three
guiding examples of resolutions of the identity.

Example 4.5 (Example 4.1 continued) E(M) = ∑
λn∈M Pn for f ∈H. ◦

Example 4.6 (Example 4.2 continued) E(M)f = χM · f for f ∈ H. ◦

Example 4.7 (Example 4.3 continued) E(M)f = χh−1(M) · f for f ∈ H, where
h−1(M) := {t ∈ Ω : h(t) ∈ M}. ◦

Just as in the case of scalar measures, we can say that a property of points of
A holds E-almost everywhere, abbreviated E-a.e., if there is a set N ∈ A such that
E(N) = 0 and the property holds on Ω\N . Note that E(N) = 0 if and only if
Ex(N) ≡ 〈E(N)x, x〉 = 0 for all x ∈ H. If the Hilbert space H is separable, it can
be shown (see, e.g., [AG], No. 76) that there exists a vector xmax ∈ H of “maximal
type,” that is, E(N) = 0 if and only if Exmax(N) = 0 for N ∈A.

Next, let us define and discuss the support of a spectral measure. Suppose that
Ω is a topological Hausdorff space which has a countable base of open sets. For
instance, each subspace of Rn or Cn has this property. Recall that the Borel algebra
B(Ω) is the smallest σ -algebra in Ω which contains all open sets in Ω .

Definition 4.3 The support of a spectral measure E on B(Ω) is the complement in
Ω of the union of all open sets N such that E(N) = 0. It is denoted by suppE.

By this definition, a point t ∈ Ω is in suppE if and only if E(U) �= 0 for each
open set U containing t . Since Ω has a countable base of open sets, Ω\ suppE is
a union of at most countably many open sets Nn with E(Nn) = 0. By the countable
additivity of E the latter implies that E(Ω\ suppE) = 0 and so E(suppE) = I .
Being the complement of a union of open sets, suppE is closed. Summarizing, we
have shown that suppE is the smallest closed subset M of Ω such that E(M) = I .
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4.2.2 Three Technical Results on Spectral Measures

The aim of this subsection is to prove three technical facts. The third is needed in
the proof of the multidimensional spectral theorem (see Theorem 5.21 below), while
the second is used in the proofs of Theorem 4.6 above and of Theorem 4.10 below.
The first result will be used in the proof of formula (4.32) in Sect. 4.3.2.

Recall that the total variation |μ| of a complex measure μ on A is a finite
positive measure (see Appendix B) and |μ|(M) is defined as the supremum of∑n

k=1 |μ(Mn)| over all disjoint unions M = ⋃n
k=1 Mn, where Mk ∈ A and n ∈ N.

Clearly, |μ(M)| ≤ |μ|(M).

Lemma 4.8 Let E be a spectral measure on (Ω,A) in a Hilbert space H.

(i) |Ex,y |(M) ≤ Ex(M)1/2Ey(M)1/2 for x, y ∈ H and M ∈A.
(ii) If f ∈ L2(Ω,Ex), g ∈ L2(Ω,Ey), then

∣
∣
∣
∣

∫

Ω

fg dEx,y

∣
∣
∣
∣ ≤

∫

Ω

|fg|d|Ex,y | ≤ ‖f ‖L2(Ω,Ex)‖g‖L2(Ω,Ey). (4.19)

Proof (i): Let M be a disjoint union of sets M1, . . . ,Mn ∈ A, n ∈N. Since
∣
∣Ex,y(Mk)

∣
∣ = ∣

∣
〈
E(Mk)x,E(Mk)y

〉∣
∣

≤ ∥
∥E(Mk)x

∥
∥
∥
∥E(Mk)y

∥
∥ = Ex(Mk)

1/2Ey(Mk)
1/2,

using the Cauchy–Schwarz inequality and the σ -additivity of the scalar measures
Ex and Ey , we derive

∑

k

∣
∣Ex,y(Mk)

∣
∣ ≤

∑

k

Ex(Mk)
1/2Ey(Mk)

1/2

≤
(∑

k

Ex(Mk)

)1/2(∑

k

Ey(Mk)

)1/2

= Ex(M)1/2Ey(M)1/2.

Taking the supremum over all such disjoint unions of M , we get the assertion.
(ii): It suffices to prove (4.19) for simple functions, because they are dense in the

L2-spaces. Let f = ∑
k akχMk

and g = ∑
k bkχMk

be finite sums of characteristic
functions χMk

of sets Mk ∈A. By (i) and the Cauchy–Schwarz inequality we get
∣
∣
∣
∣

∑

k

akbkEx,y(Mk)

∣
∣
∣
∣ ≤

∑

k

|akbk||Ex,y |(Mk)

≤
(∑

k

|ak|2Ex(Mk)

)1/2(∑

k

|bk|2Ey(Mk)

)1/2

,

which gives inequalities (4.19) for the simple functions f and g. �

Lemma 4.9 Let E0 be a spectral premeasure on an algebra A0 of subsets of
a set Ω . Then there is a spectral measure E on the σ -algebra A generated by A0
such that E(M) = E0(M) for all M ∈A0.
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Proof In this proof we use the following simple fact from measure theory ([Ha,
p. 27]): Let B be a class of sets which contains an algebra A0. If B is a monotone
class (that is,

⋃
n Mn ∈ B for each sequence (Mn)n∈N of sets Mn ∈ B such that

Mn ⊆ Mn+1 for n ∈ N), then B contains the σ -algebra A generated by A0.
Let x ∈ H. By Lemma 4.4, μ′

x(·) := 〈E0(·)x, x〉 is a finite scalar premeasure
on A0. Hence, it has a unique extension μx to a measure on the σ -algebra A (see,
e.g., [Ha, p. 54]). Fix M ∈ A. For x, y ∈H, we define

μx,y(M) = 1

4

(
μx+y(M) − μx−y(M) + iμx+iy(M) − iμx−iy(M)

)
. (4.20)

Let B be the set of all M ∈ A for which the map H � x → μx,y(M) is linear for
each y ∈H. Inserting (4.20), the linearity of this map is equivalent to a linear equa-
tion in certain terms μz(M), z ∈ H. Since μz(

⋃
n Mn) = limn→∞ μz(Mn) for each

increasing sequence (Mn)n∈N in A, this equation holds for the set
⋃

n Mn if it holds
for each Mn. That is, B is a monotone class. By construction, B contains A0. There-
fore, by the result stated above, B⊇A, and so B=A.

In a similar manner one proves that the map H � y → μx,y(M) is antilinear
for all x ∈ H and M ∈ A. Clearly, μ′

x+ix = μ′
x−ix . Hence, μx+ix = μx−ix by the

uniqueness of the extension. Inserting the latter into (4.20), we get μx,x(M) =
μx(M) ≥ 0. That is, the map (x, y) → μx,y(M) is a positive sesquilinear form
on H. Since

∣
∣μx,y(M)

∣
∣2 ≤ μx(M)μy(M) ≤ μ′

x(Ω)μ′
y(Ω) = ‖x‖2‖y‖2

by the Cauchy–Schwarz inequality, this sesquilinear form is bounded, so there exists
a bounded self-adjoint operator E(M) on H such that μx,y(M) = 〈E(M)x,y〉 for
all x, y ∈ H. For M ∈A0, we have

〈
E0(M)x, x

〉 = μ′
x(M) = μx(M) = 〈

E(M)x,x
〉

for x ∈ H.

Hence, we obtain E0(M) = E(M) by polarization.
We denote by C the set of M ∈ A for which E(M) is a projection. Since the

weak limit of an increasing sequence of projections is again a projection, C is a
monotone class. Since E(M) is a projection for M ∈ A0, C contains A0 and hence
the σ -algebra A. That is, E(M) is a projection for M ∈A. Since μx(·) = 〈E(·)x, x〉
is a measure for all x ∈ H, E is a spectral measure on A by Lemma 4.4. �

The following theorem is about the product of commuting spectral measures. In
the special case where Ωj =R it will be used in Sect. 5.5.

Theorem 4.10 For j = 1, . . . , k, let Ωj be a locally compact Hausdorff space
which has a countable base of open sets, and let Ej be a spectral measure on
the Borel algebra B(Ωj ). Suppose that these spectral measures act on the same
Hilbert space H and pairwise commute, that is, Ej(M)El(N) = El(N)Ej (M) for
M ∈ B(Ωj ), N ∈ B(Ωl), j, l = 1, . . . , k. Then there exists a unique spectral mea-
sure E on the Borel algebra B(Ω) of the product space Ω = Ω1 × · · · × Ωk such
that

E(M1 × · · · × Mk) = E1(M1) · · ·E(Mk) for Mj ∈ B(Ωj ), j = 1, . . . , k. (4.21)
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The unique spectral measure E satisfying Eq. (4.21) is called the product of the
spectral measures E1, . . . ,Ek and denoted by E1 × · · · × Ek .

Proof For simplicity, we carry out the proof in the case k = 2. Let A0 be the algebra
generated by the set A00 of “measurable rectangles” M1 × M2, where M1 ∈B(Ω1)

and M2 ∈ B(Ω2). Each set N ∈A0 is a disjoint union of finitely many sets

N1 = M11 × M21, . . . , Ns = M1s × M2s ∈A00.

We define E(N) := ∑s
l=1 E(Nl), where E(Nl) := E1(M1l )E2(M2l ).

Using essentially that the spectral measures E1 and E2 commute, we show that
E(N) is a projection. If j �= l, then Nj ∩ Nl = ∅, and hence M1j ∩ M1l = ∅ or
M2j ∩ M2l = ∅. By Lemma 4.3 we obtain in either case

0 = E1(M1j ∩ M1l )E2(M2j ∩ M2l ) = E1(M1j )E1(M1l )E2(M2j )E2(M2l )

= E1(M1l )E2(M2j )E1(M1l )E2(M2l ) = E(Nj )E(Nl).

Being the product of two commuting projections, E(Nl) is a projection. As a sum
of mutually orthogonal projections, E(N) = ∑s

l=1 E(Nl) is also a projection.
Just as in the case of scalar measures, one can show that the definition of E is

independent of the particular representation N = ⋃
l Nl (see, e.g., [Ha, p. 35] or

[Be, pp. 89–96] for details). From its definition it is clear that E is finitely additive
on A0. The crucial part of this proof is to show that E is countably additive on the
algebra A0. This is where the assumption on the spaces Ωj is used.

First we prove the following technical fact. Let N ∈ A0, x ∈ H, and ε > 0. Then
there exist a compact set C and an open set U in A0 such that C ⊆ N ⊆ U and

〈
E(U)x, x

〉 − ε ≤ 〈
E(N)x, x

〉 ≤ 〈
E(C)x, x

〉 + ε. (4.22)

Because E is finitely additive on the algebra A0, it suffices to prove the latter for
N = M1 × M2 ∈ A00. Since Ej is a spectral measure, 〈Ej(·)x, x〉 is a finite Borel
measure on Ωj . Each positive finite Borel measure on a locally compact Hausdorff
space that has a countable basis is regular [Cn, Proposition 7.2.3], that is, we have

μ(M) = sup
{
μ(C) : C ⊆ M,C compact

} = inf
{
μ(U) : U ⊇ M,U open

}

for any Borel set M . Hence, there exist compact sets Cj ⊆ Mj such that

‖x‖(〈Ej(Mj )x, x
〉 − 〈

Ej(Cj )x, x
〉)1/2 = ‖x‖∥∥Ej(Mj\Cj )x

∥
∥ < ε/2.

Since E(M1 ×M2)−E(C1 ×C2) = E1(M1\C1)E2(C2)+E1(M1)E2(M2\C2), we
obtain

〈
E(M1 × M2)x, x

〉 − 〈
E(C1 × C2)x, x

〉

= 〈
E2(C2)x,E1(M1\C1)x

〉 + 〈
E2(M2\C2)x,E1(M1)x

〉

≤ ‖x‖∥∥E1(M1\C1)x
∥
∥ + ∥

∥E2(M2\C2)x
∥
∥‖x‖ < ε.

This proves the second inequality of (4.22). The proof of the first one is similar.
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Now let Nn ∈ A0, n ∈N, be pairwise disjoint sets such that N := ⋃∞
n=1 Nn ∈ A0.

Let ε > 0. By the result proved in the preceding paragraph we can find a compact
set C and open sets Un in A0 such that C ⊆ N , Nn ⊆ Un, and

〈
E(N)x, x

〉 ≤ 〈
E(C)x, x

〉 + ε,
〈
E(Un)x, x

〉 ≤ 〈
E(Nn)x, x

〉 + ε2−n.

Since {Un : n ∈ N} is an open cover of the compact set C, there exists s ∈ N such
that U1 ∪ · · · ∪ Us ⊇ C. Using the finite additivity of E on A0, we derive

〈
E(N)x, x

〉 ≤ 〈
E(C)x, x

〉 + ε ≤
〈

E

(
s⋃

n=1

Un

)

x, x

〉

+ ε

≤
s∑

n=1

〈
E(Un)x, x

〉 + ε ≤
∞∑

n=1

〈
E(Nn)x, x

〉 + 2ε.

Thus, E(N) ≤ ∑∞
n=1 E(Nn), because ε > 0 and x ∈ H are arbitrary.

Conversely, the finite additivity of E implies that
s∑

n=1

E(Nn) = E

(
s⋃

n=1

Nn

)

≤ E(N),

and hence
∑∞

n=1 E(Nn) ≤ E(N). Putting now both inequalities together, we con-
clude that E(N) = ∑∞

n=1 E(Nn). This proves that E is a spectral premeasure on A0.
The σ -algebra generated by A0 is the Borel σ -algebra B(Ω). Therefore, by

Lemma 4.9 the spectral premeasure E on A0 has an extension to a spectral measure,
denoted again by E, on B(Ω). By the definition of E, (4.21) is satisfied. Since A00
generates the σ -algebra B(Ω) as well, the spectral measure E is uniquely deter-
mined by (4.21). �

Remark Without additional assumptions as in Theorem 4.10 the product spectral
measure of two commuting spectral measures does not exist in general. That is, if
we define E by (4.21), then the countable additivity of E may fail. Such a coun-
terexample has been given in [BVS].

4.3 Spectral Integrals

Throughout this section, A is a σ -algebra of subsets of a set Ω , and E is a spec-
tral measure on (Ω,A). Our aim is to investigate spectral integrals. These are the
integrals

I(f ) =
∫

Ω

f (t) dE(t) =
∫

Ω

f dE

of E-a.e. finite A-measurable functions f :Ω →C∪{∞} with respect to the spectral
measure E. Roughly speaking, the idea of our construction is to define

I(χM) ≡
∫

Ω

χM(t) dE(t) := E(M)
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for characteristic functions χM of sets M ∈ A and to extend this definition by lin-
earity and by taking limits to general measurable functions.

In the first subsection we shall carry out this for bounded functions and obtain
bounded operators. In the second subsection we treat the more subtle case of E-a.e.
finite unbounded functions which leads to unbounded operators.

4.3.1 Spectral Integrals of Bounded Measurable Functions

Let B = B(Ω,A) be the Banach space of all bounded A-measurable functions on
Ω equipped with the norm

‖f ‖Ω = sup
{∣
∣f (t)

∣
∣ : t ∈ Ω

}
.

Let Bs denote the subspace of simple functions in B, that is, of all functions which
have only a finite number of values. Each f ∈ Bs can be written in the form

f =
n∑

r=1

crχMr , (4.23)

where c1, . . . , cn ∈C, and M1, . . . ,Mn are pairwise disjoint sets from A. For such a
function f , we define

I(f ) =
n∑

r=1

crE(Mr). (4.24)

From the finite additivity of E it follows as in “ordinary” integration theory that
I(f ) is independent of the particular representation (4.23) of f . In order to extend
the definition of I(f ) to arbitrary functions in B, we need the following lemma.

Lemma 4.11 ‖I(f )‖ ≤ ‖f ‖Ω for f ∈ Bs.

Proof Since the sets M1, . . . ,Mn ∈ A in (4.23) are disjoint, E(Mk)H and E(Ml)H
are orthogonal for k �= l by Lemma 4.3. Using this fact, we get for x ∈H,

∥
∥I(f )x

∥
∥2 =

∥
∥
∥
∥

∑

r

crE(Mr)x

∥
∥
∥
∥

2

=
∑

r

|cr |2
∥
∥E(Mr)x

∥
∥2

≤
∑

r

‖f ‖2
Ω

∥
∥E(Mr)x

∥
∥2 = ‖f ‖2

Ω

∥
∥
∥
∥

∑

r

E(Mr)x

∥
∥
∥
∥

2

≤ ‖f ‖2
Ω‖x‖2. �

Let f ∈ B. Since the subspace Bs is dense in the Banach space (B,‖ · ‖Ω), there
is a sequence (fn)n∈N from Bs such that limn ‖f − fn‖Ω = 0. Since (fn)n∈N is a
‖ · ‖Ω -Cauchy sequence, Lemma 4.11 implies that (I(fn))n∈N is a Cauchy sequence
in the operator norm. Hence, there exists a bounded operator I(f ) on H such that
limn ‖I(f ) − I(fn)‖ = 0. From Lemma 4.11 it follows also that the operator I(f )

does not depend on the particular sequence (fn)n∈N for which limn ‖f −fn‖Ω = 0.
Basic properties of the operators I(f ) are summarized in the next proposition.
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Proposition 4.12 For f,g ∈ B(Ω,A), α,β ∈C, and x, y ∈ H, we have:

(i) I(f ) = I(f )∗, I(αf + βg) = αI(f ) + βI(g), I(fg) = I(f )I(g),
(ii) 〈I(f )x, y〉 = ∫

Ω
f (t) d〈E(t)x, y〉,

(iii) ‖I(f )x‖2 = ∫
Ω

|f (t)|2 d〈E(t)x, x〉,
(iv) ‖I(f )‖ ≤ ‖f ‖Ω .
(v) Let fn ∈ B for n ∈ N. If fn(t) → f (t) E-a.e. on Ω and if there is a constant c

such that |fn(t)| ≤ c for n ∈N and t ∈ Ω , then s-limn→∞I(fn) = I(f ).

Proof It suffices to prove assertions (i)–(iv) for simple functions f and g, because
by continuity all relations extend then to arbitrary functions from B. For simple
functions, the proofs of (i)–(iv) are straightforward verifications.

We carry out the proof of the equality I(fg) = I(f )I(g). Let f = ∑
r arχMr

and g = ∑
s bsχNs , where the sets Mr ∈ A resp. Ns ∈ A are pairwise disjoint. Then

fg = ∑
r,s arbsχMr∩Ns . Using (4.24) and (4.16), we obtain

I(fg) =
∑

r,s

arbsE(Mr ∩ Ns) =
∑

r,s

arbsE(Mr)E(Ns)

=
(∑

r

arE(Mr)

)(∑

s

bsE(Ns)

)

= I(f )I(g).

(v) follows from Lebesgue’s dominated convergence theorem (Theorem B.1), since
by (iii),

∥
∥
(
I(fn) − I(f )

)
x
∥
∥2 =

∫

Ω

|fn − f |2 d
〈
E(t)x, x

〉
for x ∈H. �

4.3.2 Integrals of Unbounded Measurable Functions

Let S = S(Ω,A,E) denote the set of all A-measurable functions f :Ω → C∪ {∞}
which are E-a.e. finite, that is, E({t ∈ Ω : f (t) = ∞}) = 0.

In Theorem 4.13 below we define an (unbounded) linear operator I(f ) for each
f ∈ S . Our main technical tool for this is the notion of a bounding sequence.

Definition 4.4 A sequence (Mn)n∈N of sets Mn ∈ A is a bounding sequence for a
subset F of S if each function f ∈ F is bounded on Mn and Mn⊆Mn+1 for n ∈ N,
and E(

⋃∞
n=1 Mn) = I .

If (Mn) is a bounding sequence, then by the properties of the spectral measure,

E(Mn) ≤ E(Mn+1) for n ∈N, lim
n→∞E(Mn)x = x for x ∈H, (4.25)

and the set
⋃∞

n=1 E(Mn)H is dense in H.
Each finite set of elements f1, . . . , fr ∈ S has a bounding sequence. Indeed, set

Mn = {
t ∈ Ω :

∣
∣fj (t)

∣
∣ ≤ n for j = 1, . . . , r

}
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and M = ⋃∞
n=1 Mn. Then we have Ω\M ⊆ ⋃r

j=1{t : fj (t) = ∞}, and hence
E(Ω\M) = 0, so that E(M) = E(Ω) = I . Therefore, (Mn)n∈N is a bounding se-
quence for {f1, . . . , fr} and also for the ∗-subalgebra of S generated by f1, . . . , fr .

Theorem 4.13 Suppose that f ∈ S and define

D
(
I(f )

) =
{

x ∈H :
∫

Ω

∣
∣f (t)

∣
∣2

d
〈
E(t)x, x

〉
< ∞

}

. (4.26)

Let (Mn)n∈N be a bounding sequence for f . Then we have:

(i) A vector x ∈ H is in D(I(f )) if and only if the sequence (I(f χMn)x)n∈N con-
verges in H, or equivalently, if supn∈N ‖I(f χMn)x‖ < ∞.

(ii) For x ∈D(I(f )), the limit of the sequence (I(f χMn)x) does not depend on the
bounding sequence (Mn). There is a linear operator I(f ) on D(I(f )) defined
by

I(f )x = lim
n→∞ I(f χMn)x for x ∈ D

(
I(f )

)
. (4.27)

(iii)
⋃∞

n=1 E(Mn)H is contained in D(I(f )) and is a core for I(f ). Further,

E(Mn)I(f ) ⊆ I(f )E(Mn) = I(f χMn) for n ∈ N. (4.28)

Proof (i): First suppose that x ∈ D(I(f )). Since f is bounded on Mn and hence
f χMn ∈ B, the bounded operator I(f χMn) is defined by the preceding subsection.
Using Proposition 4.12(iii), we obtain

∥
∥I(f χMk

)x − I(f χMn)x
∥
∥2 = ∥

∥I(f χMk
− f χMn)x

∥
∥2

=
∫

Ω

|f χMk
− f χMn |2 d

〈
E(t)x, x

〉

= ‖f χMk
− f χMn‖2

L2(Ω,Ex)
(4.29)

for k,n ∈ N. Since f ∈ L2(Ω,Ex) by (4.26) and hence f χMn → f in L2(Ω,Ex)

by Lebesgue’s dominated convergence theorem (Theorem B.1), (f χMn)n∈N is a
Cauchy sequence in L2(Ω,Ex), and so is (I(f χMn)x))n∈N in H by (4.29). There-
fore, the sequence (I(f χMn)x)n∈N converges in H.

If the sequence (I(f χMn)x)n∈N converges, the set {‖I(f χMn)x‖ : n ∈ N} is ob-
viously bounded.

Now we suppose that the set {‖I(f χMn)x‖ : n ∈ N} is bounded, that is, c :=
supn ‖I(f χMn)x‖ < ∞. Since (|f χMn(t)|2)n∈N converges monotonically to |f (t)|2
Ex -a.e. on Ω , Lebesgue’s monotone convergence theorem (Theorem B.2) yields

∫

Ω

|f |2 dEx = lim
n→∞

∫

Ω

|f χMn |2 dEx

= lim
n→∞

∥
∥I(f χMn)x

∥
∥2 ≤ c2 < ∞, (4.30)

where the second equality follows from Proposition 4.12(iii). Hence, we obtain
f ∈ L2(Ω,Ex), and so x ∈D(I(f )) by (4.26).
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(ii): Let (M ′
n)n∈N be another bounding sequence for f . From Proposition 4.12,

(i) and (iii), we obtain
∥
∥I(f χMn)x − I(f χM ′

k
)x

∥
∥ = ‖f χMn − f χM ′

k
‖L2(Ω,Ex)

≤ ‖f χMn − f ‖L2(Ω,Ex) + ‖f − f χM ′
k
‖L2(Ω,Ex) → 0

as k,n → ∞, since f χMn → f and f χM ′
k

→ f in L2(Ω,Ex) as noted above.
Therefore, limn I(f χMn)x = limk I(f χM ′

k
)x.

By the characterization given in (i), D(I(f )) is a linear subspace of H, and (4.27)
defines a linear operator I(f ) with domain D(I(f )).

(iii): Let x ∈ H. Since E(Mk) = I(χMk
), using Proposition 4.12, we compute

I(f χMk
)x = I(f χMnχMk

)x = I(f χMn)E(Mk)x = E(Mk)I(f χMn)x (4.31)

for n ≥ k. Hence, supn ‖I(f χMn)E(Mk)x‖ < ∞, and so E(Mk)x ∈ D(I(f )). That
is,

⋃
k E(Mk)H ⊆ D(I(f )).

Letting n → ∞ in (4.31) and using (4.27), we get I(f )E(Mk)x = I(f χMk
)x for

x ∈ H. Now suppose that x ∈ D(I(f )). Letting again n → ∞ in (4.31), we obtain
E(Mk)I(f )x = I(f )E(Mk)x. This proves (4.28).

Since E(Mn)x → x by (4.25) and I(f )E(Mn)x = E(Mn)I(f )x → I(f )x for
x ∈D(I(f )), the linear subspace

⋃
n E(Mn)H of H is a core for I(f ). �

Corollary 4.14 Let n ∈ N and f1, . . . , fn ∈ S . Then
⋂n

k=1 D(I(fk)) is a core for
each operator I(fk).

Proof Choose a bounding sequence for all fj and apply Theorem 4.13(iii). �

Proposition 4.15 Let f,g ∈ S and x ∈ D(I(f )), y ∈D(I(g)). Then we have

〈
I(f )x, I(g)y

〉 =
∫

Ω

f (t)g(t) d
〈
E(t)x, y

〉
, (4.32)

∥
∥I(f )x

∥
∥2 =

∫

Ω

∣
∣f (t)

∣
∣2

d
〈
E(t)x, x

〉
. (4.33)

Proof Equation (4.33) follows from (4.32) by setting f = g, x = y.
We prove formula (4.32). Applying Proposition 4.12(ii) to the bounded function

f gχMn and Proposition 4.12(i), we obtain
∫

Ω

f gχMn dEx,y = 〈
I(f gχMn)x, y

〉 = 〈
I(f χMn)x, I(gχMn)y

〉
. (4.34)

Since x ∈ D(I(f )) and y ∈ D(I(g)), we have f ∈ L2(Ω,Ex) and g ∈ L2(Ω,Ey)

by (4.26). Hence, by Lemma 4.8 and (4.19), the integral
∫

f g dEx,y exists, so that
∣
∣
∣
∣

∫

Ω

f gχMn dEx,y −
∫

Ω

f g dEx,y

∣
∣
∣
∣

=
∣
∣
∣
∣

∫

Ω

(f χMn − f )g dEx,y

∣
∣
∣
∣

≤ ‖f χMn − f ‖L2(Ω,Ex)‖g‖L2(Ω,Ey) → 0 as n → ∞,
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because f χMn→f in L2(Ω,Ex) as shown in the proof of Theorem 4.13(i). There-
fore, since I(f )x = limn I(f χMn)x and I(g)y = limn I(gχMn)y by (4.27), letting
n → ∞ in (4.34), we obtain (4.32). �

If f ∈ B, then (Mn = Ω)n∈N is a bounding sequence for f , and hence the opera-
tor I(f ) given by (4.27) coincides with the operator I(f ) defined in Theorem 4.13.

The main algebraic properties of the map f → I(f ) are collected in the follow-
ing theorem. Here f denotes the complex conjugate of a function f .

Theorem 4.16 For f,g ∈ S(Ω,A,E) and α,β ∈ C, we have:

(i) I(f ) = I(f )∗,
(ii) I(αf + βg) = αI(f ) + βI(g),

(iii) I(fg) = I(f )I(g),
(iv) I(f ) is a closed normal operator on H, and I(f )∗I(f ) = I(f f ) = I(f )I(f )∗,
(v) D(I(f )I(g)) = D(I(g)) ∩D(I(fg)).

Proof We choose a bounding sequence (Mn)n∈N for f and g and abbreviate
En := E(Mn) and hn := hχMn for h ∈ S . Recall that limn Enx = x for x ∈ H by
(4.25). Clearly, (Mn) is also a bounding sequence for f , f + g and fg. Hence, by
Theorem 4.13(iii), D0 := ⋃∞

n=1 EnH is a core for the operators I(f +g) and I(fg).
(i): Let x ∈ D(I(f )) and y ∈ D(I(f )). Applying (4.28) twice and Proposi-

tion 4.12(i), we derive
〈
EnI(f )x, y

〉 = 〈
I(fn)x, y

〉 = 〈
x, I(fn)y

〉 = 〈
x, I

(
(f )n

)
y
〉 = 〈

x,EnI(f )y
〉
.

As n → ∞, we obtain 〈I(f )x, y〉 = 〈x, I(f )y〉. This shows that I(f ) ⊆ I(f )∗.
Now suppose that y ∈D(I(f )∗). Again by (4.28) and Proposition 4.12(i) we get

〈
x,EnI(f )∗y

〉 = 〈
I(f )Enx, y

〉 = 〈
I(fn)x, y

〉 = 〈
x, I(fn)y

〉

for all x ∈ H. Hence, EnI(f )∗y = I(fn)y, and so supn ‖I(fn)y‖ ≤ ‖I(f )∗y‖.
Therefore, y ∈ D(I(f )) by Proposition 4.13(i). Thus, D(I(f )∗) ⊆ D(I(f )).

Putting the preceding two paragraphs together, we have proved that I(f ) =
I(f )∗.

In particular, each operator I(f ) is closed, since I(f ) = I(f )∗.
(ii): Obviously, it suffices to prove that I(f + g) = I(f ) + I(g). First, we note

that the operator I(f ) + I(g) is closable, because

D
((
I(f ) + I(g)

)∗) ⊇ D
(
I(f )∗ + I(g)∗

) = D
(
I(f ) + I(g)

) ⊇ D0

and D0 is dense in H. Since (Mn) is a bounding sequence for f , g, f + g, we have
(
I(f ) + I(g)

)
En = I(fn) + I(gn) = I(fn + gn) = I(f + g)En, (4.35)

En

(
I(f ) + I(g)

) = EnI(f ) + EnI(g) ⊆ (
I(f ) + I(g)

)
En

= I(f + g)En (4.36)

by (4.28) and Proposition 4.12(i). Letting n → ∞ in (4.35) and using that D0 =⋃
n EnH is a core for the closed operator I(f + g), we get I(f + g) ⊆ I(f ) + I(g).
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Recall that I(f + g)En is a bounded operator defined on H. From (4.36) it fol-
lows therefore that EnI(f ) + I(g) ⊆ I(f + g)En. Letting again n → ∞ and using
(4.27), we obtain I(f ) + I(g) ⊆ I(f + g). Thus, I(f + g) = I(f ) + I(g).

(iii): Formula (4.28) implies that the dense linear subspace D0 = ⋃
n EnH is

contained in the domain of I(ḡ)I(f̄ ). Hence, the operator I(f )I(g) is closable, since
(I(f )I(g))∗ ⊇ I(ḡ)I(f̄ ) by (i). Again by (4.28) and Proposition 4.12(i),

I(fg)En = I
(
(fg)n

) = I(fn)I(gn) = I(f )EnI(gn) = I(f )I(gn)En = I(f )I(g)En,

(4.37)

EnI(f )I(g) ⊆ I(f )I(g)En = I(fg)En. (4.38)

Letting n → ∞ in (4.37) and using that D0 is a core for the closed operator I(fg),
we conclude that I(fg) ⊆ I(f )I(g).

Since I(fg)En is bounded and defined on H, we obtain EnI(f )I(g) ⊆ I(fg)En

from (4.38), and hence I(f )I(g) ⊆ I(fg) as n → ∞ by (4.27).
Thus, we have shown that I(fg) = I(f )I(g).
(iv): By (i) and (iii) we have I(f )∗I(f ) = I(f )I(f ) ⊆ I(f f ). Since I(f ) is

closed, I(f )∗I(f ) is self-adjoint by Proposition 3.18(ii). By (i), I(f f ) is self-
adjoint. Hence, I(f )∗I(f ) = I(f f ). A similar reasoning shows that I(f )I(f )∗ =
I(f f ). Therefore, I(f )∗I(f ) = I(f f ) = I(f )I(f )∗, that is, I(f ) is normal.

(v): Since I(f )I(g) ⊆ I(fg) by (iii), D(I(f )I(g)) ⊆ D(I(g)) ∩ D(I(fg)). To
prove the converse inclusion, let x ∈ D(I(g)) ∩D(I(fg)). Recall that by (4.37),

I(fg)Enx = I(f )I(g)Enx. (4.39)

As n → ∞, we get I(g)Enx → I(g)x (by x ∈ D(I(g))) and I(fg)Enx → I(fg)x

(by x ∈ D(I(fg))). Therefore, since the operator I(f ) is closed, it follows from
(4.39) that I(g)x ∈D(I(f )), that is, x ∈ D(I(f )I(g)). �

4.3.3 Properties of Spectral Integrals

In this subsection we develop a number of further properties of spectral integrals
which will be used later. Throughout, f and g are functions from S = S(Ω,A,E).

Proposition 4.17

(i) If f (t) = g(t) E-a.e. on Ω , then I(f ) = I(g).
(ii) If f (t) is real-valued E-a.e. on Ω , then I(f ) is self-adjoint.

(iii) If f (t) ≥ 0 E-a.e. on Ω , then I(f ) is positive and self-adjoint.
(iv) If g(t) ≥ 0 E-a.e. on Ω , then I(

√
g) is a positive self-adjoint operator such

that I(
√

g)2 = I(g).

Proof (i) and (iii) follow at once from (4.32). (ii) is an immediate consequence of
Theorem 4.16(i). (iv) follows from Theorem 4.16, (i) and (iv), applied with

√
f = g,

and from (iii). �
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The assertion of (iv) means that I(
√

g) is a “positive square root” of the positive
self-adjoint operator I(g). We shall see below (Proposition 5.13) that each positive
self-adjoint operator has a unique positive square root.

Recall that a function f ∈ S is in L∞(Ω,E) if and only if f is bounded E-a.e.
on Ω and that ‖f ‖∞ is the E-essential supremum of f , that is, ‖f ‖∞ is the infimum
of sup{|f (t)| : t ∈ Ω\N} over all sets N ∈A such that E(N) = 0. By this definition,
‖f ‖∞ < ∞ if and only if f ∈ L∞(Ω,E).

Proposition 4.18 The operator I(f ) is bounded if and only if f ∈ L∞(Ω,E). In
this case, ‖I(f )‖ = ‖f ‖∞.

Proof Obviously, if f ∈ L∞(Ω,E), then I(f ) is bounded and ‖I(f )‖ ≤ ‖f ‖∞.
Conversely, suppose I(f ) is bounded. Set Mn := {t : |f (t)| ≥ ‖I(f )‖ + 2−n} for
n ∈N. By Theorem 4.16(iii) and by (4.33), we have for x ∈H,

∥
∥I(f )

∥
∥2∥∥E(Mn)x

∥
∥2 ≥ ∥

∥I(f )E(Mn)x
∥
∥2 = ∥

∥I(f χMn)x
∥
∥2

=
∫

Ω

|f χMn |2 dEx =
∫

Mn

|f |2 dEx

≥ (∥
∥I(f )

∥
∥ + 2−n

)2∥∥E(Mn)x
∥
∥2

.

This is only possible if E(Mn)x = 0. Thus, E(Mn) = 0, and hence E(M) = 0,
where M := ⋃∞

n=1 Mn. Since obviously M = {t ∈ Ω : |f (t)| > ‖I(f )‖}, it follows
that |f (t)| ≤ ‖I(f )‖ E-a.e., and hence ‖f ‖∞ ≤ ‖I(f )‖. �

Proposition 4.19 The operator I(f ) is invertible if and only if f (t) �= 0 E-a.e.
on Ω . In this case we have I(f )−1 = I(f −1). Here f −1 denotes the function from S
which is defined by f −1(t) := 1

f (t)
, where we set 1

0 = ∞ and 1
∞ = 0.

Proof Set N (f ) := {t ∈ Ω : f (t) = 0}. Then I(f )E(N (f )) = I(f χN (f )) =
I(0) = 0 by Theorem 4.16. Hence, I(f ) is not invertible if E(N (f )) �= 0.

Suppose now that E(N (f )) = 0. Clearly, then f −1 ∈ S . Since f −1f = 1 E-a.e.,
we have D(I(f −1f )) = D(I(1)) = H, and hence D(I(f −1)I(f )) = D(I(f )) by
Theorem 4.16(v). Further, I(f −1)I(f ) ⊆ I(f −1f ) = I by Theorem 4.16(iii). From
these two relations we conclude that I(f ) is invertible and that I(f )−1 ⊆ I(f −1).

Replacing f by f −1 in the preceding, we obtain I(f −1)−1 ⊆ I(f ) which in turn
implies that (I(f −1)−1)−1 = I(f −1) ⊆ I(f )−1. Thus, I(f )−1 = I(f −1). �

Proposition 4.20

(i) The spectrum of I(f ) is the essential range of f , that is,

σ
(
I(f )

) = {
λ ∈ C : E({

t ∈ Ω :
∣
∣f (t) − λ

∣
∣ < ε

}) �= 0 for all ε > 0
}
.

(4.40)

If λ ∈ ρ(I(f )), then we have Rλ(I(f )) = I((f − λ)−1).
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(ii) λ ∈ C is an eigenvalue of I(f ) if and only if E({t ∈ Ω : f (t) = λ}) �= 0. In this
case, E({t ∈ Ω : f (t)=λ}) is the projection on the eigenspace of I(f ) at λ.

Proof Upon replacing f by f − λ, we can assume throughout that λ = 0.
(i): Clearly, 0 ∈ ρ(I(f )) if and only if I(f ) has a bounded everywhere de-

fined inverse. Hence, it follows from Propositions 4.18 and 4.19 that 0 ∈ ρ(I(f ))

if and only if f �= 0 E-a.e. and f −1 ∈ L∞(Ω,E), or equivalently, if there is a
constant c > 0 such that E({t : |f (t)| ≥ c}) = 0. Therefore, 0 ∈ σ(I(f )) if and
only if E({t : |f (t)| < ε}) �= 0 for all ε > 0. By Proposition 4.19, we then have
R0(I(f )) = I(f )−1 = I(f −1).

(ii): Let x ∈ H. Put N (f ) := {t ∈ Ω : f (t) = 0}. From Eq. (4.33) it follows that
I(f )x = 0 if and only if f (t) = 0 Ex -a.e. on Ω , that is, if 〈E(Ω\N (f ))x, x〉 = 0,
or equivalently, if E(Ω\N (f ))x ≡ x − E(N (f ))x = 0. That is, x ∈ N (I(f )) if
and only if x = E(N (f ))x. Hence, E(N (f )) is the projection onto N (I(f )). In
particular, N (I(f )) �= {0} if only and only if E(N (f )) �= 0. �

Simple examples show that for arbitrary functions f,g ∈ S , the bars in The-
orem 4.16, (ii) and (iii), cannot be avoided (see Exercise 7), that is, in gen-
eral, we only have I(f ) + I(g) ⊆ I(f + g) and I(f )I(g) ⊆ I(fg). However, if
D(I(fg)) ⊆ D(I(g)) (for instance, if the operator I(g) is bounded), then we have
I(fg) = I(f )I(g) by Theorem 4.16, (iii) and (v). We illustrate this by a simple
example.

Example 4.8 Let λ ∈ ρ(I(f )). By Theorem 4.16(v) and Proposition 4.40(i) we
then have I(f (f − λ)−1) = I(f )I((f − λ)−1) = I(f )(I(f ) − λI)−1; this operator
is bounded, and its domain is H.

Also, I(f (f − λ)−1) ⊇ I((f − λ)−1)I(f ), but the domain of I((f − λ)−1)I(f )

is only D(I(f )). However, we have I(f (f − λ)−1) = I((f − λ)−1)I(f ). ◦

The following two propositions describe some cases where the bars can be omit-
ted.

Proposition 4.21

(i) If there exists a c > 0 such that |f (t) + g(t)| ≥ c|f (t)| E-a.e., then we have
I(f ) + I(g) = I(f + g).

(ii) If f (t) ≥ 0 and g(t) ≥ 0 E-a.e., then I(f ) + I(g) = I(f + g).
(iii) If there is a constant c > 0 such that |f (t)| ≥ c E-a.e., then I(fg) = I(f )I(g).

Proof (i): By Theorem 4.16(ii), I(f ) + I(g) ⊆ I(f + g). Thus, it suffices to
show that D(I(f + g)) ⊆ D(I(f ) + I(g)). Since c|f | ≤ |f + g|, we have |g| ≤
(1 + c−1)|f + g|, so (4.26) implies that D(I(f + g)) ⊆ D(I(f )) ∩ D(I(g)) =
D(I(f ) + I(g)).

(ii) follows immediately from (i).
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(iii): Since I(f )I(g) ⊆ I(fg) by Theorem 4.16(iii), it is enough to verify
that D(I(fg)) ⊆ D(I(f )I(g)). But D(I(f )I(g)) = D(I(g)) ∩ D(I(fg)) by The-
orem 4.16(v), so it suffices to check that D(I(fg)) ⊆ D(I(g)). The latter follows at
once from (4.26) using the assumption |f | ≥ c > 0. �

Proposition 4.22 I(p(f )) = p(I(f )) for any polynomial p ∈ C[x].

Proof We proceed by induction on the degree of the polynomial p.
Suppose that the assertion I(q(f )) = q(I(f )) is true for all q ∈ C[x] such that

degree q < n. Let p(x) ∈ C[x] be of degree n. We write p as p(x) = anx
n + q(x),

where an �= 0 and degree q < n. We first prove that

I
(
f n

) = I(f )n. (4.41)

Since |f |2 ≤ 1 + |f n|2, we have D(I(f n)) ⊆ D(I(f )) by (4.26). Using the induc-
tion hypothesis I(f n−1) = I(f )n−1, Theorem 4.16(v), and the latter inclusion, we
derive

D
(
I(f )n

) = D
(
I(f )n−1I(f )

) = D
(
I
(
f n−1)I(f )

)

= D
(
I(f )

) ∩D
(
I
(
f n

)) = D
(
I
(
f n

))
.

Therefore, since

I
(
f n

) ⊇ I
(
f n−1)I(f ) = I(f )n−1I(f ) = I(f )n

by Theorem 4.16(iii), Eq. (4.41) follows.
Using (4.41), the hypothesis I(q(f )) = q(I(f )), and Theorem 4.16(ii), we ob-

tain

p
(
I(f )

) = anI(f )n + q
(
I(f )

) = anI
(
f n

) + I
(
q(f )

) ⊆ I
(
p(f )

)
. (4.42)

Since degree p = n, we have f n ∈ L2(Ω,Ex) if and only if p(f ) ∈ L2(Ω,Ex), and
so D(I(f n)) = D(I(p(f ))) by (4.26). On the other hand, D(p(I(f ))) = D(I(f )n)

by the definition of the operator p(I(f )). Therefore, D(I(p(f ))) = D(p(I(f ))) by
(4.41), and hence I(p(f )) = p(I(f )) by (4.42). �

Proposition 4.23 An operator T ∈ B(H) commutes with a spectral measure E

on H (that is, T E(M) = E(M)T for all M ∈ A) if and only if T I(f ) ⊆ I(f )T

for all f ∈ S .

Proof The if part is clear, because I(χM) = E(M). We prove the only if assertion.
For x ∈ H and M ∈ A, we have

ET x(M) = ∥
∥E(M)T x

∥
∥2 = ∥

∥T E(M)x
∥
∥2 ≤ ‖T ‖2Ex(M).

Hence, T x ∈ D(I(f )) if x ∈ D(I(f )) by (4.26). Since T commutes with E, T com-
mutes with I(g) for simple functions g and by taking limits with I(g) for all
g ∈ B. In particular, T commutes with all operators I(f χMk

). Therefore, since
TD(I(f )) ⊆ D(I(f )), it follows from (4.27) that T I(f ) ⊆ I(f )T . �
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Let N ∈ A. Since E(N) commutes with E, E(N)I(f ) ⊆ I(f )E(N) by Propo-
sition 4.23, so the closed subspace E(N)H reduces I(f ) by Proposition 1.15. That
is, setting I(f )0 = I(f )�E(N)H and I(f )1 = I(f )�(I − E(N))H, we have

I(f ) = I(f )0 ⊕ I(f )1 on H = E(N)H⊕ (
I − E(N)

)
H.

The last result in this section is about transformations of spectral measures.
Let ϕ be a mapping of Ω onto another set Ω0, and let A0 be the σ -algebra of all

subsets M of Ω0 whose inverse image ϕ−1(M) is in A. It is easily checked that

F(M) := E
(
ϕ−1(M)

)
, M ∈A0, (4.43)

defines a spectral measure on (Ω0,A0) acting on the same Hilbert space H.

Proposition 4.24 If h ∈ S(Ω0,A0,F ), then h ◦ ϕ ∈ S(Ω,A,E), and
∫

Ω0

h(s) dF (s) =
∫

Ω

h
(
ϕ(t)

)
dE(t). (4.44)

Proof If follows at once from definition (4.43) that h ◦ ϕ is in S(Ω,A,E). From
the transformation formula for scalar measures (see (B.6)) we derive

∫

Ω0

∣
∣h(s)

∣
∣2

d
〈
F(s)x, x

〉 =
∫

Ω

∣
∣h

(
ϕ(t)

)∣
∣2

d
〈
E(t)x, x

〉
, (4.45)

∫

Ω0

h(s) d
〈
F(s)y, y

〉 =
∫

Ω

h
(
ϕ(t)

)
d
〈
E(t)y, y

〉
(4.46)

for all x ∈ H and those y ∈ H for which h is 〈F(·)y, y〉-integrable on Ω0. Com-
bining (4.45) and (4.26), we obtain D(IF (h)) = D(IE(h ◦ ϕ)). Here IF and IE

denote the spectral integrals with respect to the spectral measures F and E. From
formulas (4.46) and (4.32), applied with g(t) = 1, we conclude that 〈IF (h)y, y〉 =
〈IE(h◦ϕ)y, y〉 for y ∈D(IF (h)) =D(IE(h◦ϕ)). Therefore, IF (h) = IE(h◦ϕ) by
the polarization formula (1.2). This proves (4.44). �

We illustrate the preceding considerations by describing the spectral integrals
I(f ) = ∫

Ω
f dE(t) for our three guiding examples of spectral measures.

Example 4.9 (Example 4.5 continued)

D
(
I(f )

) =
{

x ∈H :
∑

n

∣
∣f (λn)

∣
∣2‖Pnx‖2 < ∞

}

,

I(f )x =
∑

n

f (λn)Pnx for x ∈ D
(
I(f )

)
. ◦

Example 4.10 (Example 4.6 continued)

D
(
I(f )

) =
{

x ∈ L2(J ,μ) :
∫

J

∣
∣f (t)

∣
∣2∣∣x(t)

∣
∣2

dμ(t) < ∞
}

,

(
I(f )x

)
(t) = f (t)x(t), t ∈ J , for x ∈D

(
I(f )

)
. ◦
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Example 4.11 (Example 4.7 continued)

D
(
I(f )

) =
{

x ∈ L2(Ω,μ) :
∫

Ω

∣
∣f

(
h(t)

)∣
∣2∣∣x(t)

∣
∣2

dμ(t) < ∞
}

,

(
I(f )x

)
(t) = f

(
h(t)

)
x(t), t ∈ Ω, for x ∈ D

(
I(f )

)
. ◦

For characteristic functions f = χM , these formulas are just the definitions of
the spectral measures given in Examples 4.5, 4.6, and 4.7. Hence, the formulas hold
for simple functions by linearity and for arbitrary functions f ∈ S by taking limits.

It might be instructive for the reader to check the properties and constructions
developed above in the case of these examples.

4.4 Exercises

1. Prove that the family {E(λ)} in Example 4.3 is a resolution of the identity.
2. Use the definitions (4.4) and (4.5) to prove that E(J1)E(J2) = 0 if J1 and J2

are disjoint intervals.
3. Let {E(λ) : λ ∈R} be a resolution of the identity. Prove Eq. (4.3), that is,

E(λ1) ≤ E(λ0 − 0) ≤ E(λ2) if λ1 < λ0 ≤ λ2.

4. Let Pn,n ∈ N, and P be projections on a Hilbert space H. Show that
limn→∞〈Pnx, y〉 = 〈Px,y〉 for x, y ∈ H if and only if limn→∞ Pnx = Px

for x ∈H.
5. Let E be a spectral measure on (A,Ω) on a Hilbert space H.

a. Show that Ex+y(M) + Ey−x(M) = 2Ex(M) + 2Ey(M).
b. Show that E(M ∪ N) + E(M ∩ N) = E(M) + E(N) for M,N ∈ A.
c. Show that E(M1 ∪ · · · ∪ Mn) ≤ E(M1) + · · · + E(Mn) for M,N ∈ A.
d. Show that 〈E(

⋃∞
n=1 Mn)x, x〉 ≤ ∑∞

n=1〈E(Mn)x, x〉 for each sequence
(Mn)n∈N of sets in A for x ∈ H.

6. Let A be a σ -algebra on Ω , and let E be a mapping of A into the projections
of a Hilbert space H such that E(Ω) = I . Show that E is a spectral measure if
and only if one of the following conditions is satisfied:
a. E(

⋃∞
n=1 Mn) = s-limn→∞E(Mn) for each sequence (Mn)n∈N of sets

Mn ∈ A such that Mn ⊆ Mn+1 for n ∈ N.
b. E(

⋂∞
n=1 Nn) = s-limn→∞E(Nn) for each sequence (Nn)n∈N of sets Nn ∈ A

such that Nn+1 ⊆ Nn for n ∈ N.
7. Prove the formula in Proposition 4.12(iii) for functions f ∈ Bs .
8. Find functions f1, f2, g1, g2 ∈ S for which I(f1 + g1) �= I(f1) + I(g1) and

I(f2g2) �= I(f2)I(g2).
Hint: Take g1 = −f1 and g2 = 1

f2
for some unbounded functions.

9. Let f,g ∈ S . Prove or disprove the equalities I(ef +g) = I(ef )I(eg) and
I(sin(f + g)) = I(sinf )I(cosg) + I(cosf )I(sing).

10. Carry out the proofs of some formulas stated in Examples 4.9–4.11.

Further exercises on spectral integrals are given after Chap. 5 in terms of the func-
tional calculus for self-adjoint or normal operators.



Chapter 5
Spectral Decompositions of Self-adjoint
and Normal Operators

If E is a spectral measure on the real line, the spectral integral
∫
R

λdE(λ) is a
self-adjoint operator. The spectral theorem states that any self-adjoint operator A

is of this form and that the spectral measure E is uniquely determined by A. The
proof given in Sect. 5.2 reduces this theorem to the case of bounded self-adjoint
operators by using the bounded transform. Section 5.1 contains a proof of the spec-
tral theorem in the bounded case. It should be emphasized that this proof estab-
lishes the existence of a spectral measure rather than only a resolution of the iden-
tity.

The spectral theorem can be considered as a structure theorem for self-adjoint
operators. It allows us to define functions f (A) = ∫

R
f (λ)dE(λ) of the operator A.

In Sect. 5.3 this functional calculus is developed, and a number of applications are
derived. Section 5.4 is about self-adjoint operators with simple spectra.

In Sect. 5.5 the spectral theorem for n-tuples of strongly commuting unbounded
normal operators is proved, and the joint spectrum of such n-tuples is investigated.
Permutability problems involving unbounded operators are a difficult matter. The
final Sect. 5.6 deals with the strong commutativity of unbounded normals and con-
tains a number of equivalent characterizations.

5.1 Spectral Theorem for Bounded Self-adjoint Operators

The main result proved in this section is the following theorem.

Theorem 5.1 Let A be a bounded self-adjoint operator on a Hilbert space H. Let
J = [a, b] be a compact interval on R such that σ(A) ⊆ J . Then there exists a
unique spectral measure E on the Borel σ -algebra B(J ) such that

A =
∫

J
λdE(λ).

If F is another spectral measure on B(R) such that A = ∫
R

λdF(λ), then we have
E(M ∩J ) = F(M) for all M ∈ B(R).

K. Schmüdgen, Unbounded Self-adjoint Operators on Hilbert Space,
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DOI 10.1007/978-94-007-4753-1_5, © Springer Science+Business Media Dordrecht 2012
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A bounded operator T on H commutes with A if and only if it commutes with all
projections E(M), M ∈B(J ).

Before we begin the proof of this theorem, we develop some preliminaries.
Let C[t] be the ∗-algebra of complex polynomials p(t) = ∑n

k=0 akt
k with invo-

lution given by p(t) = ∑n
k=0 akt

k . Recall that p(A) = ∑n
k=0 akA

k , where A0 = I .
Clearly, the map p → p(A) is a ∗-homomorphism of C[t] onto the ∗-algebra C[A]
of operators p(A) in B(H).

For f ∈ C(J ), we define ‖f ‖J = sup{|f (t)| : t ∈ J }.

Lemma 5.2 σ(p(A)) ⊆ p(σ(A)) for p ∈C[t].

Proof Let γ ∈ σ(p(A)). Clearly, we can assume that n := degp > 0. By the fun-
damental theorem of algebra, there are complex numbers α1, . . . , αn such that
p(t) − γ = an(t − α1) · · · (t − αn). Then

p(A) − γ I = an(A − α1I ) · · · (A − αnI). (5.1)

If all αj are in ρ(A), then the right-hand side of (5.1) has a bounded inverse, so has
p(A) − γ I , and hence γ ∈ ρ(p(A)). This is a contradiction, since γ ∈ σ(p(A)).
Hence, at least one αj is in σ(A). Since p(αj ) − γ = 0, we get γ ∈ p(σ(A)). �

Lemma 5.3 For p ∈ C[t], we have ‖p(A)‖ ≤ ‖p‖J .

Proof Using Lemma 5.2, applied to pp, and the relation σ(A) ⊆ J , we obtain

∥
∥p(A)

∥
∥2 = ∥

∥p(A)∗p(A)
∥
∥ = ∥

∥(pp)(A)
∥
∥ = sup

{|γ | : γ ∈ σ
(
(pp)(A)

)}

≤ sup
{
pp(λ) : λ ∈ σ(A)

} ≤ ‖pp‖J = ‖p‖2
J . �

The main technical ingredient of our proof is the Riesz representation theorem.
More precisely, we shall use the following lemma.

Lemma 5.4 For each continuous linear functional F on the normed linear space
(C[t],‖ · ‖J ), there exists a unique complex regular Borel measure μ on J such
that

F(p) =
∫

J
p(λ)dμ(λ), p ∈ C[t].

Moreover, |μ(M)| ≤ ‖F‖ for all M ∈ B(J ).

Proof By the Weierstrass theorem, the polynomials are dense in (C(J ),‖ · ‖J ),
so each continuous linear functional on (C[t],‖ · ‖J ) has a unique extension to a
continuous linear functional on C(J ). The existence and uniqueness of μ follow
then from the Riesz representation theorem (Theorem B.7). �
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Proof of Theorem 5.1
Existence: For arbitrary x, y ∈ H, we define the linear functional Fx,y on C[t]

by Fx,y(p) = 〈p(A)x, y〉,p ∈ C[t]. Since
∣
∣Fx,y(p)

∣
∣ ≤ ∥

∥p(A)
∥
∥‖x‖‖y‖ ≤ ‖p‖J ‖x‖‖y‖

by Lemma 5.3, Fx,y is continuous on (C[t],‖ · ‖J ), and ‖Fx,y‖ ≤ ‖x‖‖y‖. By
Lemma 5.4, there is a unique regular complex Borel measure μx,y on J such that

Fx,y(p) = 〈
p(A)x, y

〉 =
∫

J
p(λ)dμx,y(λ), p ∈ C[t]. (5.2)

Our aim is to show that there exists a spectral measure E on the Borel σ -algebra
B(J ) such that μx,y(M) = 〈E(M)x,y〉 for x, y ∈ H and M ∈B(J ).

Let α1, α2 ∈ C and x1, x2 ∈ H. Using the linearity of the scalar product in the
first variable and (5.2), we obtain
∫

p dμα1x1+α2x2,y = α1

∫
p dμx1,y + α2

∫
p dμx2,y =

∫
p d(α1μx1,y + α2μx2,y)

for p ∈ C[t]. Therefore, by the uniqueness of the representing measure of the func-
tional Fαax1+α2x2,y (see Lemma 5.4) we obtain

μα1x1+α2x2,y(M) = α1μx1,y(M) + α2μx2,y(M)

for M ∈B(J ). Similarly, for y1, y2 ∈ H,

μx,α1y1+α2,y2(M) = α1μx,y1(M) + α2μx,y2(M).

Moreover, |μx,y(M)| ≤ ‖Fx,y‖ ≤ ‖x‖‖y‖ by the last assertion of Lemma 5.4. That
is, for each M ∈ B(J ), the map (x, y) → μx,y(M) is a continuous sesquilinear
form on H. Hence, there exists a bounded operator E(M) on H such that

μx,y(M) = 〈
E(M)x,y

〉
, x, y ∈H. (5.3)

Setting p(t) = 1 in (5.2), we obtain 〈x, y〉 = μx,y(J ) = 〈E(J )x, y〉 for x, y ∈ H,
and so E(J ) = I .

The crucial step of this proof is to show that E(M) is a projection. Once this is
established, E is a spectral measure by Lemma 4.4. Let x, y ∈ H and p ∈ C[t]. By
(5.2) we have

∫
p dμx,y = 〈

p(A)x, y
〉 = 〈

p(A)y, x
〉 =

∫
p dμy,x =

∫
p dμy,x,

and hence μx,y(M) = μy,x(M) for M ∈ B(J ) again by the uniqueness of the rep-
resenting measure (Lemma 5.4). By (5.3), the latter yields E(M) = E(M)∗.

To prove that E(M)2 = E(M), we essentially use the multiplicativity property
(pq)(A) = p(A)q(A) for p,q ∈ C[t]. Since

∫
p dμq(A)x,y = 〈

p(A)q(A)x, y
〉 = 〈

(pq)(A)y, x
〉 =

∫
pq dμy,x,
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the uniqueness assertion of Lemma 5.4 implies that dμq(A)x,y = q dμx,y , and so
〈E(M)q(A)x, y〉 = ∫

M
q dμx,y for M ∈ B(J ) by (5.3). Hence, since E(M) =

E(M)∗, we have
∫

q dμx,E(M)y = 〈
q(A)x,E(M)y

〉 = 〈
E(M)q(A)x, y

〉 =
∫

qχM dμx,y

for q ∈ C[t]. Using once more the uniqueness of the representing measure, we ob-
tain dμx,E(M)y = χM dμx,y , so μx,E(M)y(N) = ∫

N
χM dμx,y = μx,y(M ∩ N) for

N ∈ B(J ), and hence 〈E(N)x,E(M)y〉 = 〈E(M ∩ N)x,y〉 by (5.3). Therefore,
E(M)E(N) = E(M ∩ N). Setting M = N , we get E(M)2 = E(M), so E(M) is
indeed a projection for M ∈ B(J ). Hence, E is a spectral measure on B(J ).

Let x, y ∈H. From (5.2) and (5.3) we obtain
〈
p(A)x, y

〉 =
∫

J
p(λ)d

〈
E(λ)x, y

〉
(5.4)

for p ∈ C[t]. In particular, 〈Ax,y〉 = ∫
J λd〈E(λ)x, y〉. For the operator I(f0) =∫

J λdE(λ) with f0(λ) = λ, λ ∈ J , we also have 〈I(f0)x, y〉 = ∫
J λd〈E(λ)x, y〉

by (4.32). Thus, A = I(f0) = ∫
J λdE(λ).

Uniqueness: Let I(f ) denote the spectral integral
∫
R

f dF with respect to a sec-
ond spectral measure F . By assumption, we have A = I(f0), where f0(λ) = λ. Let
J = [a, b] and Nn := [b + n−1,+∞). By the properties stated in Theorem 4.16,

〈
AF(Nn)x,F (Nn)x

〉 = 〈
I(f0χNn)x, x

〉

=
∫

Nn

λd
〈
F(λ)x, x

〉 ≥ (
b + n−1)

∫

Nn

d
〈
F(λ)x, x

〉 = (
b + n−1)∥∥F(Nn)x

∥
∥2

.

Since σ(A) ⊆ [a, b] and hence 〈Ay,y〉 ≤ b‖y‖2 for y ∈ H, we get F(Nn)x = 0 for
all x ∈ H. Thus, s-limn→∞ F(Nn) = F((b,+∞)) = 0 by Lemma 4.5.

A similar reasoning shows that F((−∞, a)) = 0. Thus, we have
〈
p(A)x, x

〉 =
∫

J
p(λ)d

〈
F(λ)x, x

〉

for p ∈ C[t]. Comparing the latter with (5.4), we obtain 〈E(N)x, x〉 = 〈F(N)x, x〉
for all N ∈ B(J ) and x ∈ H by the uniqueness assertion of Lemma 5.4. Conse-
quently, E(N) = F(N) for N ∈ B(J ). Since F((b,+∞)) = F((−∞, a)) = 0 and
hence F(R\J ) = 0, we get E(M ∩J ) = F(M) for M ∈ B(R).

Finally, let T ∈ B(H) and suppose that T A = AT . Since A = ∫
J λdE(λ) and

hence p(A) = ∫
J p(λ)dE(λ) for each polynomial p, we obtain

∫

J
p(λ)d

〈
E(λ)T x, y

〉 = 〈
p(A)T x, y

〉 = 〈
p(A)x,T ∗y

〉 =
∫

J
p(λ)d

〈
E(λ)x,T ∗y

〉

for x, y ∈ H. Therefore, by the uniqueness assertion in Lemma 5.4 the measures
〈E(·)T x, y〉 and 〈E(·)x, T ∗y〉 coincide. That is,

〈
E(M)T x,y

〉 = 〈
E(M)x,T ∗y

〉 = 〈
T E(M)x, y

〉
,

and so E(M)T = T E(M) for M ∈ B(J ). Conversely, if T E(·) = E(·)T , then we
have T A = AT by Proposition 4.23. �
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Corollary 5.5 Let A be a positive bounded self-adjoint operator on H. There exists
a unique positive self-adjoint operator B on H, denoted by A1/2, such that B2 = A.
If (pn)n∈N is a sequence of polynomials such that pn(λ) → λ1/2 uniformly on [0, b]
and σ(A) ⊆ [0, b], then we have limn→∞ ‖pn(A) − A1/2‖ = 0.

Proof Since A is positive and bounded, σ(A) ⊆ [0, b] for some b > 0. By The-
orem 5.1, there is a spectral measure E such that A = ∫

[0,b] λdE(λ). Setting

B := ∫
[0,b] λ

1/2 dE(λ), B is a positive self-adjoint operator and B2 = A. By Propo-

sition 4.12(iv) we have limn ‖pn(A) − B‖ = 0 if pn(λ) → λ1/2 uniformly on [0, b].
We prove the uniqueness assertion. Let C be an arbitrary positive self-adjoint

operator such that C2 = A. Then C commutes with A, so with polynomials of A,
and hence with B = limn pn(A). Let x ∈ H and put y := (B − C)x. Using that
BC = CB and B2 = C2(= A), we derive

〈By,y〉 + 〈Cy,y〉 = 〈
(B + C)(B − C)x, y

〉 = 〈(
B2 − C2)x, y

〉 = 0.

Therefore, 〈By,y〉 = 〈Cy,y〉 = 0, since B ≥ 0 and C ≥ 0. Hence, By = Cy = 0 by
Lemma 3.4(iii). Thus, ‖(B − C)x‖2 = 〈(B − C)2x, x〉 = 〈(B − C)y, x〉 = 0, which
yields Bx = Cx. This proves that B = C. �

Applying the last assertion of Theorem 5.1 twice, first with T = B and then with
T = EA(M), we obtain the following corollary.

Corollary 5.6 Let A = ∫
R

λdEA(λ) and B = ∫
R

λdEB(λ) be bounded self-adjoint
operators on H with spectral measures EA and EB on B(R). Then we have AB =
BA if and only if EA(M)EB(N) = EB(N)EA(M) for M,N ∈B(R).

5.2 Spectral Theorem for Unbounded Self-adjoint Operators

The spectral theorem of unbounded self-adjoint operators is the following result.

Theorem 5.7 Let A be a self-adjoint operator on a Hilbert space H. Then there
exists a unique spectral measure E = EA on the Borel σ -algebra B(R) such that

A =
∫

R

λdEA(λ). (5.5)

First, we explain the idea of our proof of Theorem 5.7. Clearly, the mapping
t → zt := t (1 + t2)−1/2 is a homeomorphism of R on the interval (−1,1). We
define an operator analog of this mapping to transform the unbounded self-adjoint
operator A into a bounded self-adjoint operator ZA. Then we apply Theorem 5.1 to
ZA and transform the spectral measure of ZA into a spectral measure of A.

A similar idea will be used for the spectral theorem for unbounded normals in
Section 5.5. To develop the preliminaries for this result as well, we begin slightly
more generally and suppose that T is a densely defined closed operator on a Hilbert
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space H. By Proposition 3.18(i), CT :=(I + T ∗T )−1 is a positive bounded self-
adjoint operator, so it has a positive square root C

1/2
T by Corollary 5.5. The operator

ZT := T C
1/2
T (5.6)

is called the bounded transform of T . It will be studied more in detail in Sect. 7.3.
Here we prove only the following lemma.

Lemma 5.8 If T is a densely defined closed operator on H, then:

(i) ZT is a bounded operator defined on H such that

‖ZT ‖ ≤ 1 and CT = (
I + T ∗T

)−1 = I − Z∗
T ZT . (5.7)

(ii) (ZT )∗ = ZT ∗ . In particular, ZT is self-adjoint if T is self-adjoint.
(iii) If T is normal, so is ZT .

Proof In this proof we abbreviate C = CT , Z = ZT , C∗ = CT ∗ , and Z∗ = ZT ∗ .
(i): Clearly, CH =D(I + T ∗T ) =D(T ∗T ). Hence, for x ∈ H, we have

∥
∥T C1/2C1/2x

∥
∥2 = 〈

T ∗T Cx,Cx
〉 ≤ 〈(

I + T ∗T
)
Cx,Cx

〉 = 〈x,Cx〉 = ∥
∥C1/2x

∥
∥2

,

that is, ‖Zy‖ = ‖T C1/2y‖ ≤ ‖y‖ for y ∈ C1/2H. Since N (C) = {0} and hence
N (C1/2) = {0}, C1/2H is dense in H. The operator Z = T C1/2 is closed, since T is
closed and C1/2 is bounded. Therefore, the preceding implies that C1/2H ⊆ D(T ),
D(Z) =H, and ‖Z‖ ≤ 1.

Using the relations CH =D(T ∗T ) and Z∗ ⊇ C1/2T ∗, we obtain

Z∗ZC1/2 ⊇ C1/2T ∗T C1/2C1/2 = C1/2(I + T ∗T
)
C − C1/2C = (I − C)C1/2,

so Z∗ZC1/2 = (I − C)C1/2. Since C1/2H is dense, this yields I − Z∗Z = C.
(ii): Recall that C = (I + T ∗T )−1 and C∗ = (I + T T ∗)−1. Let x ∈ D(T ∗).

Setting y = C∗x, we obtain x = (I + T T ∗)y and T ∗x = T ∗(I + T T ∗)y =
(I + T ∗T )T ∗y, so that C∗x ∈ D(T ∗) and CT ∗x = T ∗y = T ∗C∗x. This implies
that p(C∗)x ∈ D(T ∗) and p(C)T ∗x = T ∗p(C∗)x for each polynomial p.

By the Weierstrass theorem, there is a sequence (pn)n∈N of polynomials such
that pn(t)→t1/2 uniformly on [0,1]. From Corollary 5.5 it follows that

lim
n→∞

∥
∥pn(C) − C1/2

∥
∥ = lim

n→∞
∥
∥pn(C∗) − (C∗)1/2

∥
∥ = 0.

Taking the limit in the equation pn(C)T ∗x = T ∗pn(C∗)x, by using that T ∗ is
closed, we get C1/2T ∗x = T ∗(C∗)1/2x for x ∈ D(T ∗). Since Z∗ = (T C1/2)∗ ⊇
C1/2T ∗, we obtain Z∗x = C1/2T ∗x = T ∗(C∗)1/2x = Z∗x for x ∈ D(T ∗). Since
D(T ∗) is dense in H, we conclude that Z∗ = Z∗ on H.

(iii): Suppose that T is normal, that is, T ∗T = T T ∗. Using the last equality
in (5.7) twice, first for T and then for T ∗, and the relation Z∗ = Z∗, we derive

I − Z∗Z = (
I + T ∗T

)−1 = (
I + T T ∗)−1 = I − (Z∗)∗Z∗ = I − ZZ∗.

Hence, Z is normal. �
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Proof of Theorem 5.7 Let us abbreviate C = CA and Z = ZA. By Lemma 5.8,
Z=AC1/2 is a bounded self-adjoint operator on H such that σ(Z) ⊆ [−1,1] and
I − Z2 = C = (I + A2)−1. By the spectral Theorem 5.1, applied to the operator Z,
there is a unique spectral measure F on B([−1,1]) such that

Z =
∫

[−1,1]
z dF (z). (5.8)

Since F({1})H+ F({−1})H ⊆N (I − Z2) =N ((I + A2)−1) = {0}, it follows that
F({1}) = F({−1}) = 0. Hence, ϕ(z) := z(1 − z2)−1/2 is an F -a.e. finite Borel func-
tion on [−1,1].

We prove that A = I(ϕ). For this, we use some properties of spectral integrals.
Since D(I(ϕ)) =D(I((1− z2)−1/2)) by (4.26), we have I(ϕ) = I(z)I((1− z2)−1/2)

by Theorem 4.16, (iii) and (v). From Proposition 4.19 we obtain I((1 − z2)−1/2) =
I((1 − z2)1/2)−1. By the uniqueness of the positive square root (Corollary 5.5) of
the operator C = I − Z2 ≥ 0 we get C1/2 = (I − Z2)1/2 = I((1 − z2)1/2). Recall
that I(z) = Z by (5.8). Summarizing the preceding, we have shown that I(ϕ) =
Z(C1/2)−1.

Since Z = AC1/2 is everywhere defined, C1/2H ⊆ D(A), and hence I(ϕ) =
Z(C1/2)−1 ⊆ A. Because I(ϕ) and A are self-adjoint operators, I(ϕ) = A.

Now we apply Proposition 4.24 to the map (−1,1) � z → λ = ϕ(z) ∈ R. Then
E(M) := F(ϕ−1(M)), M ∈B(R), defines a spectral measure, and we have

∫

R

λdE(λ) =
∫

J
ϕ(z) dF (z) = I(ϕ) = A

by (4.44). This proves the existence assertion of Theorem 5.7.
The uniqueness assertion of Theorem 5.7 will be reduced to the uniqueness in

the bounded case. The inverse ϕ−1 of the mapping ϕ is ϕ−1(λ) = λ(1 + λ2)−1/2.
If E′ is another spectral measure on B(R) such that A = ∫

R
λdE′(λ) holds, then

F ′(ϕ(M)) := E′(M), M ∈ B((−1,1)), defines a spectral measure, and

ZA = A
((

1 + A2)−1)1/2 =
∫

R

ϕ−1(λ) dE′(λ) =
∫

(−1,1)

z dF (z).

Extending F ′ to a spectral measure on [−1,1] by F ′(M) := F ′(M ∩ (−1,1)),
M ∈ B([−1,1]), and using the uniqueness assertion in Theorem 5.1, we conclude
that F ′ = F and hence E′ = E. �

5.3 Functional Calculus and Various Applications

Throughout this section A is a self-adjoint operator on a Hilbert space H, and EA

denotes the spectral measure of A. By Theorem 5.7 we have

A =
∫

R

λdEA(λ). (5.9)
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We will omit the set R under the integral sign. Recall that S ≡ S(R,B(R),EA)

is the set of all EA-a.e. finite Borel functions f :R→ C∪{∞}. For a function f ∈ S ,
we write f (A) for the spectral integral I(f ) from Sect. 4.3. Then

f (A) =
∫

f (λ)dEA(λ) (5.10)

is a normal operator on H with dense domain

D
(
f (A)

) =
{

x ∈ H :
∫ ∣

∣f (λ)
∣
∣2

d
〈
EA(λ)x, x

〉
< ∞

}

. (5.11)

If f is a polynomial p(λ) = ∑
n αnλ

n, it follows from (5.9) and Proposition 4.22
that the operator p(A) given by (5.10) coincides with the “ordinary” operator poly-
nomial p(A) = ∑

n αnA
n. A similar result is true for inverses by Proposition 4.19.

If A is the multiplication operator by a real function h, then f (A) is the multiplica-
tion operator with f ◦ h (see Example 5.3 below). All these and more facts justify
using the notation f (A) and call the operator f (A) a function of A.

The assignment f → f (A) is called the functional calculus of the self-adjoint
operator A. It is a very powerful tool for the study of self-adjoint operators.

In the case of our three guiding examples, the operators f (A) can be described
explicitly. We collect the formulas for the spectral measures from Examples 4.5, 4.6,
4.7 and rewrite the corresponding spectral integrals I(f ) from Examples 4.9, 4.10,
4.11.

Example 5.1 (Examples 4.5 and 4.9 continued) Let (λn)n∈N be a real sequence,
and (Pn)n∈N be a sequence of pairwise orthogonal projections on H such that∑

n Pn = I . For the self-adjoint operator A defined by

Ax =
∞∑

n=1

λnPnx, D(A) =
{

x ∈H :
∞∑

n=1

|λn|2‖Pnx‖2 < ∞
}

,

the spectral measure and functions act by

EA(M) =
∑

λn∈M

Pn, M ∈B(R),

f (A)x =
∞∑

n=1

f (λn)Pnx, D
(
f (A)

) =
{

x ∈ H :
∞∑

n=1

∣
∣f (λn)

∣
∣2‖Pnx‖2 < ∞

}

. ◦

Example 5.2 (Examples 4.6 and 4.10 continued) Let μ be a positive regular Borel
measure on an interval J . For the self-adjoint operator A on H = L2(J ,μ) defined
by

(Ag)(t) = tg(t), D(A) =
{

g ∈ L2(J ,μ) :
∫

J
t2

∣
∣g(t)

∣
∣2

dμ(t) < ∞
}

,

the spectral measure and functions are given by
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(
EA(M)g

)
(t) = χM(t) · g(t), g ∈H, M ∈B(J ),

(
f (A)g

)
(t) = f (t) · g(t), g ∈ D

(
f (A)

)
,

D
(
f (A)

) =
{

g ∈ L2(J ,μ) :
∫

J

∣
∣f (t)

∣
∣2∣∣g(t)

∣
∣2

dμ(t) < ∞
}

. ◦

Example 5.3 (Examples 4.7 and 4.11 continued) Let (Ω,A,μ) be a measure space,
and h : Ω → R be a measurable function on Ω . The multiplication operator A by
the function h on H = L2(Ω,μ), that is,

(Ag)(t) = h(t) · g(t), D(A) =
{

g ∈ L2(Ω,μ) :
∫

Ω

∣
∣h(t)

∣
∣2∣∣g(t)

∣
∣2

dμ(t) < ∞
}

,

is self-adjoint. Setting h−1(M) := {t ∈ Ω : h(t) ∈ M}, we have
(
EA(M)g

)
(t) = χh−1(M)(t) · g(t), g ∈H, M ∈B(R),

(
f (A)g

)
(t) = f

(
h(t)

) · g(t), g ∈D
(
f (A)

)
,

D
(
f (A)

) =
{

g ∈ L2(Ω,μ) :
∫

Ω

∣
∣f

(
h(t)

)∣
∣2∣∣g(t)

∣
∣2

dμ(t) < ∞
}

. ◦

The basic properties of the functional calculus f → f (A) = I(f ) have been
established in Sect. 4.3. We restate them in the following theorem.

Theorem 5.9 (Properties of the functional calculus) Let f,g ∈ S, α,β ∈ C,
x, y ∈ D(f (A)), and B ∈ B(H). Then we have:

1) 〈f (A)x, y〉 = ∫
f (λ)d〈EA(λ)x, y〉.

2) ‖f (A)x‖2 = ∫ |f (λ)|2d〈EA(λ)x, x〉.
In particular, if f (t) = g(t) EA-a.e. on R, then f (A) = g(A).

3) f (A) is bounded if and only if f ∈ L∞(R,EA). In this case, ‖f (A)‖ = ‖f ‖∞.
4) f (A) = f (A)∗. In particular, f (A) is self-adjoint if f is real EA-a.e. on R.
5) (αf + βg)(A) = αf (A) + βg(A).
6) (fg)(A) = f (A)g(A).
7) p(A) = ∑

n αnA
n for any polynomial p(t) = ∑

n αnt
n ∈ C[t].

8) χM(A) = EA(M) for M ∈ B(R).
9) If f (t) �= 0 EA-a.e. on R, then f (A) is invertible, and f (A)−1 = (1/f )(A).

10) If f (t) ≥ 0 EA-a.e. on R, then f (A) ≥ 0.

The next proposition describes the spectrum and resolvent in terms of the spectral
measure.

Proposition 5.10

(i) The support suppEA of the spectral measure EA is equal to the spectrum
σ(A) of the operator A. That is, a real number λ0 is in σ(A) if and only if
EA(λ0 + ε) �= EA(λ0 − ε) for all ε > 0. For λ0 ∈ ρ(A), we have

Rλ0(A) ≡ (A − λ0I )−1 =
∫

(λ − λ0)
−1 dEA(λ). (5.12)
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(ii) A real number λ0 is an eigenvalue of A if and only if EA({λ0}) �= 0. In this case,
EA({λ0}) is the projection of H on the eigenspace of A at λ0.

Proof By (5.9), A is the spectral integral I(f ), where f (λ) = λ on R. There-
fore, except for the statement about suppEA, all above assertions are already con-
tained in Proposition 4.20. By Definition 4.3, we have λ0 ∈ suppEA if and only if
EA((λ0 − ε,λ0 + ε)) �= 0 for all ε > 0, or equivalently, EA(λ0 + ε) �= EA(λ0 − ε)

for all ε > 0. By Proposition 4.20(i) the latter is equivalent to λ0 ∈ σ(A). �

A simple consequence of this proposition is the following:

Corollary 5.11 Each isolated point of the spectrum σ(A) of a self-adjoint opera-
tor A is an eigenvalue for A.

The next proposition characterizes self-adjoint operators A with purely discrete
spectra. Among others, it shows that the underlying Hilbert space is then separable
and has an orthonormal basis of eigenvectors of A.

Proposition 5.12 For a self-adjoint operator A on an infinite dimensional Hilbert
space H, the following are equivalent:

(i) There exist a real sequence (λn)n∈N and an orthonormal basis {en : n ∈ N} of
H such that limn→∞ |λn| = +∞ and Aen = λnen for n ∈N.

(ii) A has a purely discrete spectrum.
(iii) The resolvent Rλ(A) is compact for one, hence for all, λ ∈ ρ(T ).
(iv) The embedding map JA : (D(A),‖·‖A) → H is compact.

Proof (i) → (ii): From the properties stated in (i) one easily verifies that A has a
purely discrete spectrum σ(A) = {λn : n ∈N}.

(ii) → (iii) and (ii) → (i): We choose a maximal orthonormal set E = {ei : i ∈ J }
of eigenvectors of A. (A priori this set E might be empty.) Let Aei = λiei for i ∈ J .
By Lemma 3.4(i), each λi is real. Then we have σ(A) = {λi : i ∈ J }. (Indeed, if there
were a λ ∈ σ(A) such that λ �= λi for all i, then λ should be an eigenvalue of A, say
Ae = λe for some unit vector e, because A has a purely discrete spectrum. But,
since λ �= λi , we have e ⊥ ei by Lemma 3.4(ii), which contradicts the maximality
of the set E.) Therefore, it follows from Proposition 2.10(i) that

σ
(
Rλ(A)

) \ {0} = {
(λi − λ)−1 : i ∈ J

}
. (5.13)

Let G denote the closed linear span of ei , i ∈ J . Since σ(A) has no finite accu-
mulation point, there exists a real number λ ∈ ρ(A). Then Rλ(A) = (A − λI)−1 is
a bounded self-adjoint operator on H which leaves G, hence G⊥, invariant.

Next we prove that G = H. Assume the contrary. Then B := Rλ(A)�G⊥ is a
self-adjoint operator on G⊥ �= {0}. Since N (B) = {0}, there exists a nonzero μ in
σ(B). Clearly, σ(B) ⊆ σ(Rλ(A)). Thus, μ = (λi0 −λ)−1 for some i0 ∈ J by (5.13).
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Since σ(A) has no finite accumulation point, σ(Rλ(A)), hence its subset σ(B),
has no nonzero accumulation point by (5.13), so μ is an isolated point of σ(B).
Therefore, by Corollary 5.11, μ is an eigenvalue of B , say Bu = μu for some unit
vector u ∈ G⊥. Since B ⊆ Rλ(A), Rλ(A)u = (λi0 − λ)−1u, so that Au = λi0u. This
contradicts the maximality of the set E, because u ∈ G⊥ ⊥ E. This proves that
G =H.

Hence, E is an orthonormal basis of H. Since H is infinite-dimensional and σ(A)

has no finite accumulation point, we can take J = N and have limn |λn| = ∞. This
proves (i).

The operator Rλ(A) has an orthonormal basis E of eigenvectors, and the se-
quence ((λn − λ)−1)n∈N of the corresponding eigenvalues is a null sequence, since
limn |λn| = ∞. This implies that Rλ(A) is the limit of a sequence of finite rank
operators in the operator norm. Therefore, Rλ(A) is compact. This proves (iii).

(iii) → (ii) follows from Proposition 2.11.
(iii) → (iv): Let M be a bounded subset of (D(A),‖·‖A). Then N := (A−λI)M

is bounded in H. By (iii), (A−λI)−1N = M is relatively compact in H. This proves
that JA is compact.

(iv) → (iii): Suppose that M is a bounded subset of H. From the inequality
∥
∥A(A − λI)−1x

∥
∥ = ∥

∥x + λ(A − λI)−1x
∥
∥ ≤ (

1 + |λ|∥∥(A − λI)−1
∥
∥
)‖x‖, x ∈ H,

it follows that (A − λI)−1M is bounded in (D(A),‖ · ‖A). Since JA is compact,
(A − λI)−1M is relatively compact in H. That is, (A − λI)−1 is compact. �

Corollary 5.5 dealt with the square root of a bounded positive operator. The next
proposition contains the corresponding result in the unbounded case.

Proposition 5.13 If A is a positive self-adjoint operator on H, then there is unique
positive self-adjoint operator B on H such that B2 = A.

The operator B is called the positive square root of A and denoted by A1/2.

Proof Since A ≥ 0, we have suppEA = σ(A) ⊆ [0,+∞) by Proposition 5.10.
Hence, the function f (λ) := √

λ of S is nonnegative EA-a.e. on R. Therefore, the
operator B := f (A) is positive, and B2 = f (A)2 ⊆ (f 2)(A) = A by Theorem 5.9,
10) and 6). Since B2 is self-adjoint, B2 = A.

Suppose that B̃ is another positive self-adjoint operator such that B̃2 = A. Let
B̃ = ∫

[0,+∞)
t dF (t) be the spectral decomposition of B̃ . We define a spectral mea-

sure F ′ by F ′(M) = F(M2), M ∈ B([0,+∞)), where M2 = {t2 : t ∈ M}. Using
Proposition 4.24, we then obtain

∫

[0,+∞)

λ dF ′(λ) =
∫

[0,+∞)

t2 dF(t) = B̃2 = A =
∫

[0,+∞)

λ dEA(λ).
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From the uniqueness of the spectral measure of A (Theorem 5.7) it follows that
F ′(M) ≡ F(M2) = EA(M) for M ∈ B([0,+∞)). Hence, by formula (4.44) and
the definition of B ,

B̃ =
∫

[0,+∞)

t dF (t) =
∫

[0,+∞)

√
λdF ′(λ) =

∫

[0,+∞)

√
λdEA(λ) = B. �

By formula (5.5) the resolvent Rλ0(A) = (A − λ0I )−1 was written as an integral
with respect to the spectral measure of A. We now proceed in reverse direction and
express the spectral projections of A in terms of the resolvent.

Proposition 5.14 (Stone’s formulas) Suppose that a, b ∈ R ∪ {−∞} ∪ {+∞},
a < b, and c ∈ R. Then we have

EA

([a, b]) + EA

(
(a, b)

)

= s-lim
ε→0+

1

π i

∫ b

a

((
A − (t + iε)I

)−1 − (
A − (t − iε)I

)−1)
dt, (5.14)

EA(c) + EA(c − 0)

= s-lim
ε→0+

1

π i

∫ c

−∞
((

A − (t + iε)I
)−1 − (

A − (t − iε)I
)−1)

dt. (5.15)

For a, b ∈R, the integral in (5.14) is meant as a Riemann integral in the operator
norm convergence. Improper integrals are always understood as strong limits of the
corresponding integrals

∫ β

α
as α → −∞ resp. β → +∞.

Proof For a, b ∈R := R∪ {−∞} ∪ {+∞} and ε > 0, we define the functions

fε(λ, t) = 1

π i

((
λ − (t + iε)

)−1 − (
λ − (t − iε)

)−1) and

fε,a,b(λ) =
∫ b

a

fε(λ, t) dt,

where λ, t ∈R.
First suppose that a, b ∈ R, a < b. Let (gn(λ, t))n∈N be a sequence of Rie-

mann sums for the integral fε,a,b(λ) = ∫ b

a
fε(λ, t) dt . Since |fε(λ, t)| ≤ 2/επ and

hence |gn(λ, t)| ≤ 2(b − a)/επ , we have fε,a,b(A) = s-limn→∞ gn(A, t) by Propo-
sition 4.12(v). The resolvent formula (5.12) implies that

fε(A, t) = 1

π i

((
A − (t + iε)I

)−1 − (
A − (t − iε)I

)−1)
. (5.16)

Hence, (gn(A, t))n∈N is a sequence of Riemann sums for the operator-valued Rie-
mann integral

∫ b

a
fε(A, t) dt . Thus, fε,a,b(A) = ∫ b

a
fε(A, t) dt for a, b ∈R.

Let a = −∞ and b ∈ R. Since |fε,α,b(λ)| ≤ 2 on R and fε,α,b(λ) → fε,−∞,b(λ)

as α → −∞, we obtain fε,−∞,b(A) = s-limα→−∞ fε,α,b(A) = ∫ b

−∞ fε(A, t) dt

again by Proposition 4.12(v). The case b = +∞ is treated similarly.
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Putting the results of the preceding two paragraphs together, we have shown that

fε,a,b(A) =
∫ b

a

fε(A, t) dt for a, b ∈ R, a < b. (5.17)

An explicit computation of the integral
∫ b

a
fε(λ, t) dt yields

fε,a,b(λ) = 2

π

(

arctan
b − λ

ε
− arctan

a − λ

ε

)

for λ ∈R, a, b ∈ R, a < b, (5.18)

where we have set arctan(−∞) := −π
2 and arctan(+∞) := π

2 .
From (5.18) we easily obtain that fε,a,b(λ) → 0 if λ /∈ [a, b], fε,a,b(λ) → 1 if

λ = a, b and fε,a,b(λ) → 2 if λ ∈ (a, b) as ε → 0+. That is, we have

lim
ε→0+fε,a,b(λ) = χ[a,b](λ) + χ(a,b)(λ).

Since |fε,a,b(λ)| ≤ 2 on R, we can apply Proposition 4.12(v) once again and derive

s-lim
ε→0+

fε,a,b(A) = EA

([a, b]) + EA

(
(a, b)

)
. (5.19)

Inserting (5.16) into (5.17) and then (5.17) into (5.19), we obtain (5.14).
Formula (5.15) follows from (5.14) by setting b = c, a = −∞ and recalling that

EA(c) = EA((−∞, c]) and EA(c − 0) = EA((−∞, c)). �

For c ∈ R, it follows immediately from (5.15) that

EA(c) = s-lim
δ→0+

s-lim
ε→0+

1

2π i

∫ c+δ

−∞
((

A − (t + iε)I
)−1 − (

A − (t−iε)I
)−1)

dt. (5.20)

By combining (5.20) and (5.14) one easily derives formulas for the spectral projec-
tions of arbitrary intervals. We shall use (5.20) in the proof of the next proposition.

Proposition 5.15 Let A1 and A2 be self-adjoint operators on Hilbert spaces H1
and H2, respectively, and let S ∈ B(H1,H2). Then the following are equivalent:

(i) SA1 ⊆ A2S.
(ii) SRλ(A1) = Rλ(A2)S for one (hence for all) λ ∈ ρ(A1) ∩ ρ(A2).

(iii) SEA1(λ) = EA2(λ)S for all λ ∈ R.
(iv) SEA1(M) = EA2(M)S for all M ∈ B(R).

Proof (i) ↔ (ii): Fix λ ∈ ρ(A1) ∩ ρ(A2). Clearly, (i) is equivalent to S(A1 − λI) ⊆
(A2 − λI)S and so to Rλ(A2)S = SRλ(A1), because R(A1 − λI) =H.

The equivalence of (iii) and (iv) follows from Proposition 4.7. Formulas (5.20)
and (5.12) yield the implications (ii) → (iii) and (iv) → (ii), respectively. �

The fractional power Aα of a positive self-adjoint operator A is defined by

Aα =
∫ ∞

0
λα dEA(λ).
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Now we give another integral representation of Aα , where α ∈ (0,1), by means of
the resolvent of A, that is, in terms of the operator A(A + tI )−1 = I − tR−t (A). It
can be considered as an operator-theoretic counterpart of the classical formula

λα = π−1 sinπα

∫ ∞

0
tα−1λ(λ + t)−1 dt, λ > 0, α ∈ (0,1). (5.21)

Proposition 5.16 Let A be a positive self-adjoint operator on H and α ∈ (0,1).

(i) A vector x ∈ H belongs to the domain D(Aα/2) if and only if the improper
integral

∫ ∞
0 tα−1〈A(A + tI )−1x, x〉dt is finite. We then have

∥
∥Aα/2x

∥
∥2 = π−1 sinπα

∫ ∞

0
tα−1〈A(A + tI )−1x, x

〉
dt for x ∈ D

(
Aα/2),

(ii) Aαx = π−1 sinπα lim
ε→+0
a→+∞

∫ a

ε

tα−1A(A + tI )−1x dt for x ∈ D(A).

Proof All formulas in Proposition 5.16 remain unchanged when x is replaced by
x − EA({0})x. Hence, we can assume without loss of generality that EA({0})x = 0.
Further, we abbreviate bα := π−1 sinπα, Pε := EA([ε,∞)), and Pε,a := EA([ε, a]).

(i): Let x ∈H and ε > 0. Employing formula (5.21), we compute
∫ ∞

ε

λαd
〈
EA(λ)x, x

〉 =
∫ ∞

ε

(

bα

∫ ∞

0
tα−1(λ + t)−1 dt

)

d
〈
EA(λ)x, x

〉

= bα

∫ ∞

0

(∫ ∞

ε

λ(λ + t)−1 d
〈
EA(λ)x, x

〉
)

tα−1 dt

= bα

∫ ∞

0

〈
PεA(A + tI )−1x, x

〉
tα−1 dt. (5.22)

The two integrals in the first line can be interchanged by Fubini’s theorem (Theo-
rem B.5). From Theorem 4.16, (iii) and (v), it follows that the interior integral in the
second line is equal to 〈PεA(A + tI )−1x, x〉.

Now we consider the limit ε → +0 in (5.22). Using the monotone con-
vergence theorem (Theorem B.2) and the fact that 〈PεA(A + tI )−1x, x〉 →
〈A(A + tI )−1x, x〉, we get

∫ ∞

0
λα d

〈
EA(λ)x, x

〉 = bα

∫ ∞

0
tα−1〈A(A + tI )−1x, x

〉
dt.

By formula (4.26) the first integral is finite if and only if x ∈ D(Aα/2). In this case
this integral is equal to ‖Aα/2x‖2 by (4.33).

(ii): Let x ∈ D(A). Fix ε > 0 and a > ε. Using again formula (5.21), we derive

xε,a :=
∫ a

ε

λα dEA(λ)x =
∫ a

ε

(

bα

∫ ∞

0
tα−1λ(λ + t)−1 dt

)

dEA(λ)x

= bα

∫ ∞

0
tα−1

∫ a

ε

λ(λ + t)−1 dEA(λ)x dt

= bα

∫ ∞

0
tα−1Pε,aA(A + tI )−1x dt.
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Now we pass to the limits ε → +0 and a → ∞ in this equality. Clearly,
∥
∥(I − Pε,a)A(A + tI )−1x

∥
∥ ≤ ∥

∥(I − Pε,a)x
∥
∥, (5.23)

∥
∥(I − Pε,a)A(A + tI )−1x

∥
∥ ≤ t−1

∥
∥(I − Pε,a)Ax

∥
∥, (5.24)

(I − Pε,a)x → EA({0})x = 0, and (I − Pε,a)Ax → EA({0})Ax = 0. Therefore,
using inequalities (5.23) at zero and (5.24) at +∞, we conclude that

bα

∫ ∞

0
tα−1Pε,aA(A + tI )−1x dt → bα

∫ ∞

0
tα−1A(A + tI )−1x dt.

Since xε,a tends to Aαx, we obtain the desired equality. �

5.4 Self-adjoint Operators with Simple Spectra

In this section A is a self-adjoint operator on H with spectral measure EA.

Lemma 5.17 Let N be a subset of H, and let HN be the closed linear span of
vectors EA(M)x, where x ∈ N and M ∈ B(R). Then HN is smallest reducing
subspace for A which contains N . Further, HN is the closed subspace generated
by Rz(A)x, where x ∈N and z ∈ C\R.

Proof Let H0 be a closed subspace of H, and let P0 be the projection onto H0. By
Proposition 1.15, H0 is reducing for A if and only if P0A ⊆ AP0, or equivalently by
Proposition 5.15, if P0EA(λ) = EA(λ)P0 for all λ ∈R. Therefore, if H0 is reducing
for A and N ⊆ H0, then H0 ⊆ HN . Obviously, each projection EA(λ) leaves HN
invariant. Hence, the projection onto HN commutes with EA(λ), so that HN is
reducing for A. The last assertion follows from formulas (5.12) and (5.20) which
express resolvents by means of spectral projections and vice versa. �

Definition 5.1 A vector x ∈ H is called a generating vector or a cyclic vector for A

if the linear span of vectors EA(M)x, M ∈ B(R), is dense in H. We say that A has
a simple spectrum if A has a generating vector.

That is, by Lemma 5.17, a vector x ∈ H is generating for A if and only if H is
the smallest reducing subspace for A containing x.

Example 5.4 (Multiplication operators on R) Suppose that μ is a positive reg-
ular Borel measure on R. Let At be the operator on H = L2(R,μ) defined by
(Atf )(t) = tf (t) for f ∈D(At ) = {f ∈H : tf (t) ∈H}.

By Example 5.2, the spectral projection EAt (M) acts as multiplication operator
by the characteristic functions χM . Hence, suppμ = suppEAt . Since suppEAt =
σ(At ) by Proposition 5.10(i), we have

suppμ = σ(At ). (5.25)
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Statement 1 λ ∈R is an eigenvalue of At if and only if μ({λ}) �= 0. Each eigenvalue
of At has multiplicity one.

Proof Both assertions follow immediately from that fact that N (At − λI) consists
of complex multiples of the characteristic function of the point λ. �

Statement 2 At has a simple spectrum.

Proof If the measure μ is finite, then the constant function 1 is in H and a generating
vector for At . In the general case we set

x(t) :=
∞∑

k=−∞
2−|k|μ

([k, k + 1)
)−1/2

χ[k,k+1)(t).

Then x ∈ L2(R,μ). Clearly, the linear span of functions χM ·x, M ∈B(R), contains
the characteristic functions χN of all bounded Borel sets N . Since the span of such
functions χN is dense in L2(R,μ), x(t) is a generating vector for At . � ◦

The next proposition shows that up to unitary equivalence each self-adjoint op-
erator with simple spectrum is of this form for some finite Borel measure μ.

For x ∈ H, we denote by Fx the set of all EA-a.e. finite measurable functions
f :R → C∪ {∞} for which x ∈D(f (A)).

Proposition 5.18 Let x be a generating vector for the self-adjoint operator A on H.
Set μ(·) := 〈EA(·)x, x〉. Then the map (U(f (A)x))(t) = f (t), f ∈ Fx , is a unitary
operator of H onto L2(R,μ) such that A = U−1AtU and (Ux)(t) = 1 on R, where
At is the multiplication operator on L2(R,μ) from Example 5.4.

Proof For f ∈Fx it follows from Theorem 5.9, 2) that
∥
∥f (A)x

∥
∥2 =

∫

R

∣
∣f (t)

∣
∣2

d
〈
EA(t)x, x

〉 = ‖f ‖2
L2(R,μ)

.

If f ∈ L2(R,μ), then x ∈ D(f (A)) by (5.11). Therefore, the preceding formula
shows that U is a well-defined isometric linear map of {f (A)x : f ∈ Fx} onto
L2(R,μ). Letting f (λ) ≡ 1, we get (Ux)(t) = 1 on R.

Let g ∈ Fx . By (5.11), applied to the function f (λ) = λ on R, we conclude that
g(A)x ∈ D(A) if and only if Ug(A)x ∈ D(At ). From the functional calculus we
obtain UAg(A)x = AtUg(A)x. This proves that A = U−1AtU . �

Corollary 5.19 If the self-adjoint operator A has a simple spectrum, each eigen-
value of A has multiplicity one.

Proof Combine Proposition 5.18 with Statement 1 of Example 5.4. �

Proposition 5.20 A self-adjoint operator A on H has a simple spectrum if and only
if there exists a vector x ∈ ⋂∞

n=0 D(An) such that Lin{Anx : n ∈ N0} is dense in H.
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Proof Suppose that the condition is fulfilled. By the definition of spectral integrals,
Anx is a limit of linear combinations of vectors EA(M)x. Therefore, the density of
Lin{Anx : n ∈ N0} in H implies that the span of vectors EA(M)x, M ∈ B(R), is
dense in H. This means that x is a generating vector for A.

The converse direction will be proved at the end of Sect. 7.4. �

Finally, we state without proof another criterion (see, e.g., [RS1, Theorem VII.5]):
A self-adjoint operator A has a simple spectrum if and only if its commutant

{A}′ := {
B ∈ B(H) : BA ⊆ AB

}

is commutative, or equivalently, if each operator B ∈ {A}′ is a (bounded) function
f (A) of A.

5.5 Spectral Theorem for Finitely Many Strongly Commuting
Normal Operators

In this section we develop basic concepts and results on the multidimensional spec-
tral theory for strongly commuting unbounded normal operators.

5.5.1 The Spectral Theorem for n-Tuples

Definition 5.2 We say that two unbounded normal operators S and T acting on
the same Hilbert space strongly commute if their bounded transforms ZT and ZS

(see (5.6)) commute.

This definition is justified by Proposition 5.27 below which collects various
equivalent conditions. Among others this proposition contains the simple fact that
two bounded normals T and S strongly commute if and only if they commute.

The following theorem is the most general spectral theorem in this book.

Theorem 5.21 Let T = {T1, . . . , Tn}, n ∈ N, be an n-tuple of unbounded normal
operators acting on the same Hilbert space H such that Tk and Tl strongly commute
for all k, l = 1, . . . , n, k �= l. Then there exists a unique spectral measure E = ET

on the Borel σ -algebra B(Cn) on the Hilbert space H such that

Tk =
∫

Cn

tk dET (t1, . . . , tn), k = 1, . . . , n. (5.26)

In the proof of Theorem 5.21 we use the following lemma.

Lemma 5.22 Let E = E1 × · · · × Em be the product measure (by Theorem 4.10) of
spectral measures E1, . . . ,Em on B(R). If f is a Borel function on R, then

∫

R

f (λk) dEk(λk) =
∫

Rm

f (λk) dE(λ1, . . . , λm). (5.27)
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Proof Formula (5.27) holds for any characteristic function χM , M ∈B(R), since
∫

R

χM(λk) dEk(λk) = Ek(M) = E(R× · · · × M × · · · ×R)

=
∫

Rm

χM(λk) dE(λ1, . . . , λm)

by (4.21) and Theorem 5.9, 8.). Hence, formula (5.27) is valid for simple functions
by linearity and for arbitrary Borel functions by passing to limits. �

Proof of Theorem 5.21 By Lemma 5.8, (i) and (iii), the bounded transform Zk :=
ZTk

of the normal operator Tk is a bounded normal operator. The operators
Z1, . . . ,Zn pairwise commute, because T1, . . . , Tn pairwise strongly commute by
assumption. We first prove the existence of a spectral measure for Z1, . . . ,Zn, and
from this we then derive a spectral measure for T1, . . . , Tn.

To be precise, we first show that if Z1, . . . ,Zn are pairwise commuting bounded
normal operators on H, there exists a spectral measure F on B(Cn) such that

Zk =
∫

Cn

zk dF (z1, . . . , zn), k = 1, . . . , n. (5.28)

Since Zk is normal, there are commuting bounded self-adjoint operators Ak1 and
Ak2 such that Zk = Ak1 + iAk2. By Theorem 5.1, there exists a spectral measure
Fkr on B(R) such that Akr = ∫

R
λdFkr(λ), k = 1, . . . , n, r = 1,2.

Let k, l ∈ {1, . . . , n} and r, s ∈ {1,2}. Since ZkZl = ZlZk , it follows from Fu-
glede’s theorem (Proposition 3.28) that Zk and Zl commute with Z∗

l and Z∗
k , re-

spectively. This implies that AkrAls = AlsAkr . Therefore, the spectral measures Fkr

and Fls commute by Corollary 5.6. Hence, by Theorem 4.10, the product measure
F = F11 × F12 × · · · × Fn1 × Fn2 on B(Cn) exists, where we identify R

2n and C
n

in the obvious way. By Lemma 5.22, we have

Akr =
∫

R

λdFkr(λ) =
∫

Cn

λkr dF (λ11, λ12, . . . , λn1, λn2),

which in turn implies Eq. (5.28).
Now we begin the proof of the existence of a spectral measure for the unbounded

n-tuple {T1, . . . , Tn}. Consider the sets

D := {
(z1, . . . , zn) ∈ C

n : |zk| < 1 for all k = 1, . . . , n
}
,

Sk := {
(z1, . . . , zn) ∈ D : |zk| = 1

}
, S :=

n⋃

k=1

Sk.

Let x ∈H and M ∈ B(Cn). Using (5.28) and Theorem 4.16, we obtain

〈(
I − Z∗

kZk

)
F(M)x,F (M)x

〉 =
∫

M

(
1 − |zk|2

)
d
〈
F(z1, . . . , zn)x, x

〉
. (5.29)

We have I − Z∗
kZk = (I + T ∗

k Tk)
−1 ≥ 0 by Lemma 5.8(i) and N (I − Z∗

kZk) = {0}.
Therefore, it follows from (5.29) that suppF ⊆ D and that F(Sk) = 0 for each
k = 1, . . . , n. Hence, F(S) = 0, and so F(D) = F(D\S) = I .
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Set ϕk(z1, . . . , zn) := (1 − zkzk)
−1/2. Since F(D) = I , ϕk is an F -a.e. fi-

nite Borel function on C
n. Repeating verbatim the proof of the equality I(ϕ) =

Z(C1/2)−1 from the proof of Theorem 5.7, we get I(ϕk) = Zk((I − Z∗
kZk)

1/2)−1.

On the other hand, we have Zk = TkC
1/2
Tk

by (5.6), and hence Zk(C
1/2
Tk

)−1 ⊆ Tk .

Since C
1/2
Tk

= (I − Z∗
kZk)

1/2 by (5.7), we obtain I(ϕk) ⊆ Tk . Since both operators
I(ϕk) and Tk are normal, it follows from Proposition 3.26(iv) that I(ϕk) = Tk .

Let ϕ:D → C
n denote the mapping given by ϕ = (ϕ1, . . . , ϕn). Then E(·) :=

F(ϕ−1(·)) defines a spectral measure on B(Cn). Applying Proposition 4.24 to the
mapping ϕ and the function h(t) = tk , t = (t1, . . . , tn) ∈ C

n, we derive
∫

Cn

tk dE(t) =
∫

D

h
(
ϕ(z)

)
dF(z) =

∫

D

ϕk(z) dF (z) = I(ϕk) = Tk,

which proves formula (5.26).
To prove the uniqueness assertion, we argue again as in the proof of Theorem 5.7.

Let E′ be another spectral measure satisfying (5.26). Then F ′(·) := E′(ϕ(·)) de-
fines a spectral measure on B(D) such that Zk = ∫

D
zk dF ′(z), k = 1, . . . , n.

On the other hand, since F(D) = I , we have Zk = ∫
D

zk dF (z). We consider
the Cartesian decompositions Zk = Ak1 + iAk2 and zk = λk1 + iλk2 and identify
z = (z1, . . . , zn) ∈ C

n with λ = (λ11, λ12, . . . , λn2) ∈ R
2n as in the first paragraph

of this proof. Using the properties of spectral integrals from Theorem 4.16, we de-
rive

〈
p(A11,A12, . . . ,An2)x, x

〉 =
∫

D

p(λ)d
〈
F(λ)x, x

〉 =
∫

D

p(λ)d
〈
F ′(λ)x, x

〉

for any polynomial p ∈C[λ11, λ12, . . . , λn1, λn2] and x ∈H. Since the polynomials
are dense in C(D), the measures 〈F(·)x, x〉 and 〈F ′(·)x, x〉 coincide for x ∈ H.
This implies that F = F ′ on B(D), and so E = E′ on B(Cn). �

An important special case of Theorem 5.21 is when all operators Tj are self-
adjoint. Since the bounded transform Zj of the self-adjoint operator Tj is self-
adjoint by Lemma 5.8(ii), the spectral measure E in the above proof is supported
by R

n. Thus we obtain the following:

Theorem 5.23 For each n-tuple T = {T1, . . . , Tn} of pairwise strongly commuting
self-adjoint operators on a Hilbert space H, there exists a unique spectral measure
E = ET on the σ -algebra B(Rn) such that

Tk =
∫

Rn

tk dET (t1, . . . , tn), k = 1, . . . , n.

Next, let us consider the case of a single normal operator T . Just as for a self-
adjoint operator (Proposition 5.10), it follows from Proposition 4.20(i) that the spec-
trum σ(T ) is equal to the support of the spectral measure ET . Let K be a Borel set
in C containing σ(T ). Since suppET = σ(T ), Eq. (5.26) yields

T =
∫

K

t dET (t). (5.30)
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Formula (5.30) covers spectral theorems for several important classes of operators:
If T is self-adjoint, we have σ(T ) ⊆ R, so we can set K = R in (5.30), and we
rediscover the spectral theorem for a self-adjoint operator (Theorem 5.7). If T is
bounded and normal, we can choose the disk in C centered at the origin with radius
‖T ‖ as K . Finally, if T is unitary, we can take K to be the unit circle.

5.5.2 Joint Spectrum for n-Tuples

In this subsection, T = {T1, . . . , Tn} is an n-tuple of pairwise strongly commuting
normal operators on a Hilbert space H, and ET denotes its spectral measure.

As noted above, the spectrum of a single normal operator is equal to the support
of its spectral measure. This suggests the following:

Definition 5.3 The support of the spectral measure ET is called the joint spectrum
of the n-tuple T and denoted by σ(T ) = σ(T1, . . . , Tn).

The next proposition describes the set σ(T ) in terms of the operators T1, . . . , Tn.

Proposition 5.24 Let s = (s1, . . . , sn) ∈C
n. Then:

(i) s belongs to σ(T ) if and only if there exists a sequence (xk)k∈N of unit vectors
xk ∈ D(Tj ) such that limk→∞(Tj xk − sj xk) = 0 for j = 1, . . . , n.

(ii) σ(T ) ⊆ σ(T1) × · · · × σ(Tn).
(iii)

⋂n
j=1 N (Tj − sj I ) = ET ({s})H. That is, there exists a nonzero vector x ∈ H

such that Tjx = sj x for all j = 1, . . . , n if and only if ET ({s}) �= 0.

In case (i) we say that s is a joint approximate eigenvalue of T = {T1, . . . , Tn}
and in case (iii) that s is a joint eigenvalue of T = {T1, . . . , Tn} if ET ({s}) �= 0.

Proof Using properties of spectral integrals, we compute for M ∈ B(Cn),
n∑

j=1

∥
∥(Tj − sj I )ET (M)x

∥
∥2 =

n∑

j=1

∫

M

|tj − sj |2d
〈
ET (t)x, x

〉

=
∫

M

‖t − s‖2d
〈
ET (t)x, x

〉
. (5.31)

(i): Let Mk = {t ∈ C
n : ‖t − s‖ ≤ 1/k}, k ∈ N. If s ∈ σ(T ) = suppET , then

ET (Mk) �= 0, and we can choose unit vectors xk = ET (Mk)xk . Then we have
‖(Tj − sj I )xk‖ ≤ 1/k by (5.31), so that limk(Tj xk − sj xk) = 0.

Conversely, if s /∈ σ(T ), then ET (Mk) = 0 for some k ∈ N. By (5.31), applied
with M = C

n, we therefore obtain
n∑

j=1

∥
∥(Tj − sj I )x

∥
∥2 =

∫

Cn\Mk

‖t − s‖2 d
〈
ET (t)x, x

〉 ≥ k−2‖x‖2.

Hence, the condition in (i) cannot hold.
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(ii): If s satisfies the condition in (i) for the n-tuple T = {T1, . . . , Tn}, then sj
obviously does for the single operator Tj . Hence, σ(T ) ⊆ σ(T1) × · · · × σ(Tn).

(iii): We apply formula (5.31) with M =C
n. Then x ∈ ⋂n

j=1 N (Tj − sj I ) if and
only if the left-hand side and so the right-hand side of (5.31) vanishes. The latter
holds if and only if supp〈ET (·)x, x〉 = {s}, or equivalently, x ∈ ET ({s})H. �

As for a single self-adjoint operator (Theorem 5.9), the spectral theorem allows
us to develop a functional calculus for the n-tuple T by assigning the normal oper-
ator

f (T ) ≡ f (T1, . . . , Tn) = I(f ) =
∫

Cn

f (t) dET (t) (5.32)

to each ET -a.e. finite Borel function f :Cn →C∪ {∞}.
Since σ(T ) = suppET , it clearly suffices to integrate over σ(T ) in (5.32), and

f (T ) is well defined for any ET -a.e. finite Borel function f :σ(T ) → C ∪ {∞}.
The basic rules of this calculus are easily obtained by rewriting the corresponding
properties of spectral integrals I(f ). We do not restate these rules.

The next result follows essentially from Proposition 4.20.

Proposition 5.25 If f : σ(T ) → C is a continuous function, then σ(f (T )) is the
closure of the set f (σ (T )), that is,

σ
(
f (T )

) = f
(
σ(T )

)
. (5.33)

Proof Let λ0 be in the closure of f (σ (T )). Let ε > 0. Then there exists t0 ∈ σ(T )

such that |λ0 − f (t0)| < ε/2. By the continuity of f there is a δ > 0 such that

Uδ := {
t : |t − t0| < δ

} ⊆ {
t : ∣∣f (t) − f (t0)

∣
∣ < ε/2

} ⊆ Vε := {
t : ∣∣f (t) − λ0

∣
∣ < ε

}
.

Since t0 ∈ σ(T ) = suppET , we have ET (Uδ) �= 0, and so ET (Vε) �= 0. Hence,
λ0 ∈ σ(f (T )) by Proposition 4.20(i).

Conversely, if λ0 is not in the closure of f (σ (T )), then {t : |f (t) − λ| < ε} is
empty for small ε > 0, so λ0 /∈ σ(f (T )) again by Proposition 4.20(i). �

Formula (5.33) is usually called the spectral mapping theorem.
Note that the range f (σ (T )) is not closed in general. For instance, if f (t1, t2) =

t2
1 + (t1t2 − 1)2, then 0 is not in f (R2), but it is in the closure of f (R2). However,

if σ(T ) is compact or f has a bounded support, then f (σ (T )) is closed, and

σ
(
f (T )

) = f
(
σ(T )

)
.

5.6 Strong Commutativity of Unbounded Normal Operators

Our first proposition collects a number of equivalent conditions describing when a
bounded operator commutes with (possibly unbounded) normal operators
T1, . . . , Tn.
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Proposition 5.26 Let T = {T1, . . . , Tn} and E = ET be as in Theorem 5.21. Recall
that Zk = ZTk

is the bounded transform of Tk , k = 1, . . . , n, defined by (5.6). For
each bounded operator S ∈ B(H), the following statements are equivalent:

(i) STk ⊆ TkS for k = 1, . . . , n.
(ii) STk ⊆ TkS and ST ∗

k ⊆ T ∗
k S for k = 1, . . . , n.

(iii) SZTk
= ZTk

S for k = 1, . . . , n.
(iv) SET (M) = ET (M)S for all M ∈B(Cn).

If all resolvent sets ρ(T1), . . . , ρ(Tn) are nonempty, these are also equivalent to

(v) S(Tk − skI )−1 = (Tk − skI )−1S for one (hence for all) sk ∈ ρ(Tk), k = 1, . . . , n.

Proof (i) → (iv): First we prove this in the case where all operators T1, . . . , Tn are
bounded. Then suppE is compact, since suppE = σ(T ) ⊆ σ(T1) × · · · × σ(Tn) by
Proposition 5.24(ii). We proceed as in the proof of Theorem 5.21 and write Tk =
Ak1 + iAk2 with Ak1 and Ak2 self-adjoint. Since the normal operators T1, . . . , Tn

pairwise commute, A11,A12, . . . ,An2 are pairwise commuting bounded self-adjoint
operators. Using properties of spectral integrals, we compute

〈
p(A11,A12, . . . ,An1,An2)x, y

〉 =
∫

p(λ)d
〈
E(λ)x, y

〉
(5.34)

for any polynomial p ∈ C[λ11, . . . , λn2] and x, y ∈H. Now we argue as in the proof
of the last assertion of Theorem 5.1. Since S commutes with Tk and so with T ∗

k by
Proposition 3.28, S commutes with A11,A12, . . . ,An2. Let R be a bounded rectan-
gle in R

2n which contains the compact set suppE. Therefore, by (5.34),

∫

R

p(λ)d
〈
E(λ)Sx, y

〉 = 〈
p(A11, . . . ,An2)Sx, y

〉

= 〈
p(A11, . . . ,An2)x, S∗y

〉

=
∫

R

p(λ)d
〈
E(λ)x,S∗y

〉
(5.35)

for each polynomial p. Since the polynomials are dense in C(R), (5.35) implies that
the complex measures 〈E(·)Sx, y〉 and 〈E(·)x, S∗y〉 coincide. The latter implies
that E(·)S = SE(·). This completes the proof of the assertion in the bounded case.

Now we turn to the general case. We fix r > 0 and denote by C = Cr the set
{t ∈ C

n : |t1| < r, . . . , |tn| < r}. Let ϕ : Cn → C
n be given by ϕ(t) = tχC(t). By

Proposition 4.24, F(·) := E(ϕ−1(·)) is a spectral measure F on B(Cn) such that
∫

Cn

tk dF (t) =
∫

Cn

tkχC(t) dE(t) ≡ I(tkχC), k = 1, . . . , n.

The spectral integrals I(t1χC), . . . , I(tnχC) are pairwise commuting bounded nor-
mals, and F is their spectral measure by the uniqueness assertion of Theorem 5.21.
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Note that I(tk) = Tk and I(χC) = E(C). Using standard properties of spectral
integrals (especially formula (4.28)) we obtain

E(C)I(tkχC) = I(tkχC) = TkE(C),

E(C)Tk ⊆ TkE(C) = E(C)I(tkχC) = I(tkχC)E(C).

Inserting these two equalities and the assumption STk ⊆ TkS, we derive

E(C)SE(C)I(tkχC) = E(C)STkE(C) ⊆ E(C)TkSE(C) ⊆ I(tkχC)E(C)SE(C).

Hence, E(C)SE(C)I(tkχC) = I(tkχC)E(C)SE(C), since E(C)SE(C)I(tkχC) is
everywhere defined on H. Therefore, by the corresponding result in the bounded
case proved above, E(C)SE(C) commutes with the spectral measure F of the op-
erators I(t1χC), . . . , I(tnχC).

Let M ∈ B(Cn) be bounded. We choose r > 0 such that M ⊆ Cr . Then we have
E(Cr)F (M) = F(M)E(Cr) = E(M) by the definition of F , and hence

E(Cr)SE(M) = E(Cr)SE(Cr)F (M) = F(M)E(Cr)SE(Cr) = E(M)SE(Cr).

Since I = s-limr→∞ E(Cr), we conclude that SE(M) = E(M)S. Because each
M ∈ B(Cn) is a union of an increasing sequence of bounded sets of B(Cn), we
obtain SE(M) = E(M)S. This completes the proof of (i) → (iv).

(iv) → (ii) follows from Proposition 4.23, since Tk = ∫
tk dE(t) and T ∗

k =∫
tk dE(t).
(ii) → (i) is trivial.
(iii) ↔ (iv): Recall that Zk is normal by Lemma 5.8 and that Zk and Zl com-

mute, since Tk and Tl strongly commute. From the proof of Theorem 5.21 we know
that the set {ET (M) : M ∈ B(Cn)} of spectral projections of the n-tuple T co-
incides with the set {EZ(N) : N ∈ B(Cn)} of spectral projections of the n-tuple
Z = (Z1, . . . ,Zn). Applying the equivalence of (i) and (iv) proved above to Z, S

commutes with Z1, . . . ,Zn if and only if it does with EZ and so with ET .
Finally, assume that the sets ρ(T1), . . . , ρ(Tn) are not empty. Let sk ∈ ρ(Tk). The

relation STk ⊆ TkS is equivalent to S(Tk − skI ) ⊆ (Tk − skI )S and therefore to
(Tk − skI )−1S = S(Tk − skI )−1. Hence, (i) and (v) are equivalent. �

The next proposition collects various characterizations of the strong commutativ-
ity of two unbounded normal operators. The second condition is often taken as the
definition of strong commutativity in the literature, see also Proposition 6.15 below.

Proposition 5.27 Let T1 and T2 be normal operators on a Hilbert space H, and let
ET1 and ET2 be their spectral measures. Consider the following statements:

(i) T1 and T2 strongly commute, that is, ZT1ZT2 = ZT2ZT1 .
(ii) ET1 and ET2 commute, that is, ET1(M)ET2(N) = ET2(N)ET1(M) for all

M,N ∈ B(C).
(iii) (T1 − s1I )−1T2 ⊆ T2(T1 − s1I )−1 for one (hence for all) s1 ∈ ρ(T1).
(iv) (T1 − s1I )−1(T2−s2I )−1 = (T2 − s2I )−1(T1 − s1I )−1 for one (hence for all)

s1 ∈ ρ(T1) and for one (hence for all) s2∈ρ(T2).
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Then (i) ↔ (ii). Further, we have (i) ↔ (iii) if ρ(T1) is not empty and (i) ↔ (iv) if
ρ(T1) and ρ(T2) are not empty. If T1 is bounded, then (i) is equivalent to

(v) T1T2 ⊆ T2T1.

Proof All assertions are easily derived from Proposition 5.26. As a sample, we
verify the equivalence of (i) and (iv). Indeed, ZT1ZT2 = ZT2ZT1 is equivalent to
ZT1(T2 − s2I )−1 = (T2 − s2I )−1ZT1 by Proposition 5.26, (iii) ↔ (v), applied to T2

and S = ZT1 , and hence to (T1 − s1I )−1(T2−s2I )−1 = (T2 − s2I )−1(T1 − s1I )−1

again by Proposition 5.26, (iii) ↔ (v), now applied to T1 and S = (T2 − s2I )−1. �

Corollary 5.28 Suppose that T1 and T2 are strongly commuting normal operators
on H. Then there exists a dense linear subspace D of H such that

(i) TkD ⊆D and T ∗
k D ⊆D for k = 1,2.

(ii) T1T2x = T2T1x for all x ∈D.
(iii) D is a core for Tk and T ∗

k .

Proof Let ET be the spectral measure of the strongly commuting pair T = (T1, T2)

and put D := ⋃∞
n=1 ET (Mn)H, where Mn = {(t1, t2) ∈ C

2 : |t1| ≤ n, |t2| ≤ n}. It is
easy to verify that D has the desired properties. �

Proposition 5.29 Let E be a spectral measure on (Ω,A), and f,g ∈ S(Ω,A,E).

(i) The spectral measure EI(f ) of the normal operator I(f ) is given by

EI(f )(M) = E
(
f −1(M ∩ f (Ω)

))
for M ∈B(C). (5.36)

(ii) I(f ) and I(g) are strongly commuting normal operators.

Proof (i): Let F denote the spectral measure on B(C) defined by (5.36). From
Proposition 4.24, applied with Ω0 = f (Ω)\{∞}, ϕ(t) = f (t), h(s) = s, we obtain

∫

C

s dF (s) =
∫

Ω0

s dF (s) =
∫

Ω

f (t) dE(t) = I(f ).

Therefore, from the uniqueness of the spectral measure (Theorem 5.21) of the nor-
mal operator I(f ) it follows that F is the spectral measure EI(f ).

(ii): By (5.36) the spectral projections of I(f ) and I(g) are contained in the set
{E(N) : N ∈A}. Since these projections pairwise commute, I(f ) and I(g) strongly
commute by Proposition 5.27(ii). �

The next proposition shows that unbounded normal operators are in one-to-one
correspondence to pairs of strongly commuting self-adjoint operators.

Proposition 5.30 If A and B are strongly commuting self-adjoint operators on a
Hilbert space H, then N = A + iB is a normal operator, and N∗ = A − iB .
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Each normal operator is of this form, that is, if N is a normal operator, then

A := (
N + N∗)/2 and B := (

N − N∗)/2i (5.37)

are strongly commuting self-adjoint operators such that N = A + iB .

Proof Let ET be the spectral measure of the pair T = (A,B). Let f be the function
on R

2 defined by f = f1 + if2, where fj (λ1, λ2) = λj . The spectral integral N :=
I(f ) is normal. Since A = I(f1), B = I(f2), and D(I(f1)) ∩ D(I(f2)) = D(I(f ))

by (4.26), we have N = A + iB and N∗ = A − iB by Theorem 4.16.
If N is a normal operator and EN is its spectral measure, we proceed in reversed

order. Letting f (λ) = λ, f1(λ) = Reλ and f1(λ) = Imλ for λ ∈ C, we then ob-
tain N = I(f ). Then the self-adjoint operators A := I(f1) and B := I(f2) strongly
commute (by Proposition 5.29(ii)) and satisfy (5.37). �

By Corollary 5.28, strongly commuting normal operators commute pointwise
on a common core. But the converse of this statement is not true! Example 5.5
below shows that the pointwise commutativity on a common core does not imply
the strong commutativity of self-adjoint operators. The existence of such examples
was discovered by Nelson [Ne1]. Another example of this kind is sketched in Ex-
ercise 6.16. These examples show that commutativity for unbounded self-adjoint or
normal operators is indeed a delicate matter.

Lemma 5.31 Let X and Y be bounded self-adjoint operators on a Hilbert space
H such that N (X) = N (Y ) = {0}, and let Q be the projection onto the closure of
[X,Y ]H. Set D = XY(I − Q)H. Then A := X−1 and B := Y−1 are self-adjoint
operators such that:

(i) D ⊆D(AB) ∩D(BA) and ABx = BAx for x ∈ D.
(ii) If QH ∩ XH = QH ∩ YH = {0}, then D is a core for A and B .

Proof (i): Let y ∈ H. For arbitrary u ∈ H, we have by the definition of Q,

〈
(YX − XY)(I − Q)y,u

〉 = 〈
(I − Q)y, [X,Y ]u〉 = 0.

Hence, x := XY(I −Q)y = YX(I −Q)y ∈D(AB)∩D(BA), and we have ABx =
(I − Q)y = BAx.

(ii): We first prove that BD is dense in H. Suppose that u ∈ H and u ⊥ BD.
Since D = YX(I − Q)H as shown in the preceding proof of (i), we have

0 = 〈
u,BYX(I − Q)y

〉 = 〈
u,X(I − Q)y

〉 = 〈
Xu, (I − Q)y

〉

for all y ∈ H. Thus, Xu ∈ QH. By the assumption, Xu = 0, and hence u = 0.
Let x ∈ D(B). By the density of BD, there is a sequence (xn) of vectors xn ∈ D

such that Bxn → Bx. Since Y = B−1 is bounded, xn = YBxn → YBx = x. This
shows that D is a core for B . The proof for A is similar. �
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Example 5.5 (Pointwise commuting self-adjoints that do not commute strongly) Let
S be the unilateral shift operator on H = l2(N0), that is,

S(ϕ0, ϕ1, ϕ2, . . .) = (0, ϕ0, ϕ1, . . .) for (ϕn) ∈ l2(N0).

Then X := S + S∗ and Y := −i(S − S∗) are bounded self-adjoint operators
on H, and [X,Y ]H = C · e0, where e0 := (1,0, ,0, . . .). Then the assumptions
of Lemma 5.31 are fulfilled, that is, N (X) = N (Y ) = {0} and QH ∩ XH =
QH ∩ YH = {0}.

As a sample, we verify that QH ∩ XH = {0}. Suppose that X(ϕn) = αe0 for
some (ϕn) ∈H and α ∈C. It follows that ϕk+2 = −ϕk for k ∈ N0 and ϕ1 = α. Since
(ϕn) ∈ l2(N0), the latter implies that ϕk = α = 0 for all k.

Statement 1 A := X−1 and B := Y−1 are self-adjoint operators on H. They com-
mute pointwise on the common core D := XY(I − Q)H for A and B , but they do
not commute strongly.

Proof Since N (X) = N (Y ) = {0}, A and B are well defined. They are self-adjoint
by Corollary 1.9 and commute on the common core D by Lemma 5.31. Since their
resolvents R0(A) = X and R0(B) = Y do not commute, A and B do not commute
strongly by Proposition 5.27(iv). �

Now we define a linear operator T by T x = Ax + iBx for x ∈D(T ) := D.

Statement 2 T is a formally normal operator on H which has no normal extension
in a possible larger Hilbert space (that is, there is no normal operator N acting on
a Hilbert space G which contains H as a subspace such that T ⊆ N ).

Proof Let x ∈ D. From the equality 〈Ty, x〉 = 〈Ay + iBy,x〉 = 〈y,Ax − iBx〉 for
y ∈ D it follows that x ∈ D(T ∗) and T ∗x = Ax − iBx. Using Lemma 5.31(i), we
compute

‖A ± iBx‖2 = 〈Ax ± iBx,Ax ± iBx〉
= ‖Ax‖2 + ‖Bx‖2 ∓ i〈Ax,Bx〉 ± i〈Bx,Ax〉
= ‖Ax‖2 + ‖Bx‖2 ∓ i〈BAx,x〉 ± i〈ABx,x〉 = ‖Ax‖2 + ‖Bx‖2.

Therefore, ‖T x‖ = ‖T ∗x‖ for x ∈D(T ) ⊆D(T ∗), that is, T is formally normal.
Assume that T has a normal extension N on a larger Hilbert space G. We first

show that T ∗�D ⊆ N∗. Let y ∈ D(⊆ D(T ) ⊆ D(N) = D(N∗)). Let P denote the
projection of G onto H. Since 〈x,T ∗y〉 = 〈T x, y〉 = 〈Nx,y〉 = 〈x,PN∗y〉 for all
x ∈D(T ), we conclude that T ∗y = PN∗y. Using that T and N are formally normal,
we obtain

‖Ty‖ = ∥
∥T ∗y

∥
∥ = ∥

∥PN∗y
∥
∥ ≤ ∥

∥N∗y
∥
∥ = ‖Ny‖ = ‖Ty‖.

Therefore, ‖PN∗y‖ = ‖N∗y‖. This implies that N∗y ∈ H. Hence, T ∗y = N∗y,
which completes the proof of the inclusion T ∗�D ⊆ N∗.
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Let Ã and B̃ be the closures of (N + N∗)/2 and (N − N∗)/2i, respectively.
From the inclusions T ⊆ N and T ∗�D ⊆ N∗ it follows that A�D ⊆ Ã. Since D
is a core for A by Lemma 5.31(ii), A�D is essentially self-adjoint. Therefore, by
Proposition 1.17, H is reducing for Ã, and A = A�D is the part of Ã on H. That
is, we have Ã = A ⊕ A1 on G = H ⊕ H⊥, where A1 is a certain operator on H⊥.
Similarly, B̃ = B ⊕ B1. By Proposition 5.30, Ã and B̃ are strongly commuting self-
adjoint operators. This implies that A and B strongly commute, which contradicts
Statement 1. � ◦

5.7 Exercises

1. Let A be a bounded self-adjoint operator, and p ∈ C[t]. Show without using the
spectral theorem that p(σ(A)) ⊆ σ(p(A)).
(Note that the opposite inclusion was proved in Lemma 5.2.)

2. Let T be a self-adjoint operator on H such that 0 ≤ T ≤ I . Use the spectral
theorem to prove that there is a sequence of pairwise commuting projections on
H such that T = ∑∞

n=1 2−nPn.
Hint: Take P1 = E(( 1

2 ,1]),P2 = E(( 1
4 , 1

2 ] ∪ ( 3
4 ,1]), etc.

3. Let T be a self-adjoint operator on H with spectral measure ET . Show that T is
compact if and only if dimET (J )H < ∞ for each compact interval J which
does not contain 0.

4. (Spectral theorem for compact self-adjoint operators)
Let T be a compact self-adjoint operator on an infinite-dimensional separable
Hilbert space H. Show that there are an orthonormal basis {xn : n ∈ N} of H
and a real sequence (λn)n∈N such that limn→∞ λn = 0 and

T x =
∞∑

n=1

λn〈x, xn〉xn, x ∈H.

5. Let A be a bounded self-adjoint operator, and let f (z) = ∑∞
n=0 anz

n be a power
series with radius of convergence r > ‖A‖. Show that the series

∑∞
n=0 anA

n

converges in the operator norm to the operator f (A) defined by (5.10).
6. Let A be a bounded self-adjoint operator.

a. Show that for any z ∈ C, the series
∑∞

n=0
1
n!z

nAn converges in the operator
norm to ezA, where ezA is defined by (5.10).

b. Show that limz→z0 ‖ezA − ez0A‖ = 0 for z0 ∈ C.
7. Let A be a self-adjoint operator on H. Suppose that Ax = λx, where λ ∈R and

x ∈H. Prove that f (A)x = f (λ)x for each function f ∈ C(R).
8. Let A be a self-adjoint operator, and f and g be real-valued Borel functions

on R. Prove that f (g(A)) = (f ◦ g)(A).
Hint: Use Proposition 4.24.

9. Let A be a positive self-adjoint operator such that N (A) = {0}.
a. Show that (A−1)1/2 = (A1/2)−1 = A−1/2.
b. Prove that limε→+0

Aε−I
ε

x = (logA)x for x ∈ D(logA).
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10. Let A be a positive self-adjoint operator.
a. Prove that Aαx = limβ→α−0 Aβx for any α > 0 and x ∈D(Aα).
b. Prove that αA + (1 − α)I − Aα ≥ 0 for any α ∈ (0,1].
c. Prove Aα − αA − (1 − α)I ≥ 0 for any α > 1.
d. Suppose that N (A) = {0}. Prove that Aα − αA − (1 − α)I ≥ 0 for α < 0.

11. Let A be a self-adjoint operator which is not bounded. Show that there exists a
vector x ∈ D(A) such that x /∈ D(A2).

12. (Characterizations of a spectral gap)
Let A be a self-adjoint operator with spectral measure EA, and a, b ∈R, a < b.
Show that the following three statements are equivalent:
a. (a, b) ⊆ ρ(A).
b. ‖2Ax − (a + b)x‖ ≥ (b − a)‖x‖ for all x ∈D(A).
c. (A − bI)(A − aI) ≥ 0.

13. (McCarthy inequalities [Mc])
Let A be a positive self-adjoint operator on H, and x ∈D(A).
a. Prove that 〈Aαx,x〉 ≤ 〈Ax,x〉α‖x‖2−2α for α ∈ (0,1].
b. Prove that 〈Aαx,x〉 ≥ 〈Ax,x〉α‖x‖2−2α for α > 1.
c. Suppose that N (A) = {0} and α < 0. Prove that

〈
Aαx,x

〉 ≥ 〈Ax,x〉α‖x‖2−2α.

d. Suppose that α �= 1 and x �= 0. Assume that equality holds in one of the
preceding inequalities. Show that x is an eigenvector of A.
Hints: For (b), apply the Hölder inequality to 〈Ax,x〉 = ∫ ∞

0 λ d〈EA(λ)x, x〉.
For (a), apply (b) to Aα and α−1.

14. Show that each self-adjoint operator with simple spectrum acts on a separable
Hilbert space.

15. Let A be a self-adjoint operator on a separable Hilbert space H.
a. Show that there is an orthogonal direct sum decomposition A = ⊕N

n=0 An

on H = ⊕N
n=0 Hn, where N ∈ N ∪ {∞}, such that each An is a self-adjoint

operator with simple spectrum on the Hilbert space Hn.
Hint: Use Lemma 5.17.

b. Show that there are a finite measure space (Λ,ν), a real-valued measurable
function F on Λ, and a unitary operator U of H onto L2(Λ,ν) such that
(UAU−1f )(λ) = F(λ)f (λ) for f ∈ L2(Λ,ν).
Hint: Use (a) and Proposition 5.18.

16. Let Ω be an open subset of R
n, and H = L2(Ω). Define (Tkf )(t) = tkf (t)

for f ∈ H and k = 1, . . . , n. Determine the joint spectrum σ(T ) of the n-tuple
T = {T1, . . . , Tn} of self-adjoint operators Tk and the spectra σ(Tk).

17. Let T be a bounded normal operator. Use the spectral theorem to prove that for
each ε > 0, there are numbers λ1, . . . , λn ∈ C and pairwise orthogonal projec-
tions P1, . . . ,Pn such that P1 + · · · + Pn = I and ‖T − ∑n

k=1 λnPn‖ < ε.
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18. A linear operator T on H is called diagonalizable if there are an orthonormal
basis {ej : j ∈ I } of H and a set {λj : j ∈ I } of complex numbers such that

D(T ) =
{

x ∈H :
∑

j

|λj |2
∣
∣〈x, ej 〉

∣
∣2

< ∞
}

and T x =
∑

j

λj 〈x, ej 〉ej

for x ∈D(T ). Suppose that T is diagonalizable.
a. Determine the adjoint operator T ∗ and show that T ∗ is diagonalizable.
b. Show that T is normal and determine the spectral measure of T .
c. When is T self-adjoint? When is T ≥ 0?

19. Show that for each normal operator T ∈ B(H), there is a sequence (Tk)k∈N of
diagonalizable operators Tk ∈ B(H) such that limk→∞ ‖T − Tk‖ = 0.

20. Let T be a normal operator.
a. Prove that p(T )∗ = p(T ∗) for any polynomial p ∈R[t].
b. Formulate and prove the corresponding result for p ∈C[t].

21. Let A be a normal operator.
a. Show that A is a projection if and only if σ(A) ⊆ {0,1}.
b. Show that A is a self-adjoint unitary if and only if σ(A) ⊆ {−1,1}.
c. Show that eiA = I if and only if A is self-adjoint and σ(A) ⊆ 2πZ.
d. Let n ∈N. Show that An = I if and only if λn = 1 for each λ ∈ σ(A).

22. Let T be a self-adjoint operator, and let ET be its spectral measure.
a. Determine the spectral measure and resolution of the identity of the operators

T 2, ET (J )T for an interval J , and |T |.
b. Determine the spectral measure of T 3 and T 1/2 if T ≥ 0.
c. Determine the spectral measure of (T − λI)−1 for λ ∈ ρ(T ).

23. Let A and B be strongly commuting positive self-adjoint operators on H. Prove
that AB is a positive self-adjoint operator.

24. Let T and S be strongly commuting normal operators on H. Suppose that there
exists a dense subset M ⊆ D(T ) ∩ D(S) of H such that T x = Sx for x ∈ M.
Prove that T = S.
Hint: Show that T ET (Cr)ES(Cs)x = SET (Cr)ES(Cs)x for x ∈ M, where
Cr := {z ∈C : |z| < r}.

25. Prove that a self-adjoint operator A on H has a purely discrete spectrum if and
only if D(A) does not contain an infinite-dimensional closed subspace of H.

5.8 Notes to Part II

The spectral theorem for bounded self-adjoint operators was discovered by Hilbert
[Hi, 4. Mitteilung, 1906], who expressed the result in terms of quadratic forms.
The present formulation of this theorem including the functional calculus is due to
Riesz [Ri1]. Details on the history of the spectral theorem can be found in [HT, RN],
and [Sn]. The spectral theorem for unbounded self-adjoint operators was proved by
von Neumann [vN1], Stone [St2], Riesz [Ri2], and others.
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The spectral theorem is developed in various versions in most books on Hilbert
space operators, see, e.g., [AG, BS, BSU, DS, RN, RS1, Ru3]. Now there exist
numerous proofs of the spectral theorem. The most prominent approach is probably
the one based on Gelfand’s theory of abelian C∗-algebras, see, e.g., [Cw], IX, § 2.
A careful treatment of spectral measures can be found in the notes [Bn].

Example 5.5 is taken from [Sch3]. The existence of such pairs of commuting
self-adjoint operators and of a formally normal operator without normal extension
was first shown by Nelson [Ne1] and Coddington [Cd1], respectively.
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Chapter 6
One-Parameter Groups and Semigroups
of Operators

One-parameter groups or semigroups of operators and their generators have wide
ranges of applications in various parts of mathematics and physics. In this chapter
we develop basic results of this theory. In Sect. 6.1 one-parameter unitary groups
are investigated, and two fundamental theorems, Stone’s theorem and Trotter’s for-
mula, are proved. In Sect. 6.2 semigroups are used to solve the Cauchy problems
for some abstract differential equations on Hilbert space. In Sect. 6.3 the generators
of semigroups of contractions on Banach spaces are studied, and the Hille–Yosida
theorem is derived. In the short Sect. 6.4 the generators of contraction semigroups
on Hilbert spaces are characterized as m-dissipative operators.

6.1 Groups of Unitaries

Let us begin by giving a precise definition of a one-parameter unitary group.

Definition 6.1 A strongly continuous one-parameter unitary group, briefly a uni-
tary group, is a family U = {U(t) : t ∈ R} of unitaries U(t) on a Hilbert space H
such that

(i) U(t)U(s) = U(t + s) for t, s ∈R,
(ii) limh→0 U(t + h)x = U(t)x for x ∈H and t ∈ R.

Axiom (i) means that U is a group homomorphism of the additive group R into
the group of unitary operators on H. In particular, this implies that U(0) = I and

U(−t) = U(t)−1 = U(t)∗ for t ∈R.

Axiom (ii) is the strong continuity of U . It clearly suffices to require (ii) for
t = 0 and for x from a dense subset of H (see Exercise 1.a). Since the operators
U(t) are unitaries, it is even enough to assume that limt→0〈U(t)x, x〉 = 〈x, x〉 for
x from a dense set (see Exercise 1.b). If the Hilbert space H is separable, axiom
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(ii) can be further weakened by requiring only that for all x, y ∈ H, the function
t → 〈U(t)x, y〉 on R is Lebesgue measurable (see, e.g., [RS1, Theorem VIII.9]).

Let A be a self-adjoint operator with spectral measure EA. Recall that by the
functional calculus of self-adjoint operators the operator eitA is defined by

eitA :=
∫
R

eitλdE(λ), t ∈ R. (6.1)

Proposition 6.1 Let A be a self-adjoint operator on a Hilbert space H. Then
U = {U(t) := eitA : t ∈ R} is a strongly continuous one-parameter unitary group
on H. The operator A is uniquely determined by U , that is,

D(A) =
{
x ∈ H : d

dt

∣∣∣∣
t=0

U(t)x := lim
h→0

h−1(U(h) − I
)
x exists

}
, (6.2)

D(A) =
{
x ∈ H : d+

dt

∣∣∣∣
t=0

U(t)x := lim
h→+0

h−1(U(h) − I
)
x exists

}
, (6.3)

iAx = d

dt

∣∣∣∣
t=0

U(t)x = d+

dt

∣∣∣∣
t=0

U(t)x for x ∈ D(A). (6.4)

Further, for x ∈D(A) and t ∈R, we have U(t)x ∈D(A) and

d

dt
U(t)x = iAU(t)x = iU(t)Ax. (6.5)

Proof From the functional calculus of A (Theorem 5.9) it follows at once that ax-
iom (i) of Definition 6.1 holds and that U(t) is unitary.

Let x ∈ H. Put fh(λ) := eihλ − 1. Clearly, fh(λ) → 0 as h → 0, and |fh(λ)| ≤ 2
on R. Therefore, by Lebesgue’s dominated convergence theorem (Theorem B.1),

∥∥U(h)x − x
∥∥2 =

∫
R

∣∣fh(λ)
∣∣2

d
〈
EA(λ)x, x

〉 → 0 as h → 0,

that is, limh→0 U(h)x = x. Hence, axiom (ii) of Definition 6.1 is fulfilled, so U is a
unitary group.

We define the linear operator T by T x := −i limh→0 h−1(U(h) − I )x with do-
main

D(T ) =
{
x ∈H : lim

h→0
h−1(U(h) − I

)
x exists

}
.

The operator T is symmetric. Indeed, using that U(h)∗ = U(−h), we derive

〈T x, y〉 = lim
h→0

〈−ih−1(U(h) − I
)
x, y

〉 = lim
h→0

〈
x,−i(−h)−1(U(−h) − I

)
y
〉

= 〈x,T y〉.
Let x ∈ D(A). Set gh(λ) := h−1(eihλ − 1) − iλ for λ ∈ R. Then gh(λ) → 0 as

h → 0. Since |g′
h(λ)| = |i(eihλ − 1)| ≤ 2, |gh(λ)|2 = |gh(λ) − gh(0)|2 ≤ 4λ2 by the

mean value theorem. Hence, since
∫

4λ2d〈EA(λ)x, x〉 = ‖2Ax‖2 < ∞, the domi-
nated convergence theorem applies and yields

∥∥h−1(U(h) − I
)
x − iAx

∥∥2 =
∫
R

∣∣gh(λ)
∣∣2

d
〈
EA(λ)x, x

〉 → 0 as h → 0,
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that is, iAx = limh→0 h−1(U(h) − I )x. Therefore, A ⊆ T . Since A is self-adjoint
and T is symmetric, A = T . This proves (6.2) and the first equality of (6.4).

Now suppose that y := d+
dt

|t=0U(t)x = limh→+0 h−1(U(h) − I )x exists. Then

lim
h→+0

(−h)−1(U(−h) − I
)
x = lim

h→+0
U(−h) h−1(U(h) − I

)
x = Iy = y.

Thus, limh→0 h−1(U(h) − I )x = y. This means that x ∈ D(T ) and y = iT x. Since
T = A as just shown, this proves (6.3) and the second equality of (6.4).

Finally, we prove (6.5). Suppose that x ∈D(A) and t ∈ R. From

lim
h→0

h−1(U(h) − I
)
U(t)x = lim

h→0
h−1(U(t + h) − U(t)

)
x

= U(t) lim
h→0

h−1(U(h) − I
)
x = U(t)iAx

and from (6.2) it follows that U(t)x ∈D(A) and iAU(t)x = d
dt

U(t)x = U(t)iAx. �

In general, it is difficult to obtain “explicit” formulas for the unitary groups of
self-adjoint operators (see, however, Examples 6.1 and 8.1).

The following theorem states that each unitary group is of the form described in
Proposition 6.1.

Theorem 6.2 (Stone’s theorem) If U is a strongly continuous one-parameter uni-
tary group on H, then there is a unique self-adjoint operator A on H such that
U(t) = eitA for t ∈R.

The operator iA is called the infinitesimal generator of the unitary group U .

Proof The uniqueness assertion is already contained in Proposition 6.1. It remains
to prove the existence.

For x ∈H and f ∈ C∞
0 (R), we define a “smoothed” element xf ∈H by

xf =
∫
R

f (t)U(t)x dt. (6.6)

The integral in (6.6) exists as an H-valued Riemann integral, since f (t)U(t)x is a
continuous H-valued function with compact support.

First, we show that the linear span DG of vectors xf is dense in H. Take
a “δ-sequence” (fn)n∈N, that is, a sequence of functions fn ∈ C∞

0 (R) such that
fn(t) ≥ 0 on R,

∫
R

fn(t) dt = 1 and suppfn ⊆ [− 1
n
, 1

n
]. For x ∈ H, we have

‖xfn − x‖ =
∥∥∥∥
∫
R

fn(t)
(
U(t) − I

)
x dt

∥∥∥∥ ≤
∫
R

fn(t)
∥∥(

U(t) − I
)
x
∥∥dt

≤ sup

{∥∥(
U(t) − I

)
x
∥∥ : t ∈

[
−1

n
,

1

n

]}
→ 0 as n → ∞

by the strong continuity of U . Hence, x = limn→∞ xfn . Thus, DG is dense in H.
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We define an operator T with domain D(T ) as in the proof of Proposition 6.1.
By the same reasoning as given therein it follows that T is symmetric. For x ∈ H,
h > 0, and f ∈ C∞

0 (R), we compute

h−1(U(h) − I
)
xf =

∫
R

h−1f (t)
(
U(t + h) − U(t)

)
x dt

=
∫
R

h−1(f (s − h) − f (s)
)
U(s)x ds.

Since f ∈ C∞
0 (R) and hence h−1(f (s − h) − f (s)) → −f ′(s) uniformly on R as

h → 0, we conclude that limh→0 h−1(U(h) − I )xf = x−f ′ in H. Thus, xf ∈ D(T )

and iT xf = x−f ′ . Therefore, DG ⊆D(T ), so that T is densely defined.
Next, we prove that T is self-adjoint. Let y ∈ N (T ∗ − iI ). From the definition

of T it follows immediately that U(t)D(T ) ⊆ D(T ) and U(t)T x = T U(t)x for
x ∈D(T ) and t ∈R. Using the latter, we derive for t0 ∈R,

d

dt

∣∣∣∣
t=t0

〈
U(t)x, y

〉 = d

ds

∣∣∣∣
s=0

〈
U(s)U(t0)x, y

〉 = 〈
iT U(t0)x, y

〉

= 〈
iU(t0)x, T ∗y

〉 = 〈
U(t0)x, y

〉
.

That is, the function g(t) := 〈U(t)x, y〉 satisfies the differential equation g′ = g on
R. Therefore, g(t) = g(0)et for t ∈ R. Since |g(t)| ≤ ‖x‖‖y‖, we conclude that
g(0) = 0 and hence 〈x, y〉 = 0 for all x ∈ D(T ). Since D(T ) is dense in H, y = 0.
Similarly, N (T ∗ + iI ) = {0}. By Proposition 3.8, T is self-adjoint.

Put V (t) := eitT for t ∈ R. We prove that U(t) = V (t). Let x ∈ D(T ). First, we
note that the definition of T implies that

d

dt

∣∣∣∣
t=t0

U(t)x = d

ds

∣∣∣∣
s=0

U(s)U(t0)x = iT U(t0)x.

On the other hand, applying formula (6.5) to the group V , we obtain

d

dt

∣∣∣∣
t=t0

V (t)x = iT V (t0)x.

That is, setting y(t) = (U(t) − V (t))x, we have d
dt

y(t) = iT y(t), and hence,

d

dt

∥∥y(t)
∥∥2 = d

dt

〈
y(t), y(t)

〉 = 〈
iT y(t), y(t)

〉 + 〈
y(t), iT y(t)

〉 = 0,

because y(t) ∈ D(T ) and T is symmetric. Hence, ‖y(t)‖ is constant on R. Since
y(0) = (U(0) − V (0))x = 0, we have y(t) = 0 on R, that is, U(t)x = V (t)x for
t ∈ R and x ∈ D(T ). Because D(T ) is dense in H,U(t) = V (t) on H for all t ∈ R.
Setting A := T , we complete the proof of Theorem 6.2. (By applying (6.2) and (6.4)
to U = V we could even infer that T = T ≡ A.) �

Stone’s theorem was a cornerstone in the development of functional analysis.
Among its important mathematical applications is the representation theory of Lie
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groups. A strongly continuous one-parameter unitary group is nothing but a unitary
representation of the Lie group R. The main part of the above proof generalizes to
unitary representations of Lie groups to show that they give rise to ∗-representations
of the corresponding Lie algebra, where the domain DG becomes the Gårding do-
main of the representation. Detailed treatments can be found in [Sch1] and [Wa].
Another proof of Stone’s theorem will be given in Sect. 6.4.

The next proposition shows that the unitary group can be useful for proving that
some domain is a core for a self-adjoint operator.

Proposition 6.3 Let A be a self-adjoint operator on a Hilbert space H, and let D1
and D2 be linear subspaces of H such that D2 ⊆ D(A) and D1 is dense in H. If
there exists c > 0 such that eitAD1 ⊆D2 for all t ∈ (−c, c), then D2 is a core for A,
that is, A � D2 is essentially self-adjoint.

Proof Suppose that τ ∈ {1,−1} and y ∈ N ((A�D2)
∗ − τ iI ). Let x ∈ D1. By as-

sumption, eitAx ∈ D2 ⊆D(A) for |t | < c. Using (6.4), we compute

d

dt

〈
eitAx, y

〉 = 〈
iAeitAx, y

〉 = 〈
ieitAx, τ iy

〉 = τ
〈
eitAx, y

〉
, t ∈ (−c, c).

Thus, the function g(t):=〈eitAx, y〉 satisfies the differential equation g′ = τg on
(−c, c). Therefore, g(t) = g(0)eτ t , and so 〈x, e−itAy〉 = 〈x, eτ t y〉 on (−c, c). Since
D1 is dense in H, we get e−itAy = eτ ty on (−c, c). Hence, t → e−itAy is differ-
entiable at t = 0 and d

dt
|t=0e

−itAy = τy = −iAy by (6.2) and (6.4). Since A is
self-adjoint, y = 0. By Proposition 3.8, A�D2 is essentially self-adjoint. �

Example 6.1 (Translation group on R)

Statement The translation group (U(t)f )(x) = f (x + t), t ∈ R, is a unitary group
on H = L2(R) with generator iA given by iAf = f ′ for f ∈ D(A) = H 1(R).
Moreover, C∞

0 (R) is a core for the self-adjoint operator A.

Proof Clearly, U(t) is unitary and axiom (i) of Definition 6.1 is satisfied.
Let f ∈ C∞

0 (R). For all h ∈ R, 0 < |h| < 1, the functions U(h)f and
h−1((U(h) − I )f )(x) = h−1(f (x + h) − f (x)) are supported by some bounded
interval J . As h → 0, they converge to f and f ′, respectively, uniformly on J and
hence in L2(R). Therefore,

lim
h→0

U(h)f = f and lim
h→0

h−1(U(h) − I
)
f = f ′. (6.7)

Because f ∈ C∞
0 (R) is dense in L2(R), the first equality of (6.7) implies the strong

continuity of U (see, e.g., Exercise 1), so U is indeed a unitary group.
By (6.4), the second equality of (6.7) yields f ∈ D(A) and iAf = f ′. Thus, the

operators A and −i d
dx

(on H 1(R)) coincide on C∞
0 (R). Since C∞

0 (R) is invari-
ant under U , it is a core for A by Proposition 6.3. Hence, A ⊆ −i d

dx
. Since both

operators are self-adjoint, it follows that A = −i d
dx

and D(A) = H 1(R). � ◦
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The next theorem generalizes a classical result that was obtained by S. Lie for
matrices. The formulas (6.8) and (6.9) therein are called Trotter product formulas.

Formula (6.8) expresses the unitary group eit (A+B) as a strong limit of terms built
from the unitary groups eisA and eisB .

Theorem 6.4 Let A and B be self-adjoint operators on H. Suppose that the sum
A + B is self-adjoint on the domain D(A + B) =D(A) ∩D(B). Then

eit (A+B)x = lim
n→∞

(
eitA/neitB/n

)n
x for x ∈ H, t ∈R. (6.8)

If, in addition, both operators A and B are semibounded from below, then

e−t (A+B)x = lim
n→∞

(
e−tA/ne−tB/n

)n
x for x ∈ H, t ≥ 0. (6.9)

Proof Throughout this proof we abbreviate C := A + B and

x(s) := eisCx, T (t) := t−1(eitAeitB − eitC)
, xt (s) := T (t)x(s) (6.10)

for x ∈ D(C) and t, s ∈ R, t �= 0.
Recall that the domain D(C) is a Hilbert space, denoted by DC , when it is

equipped with the graph scalar product (1.3) for the operator C. Obviously, T (t)

maps DC continuously into H. Using (6.4), we obtain

T (t)x = t−1(eitA − I
)
x + eitAt−1(eitB − I

)
x − t−1(eitC − I

)
x

→ iAx + iBx − iCx = 0 as t → 0. (6.11)

This implies that supt∈R ‖T (t)x‖ < ∞ for x ∈D(C). Therefore, by the principle of
uniform boundedness the family of continuous linear mappings T (t) : DC→H is
uniformly bounded, that is, there is a constant γ > 0 such that∥∥T (t)x

∥∥ ≤ γ ‖x‖C for x ∈D(C), t ∈ R. (6.12)

Fix x ∈ D(C). We prove that limt→0 xt (s) = 0 uniformly on each bounded in-
terval J . Let ε > 0. We choose subintervals Jk , k = 1, . . . , l, of length |Jk| such
that γ |Jk|‖Cx‖C ≤ ε and fix sk ∈ Jk . Since x(s) ∈ D(C), (6.11) applies with x re-
placed by x(sk) and yields limt→0 xt (sk) = 0. Hence, there exists δ > 0 such that
‖xt (sk)‖ < ε for |t | < δ and all k. If s ∈ J , then s ∈ Jk for some k. Let E be the spec-
tral measure of the self-adjoint operator C. Inserting (6.10) and (6.12) and using the
functional calculus for C (see, e.g., Theorem 4.16 and (4.33)), we derive

∥∥xt (s) − xt (sk)
∥∥2 = ∥∥T (t)

(
x(s) − x(sk)

)∥∥2 ≤ γ 2
∥∥x(s) − x(sk)

∥∥2
C

= γ 2(‖(eisC − eiskC
)
x‖2 + ∥∥C

(
eisC − eiskC

)
x
∥∥2)

= γ 2
∫
R

(
1 + λ2)∣∣eisλ − eiskλ

∣∣2
d
〈
E(λ)x, x

〉

≤ γ 2
∫
R

(
1 + λ2)|s − sk|2λ2d

〈
E(λ)x, x

〉

= γ 2|s − sk|2‖Cx‖2
C ≤ ε2
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for t ∈R. Hence, if |t | < δ, then ‖xt (s)‖ ≤ ‖xt (s) − xt (sk)‖ + ‖xt (sk)‖ < 2ε. Thus,
we have shown that limt→0 xt (s) = 0 uniformly on J .

Now we are ready to prove the Trotter formula (6.8). Let t ∈ R. First suppose
that x ∈ D(C). Put J = [−|t |, |t |]. Then we compute(

eitA/neitB/n
)n

x − eit (A+B)x

= ((
eitA/neitB/n

)n − (
eitC/n

)n)
x

=
n−1∑
k=0

(
eitA/neitB/n

)k[
eitA/neitB/n − eitC/n

](
eitC/n

)n−k−1
x

= t

n

n−1∑
k=0

(
eitA/neitB/n

)k
xt/n

(
t (n − k − 1)/n

)
.

Clearly, the norm of the last vector is less than or equal to

|t | sup
s∈J

∥∥xt/n(s)
∥∥.

By the result of the preceding paragraph this converges to zero as n→∞. Therefore,
(eitA/neitB/n)nx → eit (A+B)x for x ∈ D(C). Since ‖(eitA/neitB/n)n‖ = 1 and D(C)

is dense in H, it follows that (eitA/neitB/n)nx → eit (A+B)x for all x ∈ H.
The second Trotter formula (6.9) is proved by almost the same reasoning. �

The preceding proof shows that for any fixed x ∈ H, in (6.8) we have uniform
convergence on bounded intervals.

With more refined technique it can be shown [RS1, Theorem VIII.31] that both
formulas (6.8) and (6.9) remain valid (with A + B replaced by A + B ) if the self-
adjointness assumption of A + B is weakened by the essential self-adjointness of
A + B on D(A) ∩D(B).

6.2 Differential Equations on Hilbert Spaces

Throughout this section, A is a self-adjoint operator on a Hilbert space H.
For an open interval J ⊆ R, let C1(J ,H) denote the set of all H-valued func-

tions u : J →H for which the derivative

u′(t) := lim
h→0

h−1(u(t + h) − u(t)
)

exists for all t ∈ J and is continuous on J . Further, C2(J ,H) is the set of all
u ∈ C1(J ,H) such that u′ ∈ C1(J ,H).

Let us begin with the abstract Schrödinger equation

u′(t) = −iAu(t), t ∈ R. (6.13)

Given u0 ∈ H, the Cauchy problem for Eq. (6.13) consists of finding a u ∈ C1(R,H)

such that u(t) ∈D(A) and (6.13) holds for all t ∈R and u(0) = u0. (Note that these
conditions imply that u0 ∈ D(A).)
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Proposition 6.5 For any u0 ∈ D(A), the Cauchy problem of the Schrödinger equa-
tion (6.13) has a unique solution, which is given by

u(t) = e−itAu0, t ∈R.

Proof That u(t) satisfies Eq. (6.13) follows at once from Eq. (6.4). Since obviously
u(0) = u0, u(t) solves the Cauchy problem.

To prove the uniqueness, let u1 and u2 be two solutions and set v := u1 − u2.
Then we have v′(t) = −iAv(t) and v(0) = u1(0) − u2(0) = u0 − u0 = 0. Hence,

d

dt

〈
v(t), v(t)

〉 = 〈
v′(t), v(t)

〉 + 〈
v(t), v′(t)

〉 = 〈−iAv(t), v(t)
〉 + 〈

v(t),−iAv(t)
〉 = 0.

Here the last equality holds because the operator A is symmetric. Therefore, the
function ‖v(t)‖ is constant on R. Since v(0) = 0, it follows that v(t) = 0 and hence
u1(t) = u2(t) on R. �

Now we assume that A ≥ 0 and let u0 ∈ H. We consider the Cauchy problem of
the abstract heat equation

u′(t) = −Au(t), t ∈ (0,∞),

u(0) = u0,

where u ∈ C1((0,∞),H), u(t) ∈ D(A) for t > 0, and u(0) := limt→+0 u(t).

Proposition 6.6 The Cauchy problem for the heat equation has a unique solution

u(t) = e−tAu0, t > 0.

Proof Fix t > 0. Put fh(λ) := h−1(e−(t+h)λ − e−tλ) + λe−tλ for 0 < |h| < t/2
and gs(λ) := e−sλ − 1 for s > 0. Then fh(λ) → 0 as h → 0 and gs(λ) → 0 as
s → 0. Clearly, |gs(λ)| ≤ 2 on [0,+∞). From the mean value theorem it follows
that |e−x − 1 + x| ≤ e|x||x| for x ∈R. Using this fact, we obtain for λ ∈ [0,+∞),∣∣fh(λ)

∣∣ = |h|−1e−tλ
∣∣e−hλ − 1 + hλ

∣∣ ≤ |h|−1e−tλe|h|λ|h|λ ≤ e−tλ/2λ ≤ 2t−1.

Therefore, Lebesgue’s dominated convergence theorem (Theorem B.1) applies and
yields

∥∥h−1(u(t + h) − u(t)
) + Au(t)

∥∥2 =
∫ ∞

0

∣∣fh(λ)
∣∣2

d
〈
EA(λ)u0, u0

〉 → 0 as h → 0,

∥∥u(s) − u0
∥∥2 =

∫ ∞

0

∣∣gs(λ)
∣∣2

d
〈
EA(λ)u0, u0

〉 → 0 as s → 0.

(In fact, this proves that {e−tA : t ≥ 0} is a contraction semigroup with generator
−A, see, e.g., Proposition 6.14 below.) Thus, we have shown that u′(t) = −Au(t)

and u(0) = u0, so u is a solution of the Cauchy problem. The uniqueness is proved
similarly as in case of the Schrödinger equation (6.13). �

Next, we suppose that A ≥ 0 and N (A) = {0}. Let u0 ∈ D(A) and u1 ∈ H be
given. We investigate the Cauchy problem for the abstract wave equation
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u′′(t) = −Au(t), t ∈R,

u(0) = u0, u′(0) = u1,

where u ∈ C2(R,H) and u(t) ∈ D(A) for all t ∈R.

Proposition 6.7 Suppose that u0 ∈ D(A) and u1 ∈ D(A1/2). Then

u(t) := (
cosA1/2t

)
u0 + (

A−1/2 sinA1/2t
)
u1, t ∈ R,

is the unique solution of the Cauchy problem for the wave equation, and

u′(t) = (
cosA1/2t

)
u1 − (

A1/2 sinA1/2t
)
u0, t ∈ R.

Proof First we note that u(t) is well defined, since N (A1/2) = {0} by the assump-
tion N (A) = {0}. Proceeding as in the proof of Proposition 6.6, one shows that u(t)

is in C2(R,H), u′(t) is given by the above formula, and that u′′(t) = −Au(t) for all
t ∈ R. This is where the assumptions u0 ∈ D(A) and u1 ∈ D(A1/2) are used. Since
obviously u(0) = u0 and u′(0) = u1, u(t) solves the Cauchy problem.

We prove the uniqueness assertion. Let w be another solution of the Cauchy
problem and put v := u − w. Then v(t) ∈D(A) for all t > 0. From the identity〈

Av(t + h), v(t + h)
〉 − 〈

Av(t), v(t)
〉

= 〈
v(t + h) − v(t),Av(t + h)

〉 + 〈
Av(t), v(t + h) − v(t)

〉
we derive d

dt
〈Av,v〉 = 〈v′,Av〉 + 〈Av,v′〉 on R. Since v′′ = −Av, we compute

d

dt

(〈
v′, v′〉 + 〈Av,v〉) = 〈

v′′, v′〉 + 〈
v′, v′′〉 + d

dt
〈Av,v〉

= 〈−Av,v′〉 + 〈
v′,−Av

〉 + 〈
v′,Av

〉 + 〈
Av,v′〉 = 0,

so ‖v′(t)‖2 + ‖A1/2v(t)‖2 is constant on R. Since v(0) = v′(0) = 0, this constant is
zero. Therefore, A1/2v(t) = 0. Hence, v(t) = 0 and u(t) = w(t) on R. �

There is a nice “matrix trick” that allows one to reduce the wave equation for
A to the Schrödinger equation for the self-adjoint operator B on the Hilbert space
H⊕H given by the block matrix

B =
(

0 −iA1/2

iA1/2 0

)
, (6.14)

that is, B(u, v) = (−iA1/2v, iA1/2u) for u,v ∈D(A1/2).
Indeed, let u0 ∈ D(A) and u1 ∈ D(A1/2) ∩ D(A−1/2) be given. Then x0 :=

(u0,−A−1/2u1) ∈ D(B), so by Proposition 6.5 there is a solution x(t) = (u(t), v(t))

of the Cauchy problem x′(t) = −iBx(t), x(0) = x0.
Since x0 ∈ D(B2), we have x ∈ C2(R,H) and x′′(t) = −B2x(t) (see Exer-

cise 8). The latter implies that u′′(t) = −Au(t) on R. From x′(t) = −iBx(t) we
obtain u′(t) = −A1/2v(t). Therefore, the equality x(0) = x0 yields u(0) = u0 and
u′(0) = −A1/2v(0) = u1. That is, we have shown that u(t) is a solution of the
Cauchy problem u(0) = u0, u′(0) = u1 for the wave equation u′′(t) = −Au(t).
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6.3 Semigroups of Contractions on Banach Spaces

In this section we develop some basics of generators of operator semigroups on
Banach spaces. All notions and facts about closed operators we will use remain
valid verbatim in this case. Throughout the symbol E will denote a Banach space.

Definition 6.2 A strongly continuous one-parameter semigroup on a Banach space
E is a family T = {T (t) : t ≥ 0} of bounded linear operators T (t) on E satisfying

(i) T (0) = I and T (t)T (s) = T (t + s) for all t, s ∈ (0,∞),
(ii) limt→+0 T (t)x = x and limt→t0 T (t)x = T (t0)x for t0 ∈ (0,∞), x ∈ E.

If, in addition, ‖T (t)‖ ≤ 1 for all t > 0, then T is called a strongly continuous one-
parameter semigroup of contractions (or briefly, a contraction semigroup).

Definition 6.3 The (infinitesimal) generator of a strongly continuous one-parameter
semigroup is the linear operator B on E defined by

Bx = lim
h→+0

h−1(T (h) − I
)
x,

D(B) =
{
x ∈ E : lim

h→+0
h−1(T (h) − I

)
x exists

}
.

Remark Note that in [RS2] the operator −B is called the generator of T .

Example 6.2 Suppose that A is a self-adjoint operator on a Hilbert space H. Then,
by Proposition 6.2, {eitA : t ≥ 0} is a contraction semigroup. Equations (6.3) and
(6.4) say that the operator iA is the generator of this contraction semigroup. ◦

Example 6.3 (Translations on intervals) Let J be an interval, and E = Lp(J ),
p ∈ [1,+∞). For f ∈ E and t ∈ [0,+∞), we define the right translation T (t)f by
(
T (t)f

)
(x) = f (x − t) if x − t ∈ J ,

(
T (t)f

)
(x) = 0 if x − t /∈ J , x ∈ J .

It is not difficult to verify that {T (t) : t ≥ 0} is a contraction semigroup on E. ◦

More examples of contraction semigroups can be found in the Exercises.
The following two propositions contain some basic properties of generators.

Proposition 6.8 The generator B is a densely defined closed operator on E which
determines the strongly continuous one-parameter semigroup T uniquely. We have

d

dt
T (t)x = BT (t)x = T (t)Bx for x ∈D(B) and t > 0. (6.15)

Let a ≥ 0, t > 0, and x ∈ E. The main technical tool in the proof of Proposi-
tion 6.8 are “smoothed” elements defined by

xa,t :=
∫ a+t

a

T (s)x ds and xt := x0,t .
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Since the map [a, a + t] � s → T (s)x ∈ E is continuous by Definition 6.2(ii), the
integral exists as a limit of Riemann sums.

Lemma 6.9 limt→+0 t−1xa,t = T (a)x. In particular, limt→+0 t−1xt = x.

Proof By axiom (ii) in Definition 6.2, given ε > 0, there exists δ > 0 such that
‖(T (s) − T (a))x‖ ≤ ε when s ∈ [a, a + δ]. For 0 < t ≤ δ, we then obtain

∥∥t−1xa,t − T (a)x
∥∥ =

∥∥∥∥t−1
∫ a+t

a

(
T (s) − T (a)

)
x ds

∥∥∥∥
≤ t−1

∫ a+t

a

∥∥(
T (s) − T (a)

)
x
∥∥ds ≤ ε. �

Proof of Proposition 6.8 Suppose that x ∈ E. Using Lemma 6.9, we compute

lim
h→+0

h−1(T (h) − I
)
xt = lim

h→+0
h−1

(∫ t+h

h

T (s)x ds −
∫ t

0
T (s)x ds

)

= lim
h→+0

h−1
(∫ t+h

t

T (s)x ds −
∫ h

0
T (s)x ds

)

= lim
h→+0

h−1(xt,h − xh) = T (t)x − x.

Therefore, from the definition of the operator B we conclude that xt ∈D(B) and

Bxt ≡ B

∫ t

0
T (s)x ds = T (t)x − x, x ∈ E. (6.16)

Since xt ∈D(B) and t−1xt → x as t → +0 by Lemma 6.9, D(B) is dense in E.
Now suppose that x ∈ D(B) and t > 0. Then we have

lim
h→+0

h−1(T (h) − I
)
T (t)x = lim

h→+0
T (t)h−1(T (h) − I

)
x = T (t)Bx,

lim
h→+0

(−h)−1(T (−h) − I
)
T (t)x = lim

h→+0
T (t − h)h−1(T (h) − I

)
x = T (t)Bx.

By Definition 6.3 it follows from these two equations that T (t)x ∈ D(B) and
d
dt

T (t)x = T (t)Bx = BT (t)x. This proves (6.15) and that [0,∞) � t → T (t)x ∈ E

is a C1-map. Therefore,

T (t)x − x =
∫ t

0

d

ds
T (s)x ds =

∫ t

0
T (s)Bx ds, x ∈D(B). (6.17)

Next, we show that B is closed. Let xn ∈ D(B), xn → x, and Bxn → y in E as
n → ∞. Using formula (6.17), we derive

T (h)x − x = lim
n→∞

(
T (h)xn − xn

) = lim
n→∞

∫ h

0
T (s)Bxn ds =

∫ h

0
T (s)y ds,

lim
h→+0

h−1(T (h) − I
)
x = lim

h→+0
h−1

∫ h

0
T (s)y ds = y.
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(Considering the integrals as limits of Riemann sums, the change of order of limits
and integrals is justified.) Thus, x ∈ D(B) and Bx = y. This proves that B is closed.

Finally, we prove that B determines T uniquely. Let S be another such semigroup
which has the same generator B . Let x ∈D(B) and s > 0. Set z(t) = T (t)S(s − t)x

for t ∈ [0, s]. Using (6.15) for T and S and the Leibniz rule, we differentiate

d

dt
z(t) = T (t)(−B)S(s − t)x + T (t)BS(s − t)x = 0, t ∈ (0, s).

Hence, z(t) is constant on [0, s], so that

T (s)x = T (s)S(0)x = z(s) = z(0) = T (0)S(s)x = S(s)x

for x ∈ D(B). Since D(B) is dense in E, it follows that T (s) = S(s) on E. �

Proposition 6.10 Let B be the generator of a contraction semigroup T on E. Each
number λ ∈C,Reλ > 0, is in ρ(B) and ‖(B − λI)−1‖ ≤ (Reλ)−1. Moreover,

(B − λI)−1x = −
∫ ∞

0
e−λsT (s)x ds for x ∈ E, Reλ > 0. (6.18)

Proof Fix a number λ ∈ C, Reλ > 0, and let Sλ denote the operator defined by the
right-hand side of Eq. (6.18). Since ‖T (s)‖ ≤ 1 and hence

‖Sλx‖ ≤
∫ ∞

0
e−(Reλ)s‖x‖ds = (Reλ)−1‖x‖,

Sλ is a bounded linear operator defined on E and ‖Sλ‖ ≤ (Reλ)−1.
Clearly, {e−λtT (t) : t ≥ 0} is also a contraction semigroup, and its infinitesimal

generator is B − λI . Applying Eqs. (6.16) and (6.17) to this semigroup, we get

e−λtT (t)x − x = (B − λI)

∫ t

0
e−λsT (s)x ds, x ∈ E,

e−λtT (t)y − y =
∫ t

0
e−λsT (s)(B − λI)y ds, y ∈ D(B).

Now we let t → ∞. Then e−λtT (t)x → 0 and
∫ t

0 e−λsT (s)x ds → Sλ(−x), since
Reλ > 0. Therefore, because B − λI is a closed operator, the first of the pre-
ceding equalities yields −x = (B − λI)Sλ(−x) for x ∈ E. Likewise, we obtain
−y = Sλ(B − λI)(−y) for y ∈ D(B) by the second equality. These two relations
imply that λ ∈ ρ(B) and Sλ is the resolvent (B − λI)−1. �

Example 6.4 (Bounded generators)

Statement Let B be a bounded operator on E. Then T = {T (t) = etB : t ≥ 0},
where

etB :=
∞∑

n=0

tnBn

n! , (6.19)

is a strongly continuous one-parameter semigroup with generator B satisfying

lim
t→+0

∥∥T (t) − I
∥∥ = 0. (6.20)
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Proof In the proof of Lemma 3.27 it was shown that the series (6.19) converges in
the operator norm and that etBesB = e(t+s)B for t, s ∈ R.

Estimating the power series, we easily derive

∥∥T (t) − I
∥∥ =

∥∥∥∥
∑
n≥1

tnBn/n!
∥∥∥∥ ≤ t‖B‖et‖B‖, t > 0, (6.21)

∥∥h−1(T (h) − I
) − B

∥∥ =
∥∥∥∥
∑
n≥2

hn−1Bn/n!
∥∥∥∥ ≤ h‖B‖2eh‖B‖, h > 0. (6.22)

Clearly, (6.21) implies (6.20), so axiom (ii) in Definition 6.2 is satisfied. From (6.22)
we conclude that B is the generator of T . �

An operator semigroup T is called uniformly continuous if condition (6.20)
holds. As shown above, each bounded operator on E is generator of a one-parameter
uniformly continuous operator semigroup. Conversely, the generator of a uniformly
continuous semigroup is always a bounded operator (see Exercise 13). ◦

The following result is the famous Hille–Yosida theorem. It gives a complete
characterization of generators of contraction semigroups on Banach spaces.

Theorem 6.11 A linear operator B on a Banach space E is generator of a strongly
continuous one-parameter contraction semigroup if and only if B is densely defined,
closed, (0,∞) ⊆ ρ(B), and∥∥(B − λI)−1

∥∥ ≤ λ−1 for λ > 0. (6.23)

Proof The necessity of these conditions was already shown by Propositions 6.8
and 6.10. It remains to prove the sufficiency.

Let n ∈N. Since n ∈ ρ(B), we can define a bounded operator Bn on E by

Bn := nB(nI − B)−1 = n2(nI − B)−1 − nI. (6.24)

From the assumption ‖(nI − B)−1‖ ≤ n−1 (by (6.23)) it follows that etBn is a con-
traction for t ≥ 0, because∥∥etBn

∥∥ = ∥∥e−tnetn2(nI−B)−1∥∥ ≤ e−tnetn2‖(nI−B)−1‖ ≤ e−tnetn = 1.

Thus, by Example 6.4, Tn := {Tn(t) = etBn : t ≥ 0} is a contraction semigroup.
Now we prove that limn→∞ Bnx = Bx for x ∈ D(B). For y ∈D(B), we have∥∥n(nI − B)−1y − y

∥∥ = ∥∥(nI − B)−1(ny − (nI − B)
)
y
∥∥

= ∥∥(nI − B)−1By
∥∥ ≤ n−1‖By‖

by (6.23), and hence limn→∞ n(nI −B)−1y = y. Since ‖n(nI −B)−1‖ ≤ 1 (again
by (6.23)) and D(B) is dense in E, it follows that limn→∞ n(nI − B)−1y = y for
all y ∈ E. Therefore, for x ∈ D(B),

lim
n→∞Bnx = lim

n→∞nB(nI − B)−1x = lim
n→∞n(nI − B)−1Bx = Bx.
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The main step of the proof is to show that the sequence (Tn)n∈N converges
strongly to a contraction semigroup T . Fix x ∈ D(B) and t > 0. For k,n ∈ N and
s ∈ (0, t], we set zkn(s) = Tk(s)Tn(t −s)x. Since BkBn = BnBk by (6.24) and hence
BkTn(t − s) = Tn(t − s)Bk , using the product rule and Eq. (6.15), we compute

d

ds
zkn(s) = Tk(s)BkTn(t − s)x + Tk(s)Tn(t − s)(−Bn)x = zkn(s)(Bkx − Bnx).

Therefore,

Tk(t)x−Tn(t)x = zkn(t) − zkn(0) =
∫ t

0

d

ds
zkn(s) ds =

∫ t

0
zkn(s)(Bkx − Bnx)ds.

Because Tk(s) and Tn(t − s) are contractions and hence ‖zkn(s)‖ ≤ 1, this yields∥∥Tk(t)x − Tn(t)x
∥∥ ≤ t‖Bkx − Bnx‖. (6.25)

Since (Bnx) is a Cauchy sequence (because of Bnx→Bx), so is (Tn(t)x) by (6.25).
Let T (t)x := limn→∞ Tn(t)x. Passing to the limit n→∞ in (6.25), we obtain∥∥Tk(t)x − T (t)x

∥∥ ≤ t‖Bkx − Bx‖ for x ∈ D(B). (6.26)

Since D(B) is dense in E by assumption and ‖Tn(t)‖ ≤ 1, it follows that the se-
quence (Tn(t))n∈N converges strongly to some contraction T (t) on E. Obviously,
since Tk(0) = I , this is also true for t = 0, and we have T (0) = I . Axiom (i) of
Definition 6.2 holds for Tn, so it holds also for T := {T (t) : t ≥ 0}.

Let x ∈ D(B). From (6.26) it follows that Tk(t)x → T (t)x as k → ∞ uniformly
on each bounded interval. Being a uniform limit of continuous maps on bounded
intervals, the map t → T (t)x of [0,∞) into E is continuous. Since D(B) is dense,
this implies that t → T (t)x is continuous for all x ∈ E (see Exercise 1). This proves
that T is a contraction semigroup.

Let A denote the generator of T . To complete the proof, it suffices to show that
A = B . Let x ∈ D(B) and h > 0. By formula (6.17), applied to Tn, we obtain

Tn(h)x − x =
∫ h

0
Tn(s)Bx ds +

∫ h

0
Tn(s)(Bnx − Bx)ds.

Passing to the limit n→∞ by using that Bnx → Bx and Tn(s)x→T (s)x uniformly
on [0, h], we get T (h)x − x = ∫ h

0 T (s)Bx ds. Using Lemma 6.9 and Definition 6.3,
applied to the generator A of T , the latter equation implies that x ∈D(A) and Ax =
limh→+0 h−1(T (h) − I )x = Bx. Thus, we have shown that B ⊆ A.

Fix λ > 0. Then λ ∈ ρ(A) by Proposition 6.10 and λ ∈ ρ(B) by assumption.
Since B − λI ⊆ A − λI , Lemma 1.3 applies and yields B − λI = A − λI , so that
A = B . �

Remark The above proof is K. Yosida’s approach [Yo]. Because of Example 6.4,
one may think of an operator semigroup T with generator B as “T (t) = etB”, so
given B , one has to define the “exponential function” etB . E. Hille’s proof [Hl] used
the definition

etBx = lim
n→∞(I − tB/n)−nx, t > 0. (6.27)
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Note that the operator (I − tB/n)−n exists, since (0,∞) ⊆ ρ(B). This approach
is presented in [K2, Chap. IX]. The reader should be cautioned that T (t) = e−tB

in [K2].

6.4 Semigroups of Contractions on Hilbert Spaces

In this section we assume again that the underlying space is a Hilbert space H.
The following result is the Hilbert space version of the Lumer–Phillips theorem.

Theorem 6.12 A linear operator B on a Hilbert space H is the generator of a
strongly continuous one-parameter contraction semigroup if and only if B is m-
dissipative, or equivalently, −B is m-accretive.

Proof Combine Theorem 6.11 and Proposition 3.22, applied to −B . �

If B is the generator of a contraction semigroup T , then in particular B is dissi-
pative, and hence Re〈Bx,x〉 ≤ 0 for x ∈ D(B) by Definition 3.6. The latter fact can
be easily derived directly. Indeed, using that T (h) is a contraction, we obtain

Re
〈(
T (h) − I

)
x, x

〉 = Re
〈
T (h)x, x

〉 − ‖x‖2 ≤ ∥∥T (h)x
∥∥‖x‖ − ‖x‖2 ≤ 0.

Dividing by h > 0 and passing to the limit h → +0, we get Re〈Bx,x〉 ≤ 0.

Proposition 6.13 If T = {T (t)} is a contraction semigroup on H with generator B ,
then T ∗ := {T (t)∗} is also a contraction semigroup whose generator is B∗.

Proof Obviously, T (t)∗ is also a contraction, and axiom (i) of Definition 6.2 holds.
To prove axiom (ii), it suffices to show that limt→+0 T ∗(t)x = x for x ∈ H. For

t > 0, we have
∥∥(

T (t)∗ − I
)
x
∥∥2 = −〈(

T (t)∗ − I
)
x, x

〉 + ∥∥T (t)∗x
∥∥2 − 〈

x,T (t)∗x
〉

≤ −〈
x,

(
T (t) − I

)
x
〉 + ‖x‖2 − 〈

T (t)x, x
〉

= −〈
x,

(
T (t) − I

)
x
〉 − 〈(

T (t) − I
)
x, x

〉 → 0

as t → +0 by the strong continuity of T . Hence, T (t)∗x → x as t → +0. This
proves that T ∗ is a contraction semigroup.

Let A denote the generator of T ∗. For x ∈ D(B) and y ∈ D(A), we derive

〈Bx,y〉 = lim
h→+0

〈
h−1(T (h) − I

)
x, y

〉 = lim
h→+0

〈
x,h−1(T (h)∗ − I

)
y
〉 = 〈x,Ay〉.

Therefore, A ⊆ B∗ and hence A − λI ⊆ B∗ − λI for λ > 0. But λ ∈ ρ(A) ∩ ρ(B)

by Proposition 6.10, so A − λI and B − λI are surjective. The latter implies that
B∗ − λI = (B − λI)∗ is injective. Thus, Lemma 1.3 applies and yields A = B∗. �
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Proposition 6.14 If A is a positive self-adjoint operator on a Hilbert space H, then
T := {T (t):=e−tA : t ≥ 0} is a contraction semigroup of self-adjoint operators on
H whose generator is −A. Each contraction semigroup of self-adjoint operators is
of this form.

Proof That T is a contraction semigroup and limh→+0 h−1(T (h)− I )x = −Ax for
x ∈D(A) can be shown in a similar manner as in the case of unitary groups (see the
proof of Proposition 6.6). Thus, if B is the generator of T , we have −A ⊆ B . Since
T = T ∗ and hence B = B∗ by Proposition 6.13, it follows that −A = B .

Conversely, let T be a contraction semigroup of self-adjoint operators. From
Proposition 6.13 it follows that its generator B is self-adjoint. Because B is dis-
sipative, A := −B ≥ 0. Since the two contraction semigroups T and {e−tA : t ≥ 0}
have the same generator B = −A, they coincide by Proposition 6.8. �

Explicit formulas for the unitary group and the contraction semigroup associated
with the operator −A = Δ on R

d can be found in Example 8.1 below.
The next result characterizes the strong commutativity of self-adjoint operators

in terms of their unitary groups.

Proposition 6.15 Two self-adjoint operators A1 and A2 acting on the Hilbert space
H commute strongly if and only if eitA1eisA2 = eisA2eitA1 for all t, s ∈R.

Proof First, suppose that A1 and A2 strongly commute. Let EA be the spectral mea-
sure of the pair A = (A1,A2) (see Theorem 5.23). Then eitAj is the corresponding
spectral integral I(fj,t ) of the function fj,t (λ1, λ2) = eitλj on R

2, where t ∈ R,
j = 1,2. Hence, eitA1 and eisA2 commute by Proposition 5.29(ii) or 4.12(i).

Now suppose that the unitary groups eitA1 and eisA2 commute. From formula
(6.18) it follows then that the resolvents Rλ1(A1) and Rλ2(A2) commute for
Reλj > 0, so A1 and A2 strongly commute by Proposition 5.27. �

We close this section by using Propositions 6.8 and 6.13 (but not the Hille–Yosida
Theorem 6.11!) to give a very short proof of Stone’s theorem.

Second proof of Stone’s Theorem 6.2 Suppose that U is a unitary group on H. Let
B be the generator of the contraction semigroup U+ = {U(t) : t ≥ 0}. Obviously,
−B is then the generator of U− = {U(−t) : t ≥ 0}. Since (U+)∗ = U−, we have
B∗ = −B by Proposition 6.13. Hence, A := −iB is self-adjoint.

It remains to check that U(t) is equal to the operator eitA defined by the func-
tional calculus of A, that is, by formula (6.1). The operator iA is the generator of the
semigroups U+ = {U(t) : t ≥ 0} (by definition) and {eitA : t ≥ 0} (by Example 6.2
or Proposition 6.1). Therefore, by Proposition 6.8, U(t) = eitA for all t ≥ 0 and by
applying the adjoint also for t ≤ 0. �
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6.5 Exercises

1. Let T (t), t ∈ (−a, a), where a > 0, be bounded operators on a Hilbert
space H, and let D be a dense subset of H.
a. Suppose that supt∈(−a,a) ‖T (t)‖ < ∞ and limt→0 T (t)x = x for x ∈ D.

Prove that limt→0 T (t)x = x for all x ∈ H.
b. Suppose that T (t), t∈(−a, a), is unitary and limt→0〈T (t)x, x〉 = 〈x, x〉 for

x ∈ D. Prove that limt→0 T (t)x = x for all x ∈H.
2. Let A be a self-adjoint operator, and U(t) = eitA, t ∈ R. Show that A is

bounded if and only if limh→0 ‖U(h) − I‖ = 0.
∗3. Let A be a self-adjoint operator, and U(t) = eitA, t ∈ R. Let D be a linear

subspace of D(A) such that AD ⊆ D and U(t)D ⊆ D for all t ∈ R. Let p be
a real polynomial. Prove that D is a core for the self-adjoint operator p(A).
Hint: Prove this for p(A) = An by modifying the proof of Proposition 6.3.

4. (Multiplication operators)
Let μ be a positive Borel measure on a Borel subset Ω of R

d , and ϕ a
real-valued measurable function on Ω . Define U(t)f = eitϕ ·f for t ∈ R and
f ∈ L2(Ω,μ). Show that U is a unitary group on L2(Ω,μ) and determine its
generator.

5. Let Sz be the self-adjoint operator from Example 1.5, where |z| = 1. Deter-
mine the action of the unitary group {U(t) = eitSz : t ∈R} on L2(a, b).

6. Let e be a unit vector of R2 and define (U(t)f )(x) = f (x + te), t ∈ R, for
f ∈ L2(R2).
a. Show that U is a unitary group on L2(R2) and determine its generator iA.
b. If N is a finite subset of R2, prove that for each real polynomial, the sub-

space C∞
0 (R2\N) is a core for p(A).

Hint: Use Exercise 3.
7. (Dilations)

Define (U(t)f )(x) = etf (e2t x) for t ∈ R and f ∈ L2(0,∞). Show that U is
a unitary group on L2(0,∞) and determine its generator.
Hint: See Exercise 11 of Chap. 3 and the reasoning used in Example 6.1.

8. Let A be a self-adjoint operator on H, and let J be an open interval. De-
fine Ck(J ,H) and u(k)(t) inductively, that is, Ck(J ,H) is the set of all
u ∈ Ck−1(J ,H) such that u(k−1) ∈ C1(J ,H) and u(k) := (u(k−1))′.
Suppose that u0 ∈D(An) and set u(t) = e−itAu0. Show that u(t) ∈ Cn(R,H),
u(k)(t) = (−iA)ku(t), and u(k)(0) = (−iA)ku0 for k = 1, . . . , n.

9. Let A be a positive self-adjoint operator on H and u0 ∈H. Set u(t) = e−tAu0

for t > 0.
a. Show that u(t) ∈ D(An) for t > 0 and u ∈ Cn((0,+∞),H) for all n ∈N.
b. Show that for any n ∈ N, there exists a positive constant cn such that

‖Aku(n−k)(t)‖ ≤ cnt
−n‖u0‖ for all k = 0, . . . , n, t > 0, and u0 ∈ H.

10. Let A be a positive self-adjoint operator on H, and U(t) = e−tA, t ≥ 0. Show
that 0 is not an eigenvalue of A if and only if limt→∞ U(t)x = 0 for all x ∈H.
(Semigroups having this property are called strongly stable.)
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11. (Left translations on (0,∞))
Define (T (t)f )(x) = f (x + t), t ≥ 0. Show that T := {T (t) : t ≥ 0} is a con-
traction semigroup on L2(0,∞) and determine its generator.

12. Let a > 0. Find a contraction semigroup such that T (t) = 0 if and only if
t ≥ a.
Hint: See Example 6.3.

∗13. Prove that the generator of a uniformly continuous semigroup T on a Banach
space E is bounded.
Idea of the proof : Show that S(t) := t−1

∫ t

0 T (s) ds → I in the operator norm
as t → +0 and conclude that S(t) has a bounded inverse for small t .

14. Let A be a positive self-adjoint operator on H. Suppose that there exists an
orthonormal basis {ei : i ∈ I } of H consisting of eigenvectors of A. Determine
the action of the contraction semigroup {e−tA : t ≥ 0} in terms of this basis.

15. (One-dimensional diffusion semigroup)
Let T be the operator with domain

D(T ) = {
f ∈ H 2(0,1) : f ′(0) = f ′(1) = 0

}
on H = L2(0,1) defined by Tf = −f ′′.
a. Show that T is a positive self-adjoint operator.
b. Let e0(x) = 1 and en(x) = √

2 cos(πnx), n ∈N. Show that {en : n ∈N0} is
an orthonormal basis of H such that T en = π2n2en for n ∈ N0.

c. Show that (e−tAf )(x) = ∫ 1
0 Kt(x, y)f (y)dy, t ≥ 0, where Kt is the kernel

Kt(x, y) =
∑
n∈Z

e−π2n2t cos(πnx) · cos(πny).

Hint: Use Exercise 14.
∗16. (An example of Nelson type)

Let z ∈ C, |z| = 1. Consider the unitary groups U and V on the Hilbert space
H = L2(R2) which are defined by (U(t)f )(x, y) = f (x, y + t) and

(
V (t)f

)
(x, y) =

⎧⎪⎨
⎪⎩

zf (x + t, y) for y > 0, x < 0, x + t > 0

z f (x + t, y) for y > 0, x > 0, x + t < 0

f (x + t, y) otherwise

⎫⎪⎬
⎪⎭ .

That is, V is the left translation parallel to the x-axis with the modification
that the function is multiplied by z when the positive y-axis is crossed.
Let R be the C∞-manifold with boundary obtained by cutting R

2 along the
nonnegative y-axis, and let D be the set of f ∈ H such that f ∈ C∞(R) and

∂nf

∂xn
(+0, y) = z

∂nf

∂xn
(−0, y) for all y > 0, n ∈N0.

Let iA and iB be the generators of U and V , respectively.
a. Show that D ⊆ D(A) ∩D(B), Af = −i ∂

∂y
f , and Bf = −i ∂

∂x
f for f ∈D.

b. Show that AD ⊆ D, BD ⊆ D, and ABf = BAf for f ∈ D.
c. Show that D is a core for the self-adjoint operators An and Bn for n ∈ N.

Hint: Use Exercise 3.
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d. Show that (I − V (−t)U(−s)V (t)U(s))f = (1 − z)χts ·f for f ∈ H and
t, s ∈ [0,+∞), where χts is the characteristic function of [0, t] × [0, s].

e. Show that A and B commute strongly if and only if z = 1.
Hint: Use Proposition 6.15.



 
     



Chapter 7
Miscellanea

This chapter gathers together some pertinent topics and tools for the study of closed
and self-adjoint operators. Section 7.1 is devoted to the polar decomposition of a
densely defined closed operator. In Sect. 7.2 the polar decomposition is used to study
the operator relation A∗A = AA∗ + I . Section 7.3 deals with the bounded transform
and its inverse. The usefulness of this transform has been already seen in the proofs
of various versions of the spectral theorem in Chap. 5. In Sect. 7.4 we introduce
special classes of vectors (analytic vectors, quasi-analytic vectors, Stieltjes vectors)
to derive criteria for the self-adjointness and for the strong commutativity of self-
adjoint operators. The tensor product of unbounded operators on Hilbert spaces is
studied in great detail in Sect. 7.5.

7.1 The Polar Decomposition of a Closed Operator

For any complex number t , there is a real ϕ such that t = |t |eiϕ , where |t | = (t t)1/2.
In this section we deal with a generalization of this fact to Hilbert space operators. It
is easy to guess that |t | should be generalized to (T ∗T )1/2. The factor eiϕ cannot be
replaced by a unitary in general, because the operator may have a kernel or its range
may not be dense. The proper generalization of eiϕ is that of a partial isometry.

Let G1 and G2 be closed subspaces of Hilbert spaces H1 and H2, respectively.
A linear operator of H1 into H2 that maps G1 isometrically onto G2 and annihilates
G⊥

1 is called a partial isometry. Then G1 is called the initial space, and G2 is called
the final space of the partial isometry. Some characterizations of partial isometries
are collected in Exercise 1.

Let T be a densely defined closed linear operator of a Hilbert space H1 into a
Hilbert space H2. From Proposition 3.18(ii) it follows that T ∗T is a positive self-
adjoint operator on H1, so by Proposition 5.13 it has a unique positive square root

|T | := (
T ∗T

)1/2
. (7.1)

Lemma 7.1 D(T ) =D(|T |), and ‖T x‖ = ‖|T |x‖ for x ∈ D(T ).

K. Schmüdgen, Unbounded Self-adjoint Operators on Hilbert Space,
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Proof If x ∈ D(T ∗T ) =D(|T |2), then

‖T x‖2 = 〈T x,T x〉 = 〈
T ∗T x, x

〉 = 〈|T |2x, x
〉 = ∥∥|T |x∥∥2

.

By Proposition 3.18(ii), D(T ∗T ) is a core for the operator T . By Corollary 4.14,
D(|T |2) is a core for |T |. Hence, the assertion follows by taking the closure of
D(T ∗T ) =D(|T |2) in the graph norm ‖T · ‖ + ‖ · ‖ = ‖|T | · ‖ + ‖ · ‖. �

Theorem 7.2 Suppose that T is a densely defined closed operator of H1 into H2.
Then there is a partial isometry UT with initial space N (T )⊥ = R(T ∗) = R(|T |)
and final space N (T ∗)⊥ = R(T ) such that

T = UT |T |. (7.2)

If A is a positive self-adjoint operator on H1 and U is a partial isometry of H1 into
H2 with initial space R(A) such that T = UA, then A = |T | and U = UT .

We call the operator |T | the modulus of T , the operator UT the phase of T , and
the decomposition (7.2) the polar decomposition of T . The reader should notice that
a number of properties of the modulus of complex numbers fail (see Exercise 4).

Proof Set UT (|T |x) = T x for x ∈D(|T |). By Lemma 7.1, UT is a well-defined iso-
metric linear map of R(|T |) onto R(T ). It extends by continuity to an isometry of

R(|T |) onto R(T ). Setting UT zero on R(|T |)⊥, UT becomes a linear operator of
H1 into H2 which is defined on the whole Hilbert space H1. Since N (T ) =N (|T |)
by Lemma 7.1, R(|T |) =N (|T |)⊥ =N (T )⊥ = R(T ∗). Thus, UT is a partial isom-
etry with initial space R(T ∗) and final space R(T ) =N (T ∗)⊥. By the definition of
UT , (7.2) holds.

We prove the uniqueness assertion of Theorem 7.2. Because U is bounded,
the equality T = UA implies that T ∗ = AU∗ by Proposition 1.7(ii), so we obtain
T ∗T = AU∗UA. Since the initial space of the partial isometry U contains R(A),
we have U∗UA = A and so T ∗T = A2. Hence, |T | = A by the uniqueness of the
positive square root of T ∗T . Since T = U |T | = UT |T | and R(A) = R(|T |) is the
initial space of U and of UT , we conclude that U = UT . �

Note that the operator UT is an isometry if and only if N (T ) = {0}. Further, UT

is a coisometry if and only if R(T ) is dense in H2, or equivalently, N (T ∗) = {0}.
Therefore, UT is unitary if and only if N (T ) =N (T ∗) = {0}.

We state without proof a number of related facts and useful formulas:

|T | = (UT )∗T = T ∗UT , R
(|T |) =R

(
T ∗) = (UT )∗R(T ),

∣∣T ∗∣∣ = UT T ∗ = T (UT )∗, R
(∣∣T ∗∣∣) =R(T ) = UT R

(
T ∗),

T = ∣∣T ∗∣∣UT , UT D(T ) =D
(
T ∗) ∩R(UT ),

T ∗ = (UT )∗
∣∣T ∗∣∣ = |T |(UT )∗, (UT )∗D

(
T ∗) =D(T ) ∩R

(
(UT )∗

)
.

Moreover, (UT )∗ = UT ∗ and T ∗ = (UT )∗|T ∗| is the polar decomposition of T ∗.
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The polar decomposition (7.2) is an important technical tool in operator theory.
Often it is used to reduce problems for arbitrary densely defined closed operators to
those for positive self-adjoint operators.

Suppose that H1 = H2. Clearly, the normality T ∗T = T T ∗ of the operator T is
equivalent to the equality |T | = |T ∗|.

Assume that T is a normal operator on H. Since T = |T ∗|UT as stated above, we
have T = UT |T | = |T |UT , that is, the operators UT and |T | commute. Moreover,
R(T ∗) = R(|T ∗|) = R(|T |) = R(T ). Hence, the restriction of UT to R(T ∗) is a
unitary operator on the Hilbert subspace R(T ∗).

Example 7.1 (Polar decomposition of a self-adjoint operator) Let T be a self-
adjoint operator on a Hilbert space H, and let T = UT |T | be its polar decom-
position. Since UT = UT ∗ = U∗

T , UT is self-adjoint. Let H0 = N (T ). Since
N (T )⊥ = R(T ∗) = R(T ), UT is an isometric map of H⊥

0 onto H⊥
0 . That is,

U2
T x = U∗

T UT x = x for x ∈ H⊥
0 . Setting H± := N (UT ∓ I ), each vector x ∈ H⊥

0
can be written as x = x+ + x− with x± ∈ H±, where x± := 1

2 (I ± UT )x. Thus, we
have the orthogonal decomposition

H = H+ ⊕H− ⊕H0. (7.3)

Since UT T = T UT and UT |T | = T = |T |UT by the above formulas, the decom-
position (7.3) reduces the self-adjoint operators T and |T |. That is, there are self-
adjoint operators T+, T−, T0 on H+,H−,H0, respectively, such that

T = T+ ⊕ T− ⊕ T0. (7.4)

For x ∈ H±, T±x = T x = |T |UT x = ±|T |x, and so 〈T±x, x〉 = ±〈|T |x, x〉. More-
over, N (T±) = {0}, since N (T ) = N (T0) = H0 by construction. Thus, T+ is a
strictly positive operator, T− is a strictly negative operator, and T0 = 0. That is,
(7.4) is the decomposition of T into its strictly positive part, its strictly negative
part, and its kernel. Moreover, the projections P+,P−,P0 of H onto H+,H−,H0,
respectively, are given by P± = 1

2 (U2
T ± UT ), and P0 = I − U2

T . ◦

7.2 Application to the Operator Relation AA∗ = A∗A + I

In this section we use the polar decomposition as a tool to study the operator relation

AA∗ = A∗A + I. (7.5)

We shall say that an operator A on a Hilbert space H satisfies the relation (7.5) if A

is densely defined and closed, D(AA∗) = D(A∗A), and AA∗x = A∗Ax + x for all
x ∈D(AA∗).

First, we develop a model of operators for which (7.5) holds. Let G be a fixed
Hilbert space. We denote by l2(N0,G) the Hilbert space

⊕
n∈N0

Gn, where Gn = G
for all n ∈ N0. Elements of l2(N0,G) will be written as sequences (x0, x1, x2, . . .)

or briefly as (xn). We define two operators AG and A+
G on l2(N0,G) by
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AG(x0, x1, x2, . . .) = (x1,
√

2x2,
√

3x3, . . .), (7.6)

A+
G (x0, x1, x2, . . .) = (0, x0,

√
2x1,

√
3x2, . . .) (7.7)

for (x0, x1, x2, . . .) in the domain

D(AG) =D
(
A+
G
) := {

(xn)∈l2(N0,G) : (√nxn) ∈ l2(N0,G)
}
.

Formulas (7.6) and (7.7) are usually written as AG(xn) = (
√

n + 1xn+1) and
A+
G (xn) = (

√
nxn−1), where x−1 := 0.

It is not difficult to check that (AG)∗ = A+
G and (A+

G )∗ = AG . Hence, AG is a

closed operator, and A+
G is its adjoint. The operators A+

GAG and AGA+
G act on the

same domain

D
(
A+
GAG

) =D
(
AGA+

G
) = {

(xn) ∈ l2(N0,G) : (nxn) ∈ l2(N0,G)
}

as diagonal operators A+
GAG(xn) = (nxn) and AGA+

G (xn) = ((n+1)xn). From the

latter we obtain AGA+
G (xn) = A+

GAG(xn) + (xn) for (xn) ∈ D(A+
GAG). That is, AG

is a densely defined closed operator satisfying the operator relation (7.5).
The next theorem states that up to unitary equivalence all closed operators satis-

fying (7.5) are of this form.

Theorem 7.3 Let A be a densely defined closed operator on a Hilbert space H
which satisfies relation (7.5). Then there exist a Hilbert space G and a unitary op-
erator V of l2(N0,G) onto H such that V ∗AV = AG and V ∗A∗V = A+

G .

Proof The proof is based on the spectral analysis for the positive self-adjoint oper-
ator C := A∗A = |A|2.

First, we note that N (A∗) = {0}. Indeed, if x ∈ N (A∗), then A∗Ax + x = 0
by (7.5), so ‖Ax‖2 + ‖x‖2 = 〈A∗Ax + x, x〉 = 0, and hence x = 0.

Let U denote the phase UA and P0 the projection of H onto the closed subspace
N (A). By Theorem 7.2 we have the polar decomposition A = U |A| of A, where U

is a partial isometry with initial space N (A)⊥ and final space N (A∗)⊥. Therefore,

U∗U = I − P0 and UU∗ = I. (7.8)

Recall that A∗ = |A|U∗ by the formulas in Sect. 7.1. Hence, AA∗ = U |A|2U∗ =
UCU∗ and A∗A = |A|2 = C, so relation (7.5) is equivalent to

UCU∗ = C + I. (7.9)

Let x ∈ D(C). Since P0x ∈ N (A) ⊆ N (C), we have U∗Ux = (I − P0)x ∈ D(C)

by (7.8) and UCx = UC(I − P0)x = UCU∗Ux = (C + I )Ux by (7.9). That is,
UC ⊆ (C + I )U . Hence, UEC = EC+IU by Proposition 5.15, where ET denotes
the spectral measure of T . Let Δ be a Borel set of R. Since obviously EC+I (Δ) =
EC(Δ − 1), we obtain

UEC(Δ) = EC(Δ − 1)U. (7.10)
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Now we essentially use Proposition 5.10(i). Since UEC(Δ)U∗ = EC(Δ − 1) by
(7.8) and (7.10), it follows from Proposition 5.10(i) that λ − 1 ∈ σ(C) implies λ ∈
σ(C). If 0 /∈ Δ, then (7.8) and (7.10) yield EC(Δ) = U∗EC(Δ − 1)U , because
P0H ⊂ N (C) = EC({0})H. Therefore, if λ �= 0 is in σ(C), then λ − 1 ∈ σ(C).
Since C = A∗A ≥ 0 and hence σ(C) ⊆ [0,∞), the two preceding conditions on
σ(C) are only possible if σ(C) = N0. Therefore, by Corollary 5.11, σ(C) consists
of eigenvalues n ∈ N0 only. The corresponding eigenspaces are Hn:=EC({n})H,
and we have H = ⊕

n∈N0
Hn, since EC(N0) = I .

From (7.10), applied with Δ = {n}, it follows that UHn ⊆ Hn−1, where
H−1:={0}. Applying the adjoint to Eq. (7.10) yields EC(Δ)U∗ = U∗EC(Δ − 1).
Setting Δ = {n+1}, the latter gives U∗Hn ⊆ Hn+1. From UHn+1 ⊆ Hn and (7.8)
we conclude that Hn+1 = U∗UHn+1 ⊆ U∗Hn. Therefore, U∗Hn = Hn+1. Hence,
Hn = (U∗)nH0 for n ∈N0.

Set G := H0 and define V (xn) = ((U∗)nxn) for (xn) ∈ l2(N0,G). Recall that U∗
is an isometry by (7.8) and that H = ⊕

nHn, where Hn = (U∗)nH0 for n ∈ N0.
Therefore, V is a unitary mapping of l2(N0,G) onto H. For x ∈ H0, we have
C(U∗)nx = n(U∗)nx, and hence |A|(U∗)nx = √

n(U∗)nx, because |A| = C1/2. Let
(xn) ∈ l2(N0,G). If V (xn) ∈D(A), we compute

V ∗AV (xn) = V ∗U |A|V (xn) = V ∗U
(√

n
(
U∗)n

xn

)

= V ∗(√n+1
(
U∗)n

xn+1
) = (

√
n+1xn+1) = AG(xn).

This proves that V ∗AV ⊆ AG . If (xn) ∈ D(AG), then (
√

n xn) ∈ l2(N0,G), and
hence V (xn) = ((U∗)nxn) ∈ D(|A|) = D(A), so that (xn) ∈ D(V ∗AV ). Thus,
V ∗AV = AG . Applying the adjoint to both sides, we get V ∗A∗V = A+

G . �

Let us return to our model operator AG . If G is the orthogonal sum of two Hilbert
subspaces G1 and G2, it follows at once from the definition that AG is the orthogonal
sum AG1 ⊕AG2 on l2(N0,G) = l2(N0,G1)⊕ l2(N0,G2). Therefore, the operator AG
is not irreducible (see Definition 1.8) if dimG > 1.

Now we consider the case where dimG = 1, that is, G = C. Then the operators
AC and A+

C
act on the standard orthonormal basis {en} of l2(N0) = l2(N0,C) by

ACen = √
nen−1 and A+

C
en = √

n + 1en+1, n ∈N0, e−1 := 0. (7.11)

In quantum mechanics, these operators AC and A+
C

are called annihilation oper-
ator and creation operator, respectively, and (7.11) is called the Segal–Bargmann
representation of the canonical commutation relation (7.5).

We now prove that the operator AC is irreducible. Let AC be a direct sum A1 ⊕A2
of operators on l2(N0) =H1 ⊕H2. Then Ce0 =N (AC) =N (A1)⊕N (A2). Hence,
e0 is in H1 or in H2, say e0 ∈ H1. But A∗

C
= A∗

1 ⊕ A∗
2. Hence, all vectors en are in

H1 by (7.11). Thus, H1 = l2(N0) which proves that AC is irreducible.
The preceding results combined with Theorem 7.3 give the following corollary.

Corollary 7.4 The operator AG is irreducible if and only if G is one-dimensional.
Each densely defined closed irreducible operator A satisfying relation (7.5) is uni-
tarily equivalent to AC.
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7.3 The Bounded Transform of a Closed Operator

It is easily seen that t → zt := t (1 + t t)−1/2 is a bijection of the complex plane onto
the open unit disc with inverse given by z → tz = z(1 − zz)−1/2. In Sect. 5.2 we
defined operator analogs of these mappings; we now continue their study.

For a Hilbert space H, let C(H) denote the set of all densely defined closed
linear operators on H, and Z(H) the set of all bounded operators Z on H such that
‖Z‖ ≤ 1 and N (I − Z∗Z) = {0}. For T ∈ C(H) and Z ∈Z(H), we define

ZT = T
(
I + T ∗T

)−1/2
, (7.12)

TZ = Z
(
I − Z∗Z

)−1/2
. (7.13)

The operators I + T ∗T (by Proposition 3.18) and I − Z∗Z are positive and self-
adjoint and they have trivial kernels. Hence, (I + T ∗T )−1/2 and (I − Z∗Z)−1/2

are well-defined positive self-adjoint operators for T ∈ C(H) and Z ∈ Z(H). Since
((I +T ∗T )−1)1/2 = (I +T ∗T )−1/2 (by Exercise 5.9a.), the operator ZT from (7.12)
coincides with the operator ZT defined by (5.6).

As in Sect. 5.2, ZT is called the bounded transform of the operator T .

Theorem 7.5 The mapping T → ZT is a bijection of C(H) onto Z(H) with in-
verse given by Z → TZ . Both mappings preserve adjoints, that is, (ZT )∗ = ZT ∗ and
(TZ)∗ = TZ∗ , and we have (I + T ∗T )−1/2 = (I − Z∗

T ZT )1/2 for T ∈ C(H).

Proof From Lemma 5.8 we already know that the map T → ZT takes C(H) into
Z(H) and that Z∗

T = ZT ∗ and (I + T ∗T )−1 = I − Z∗
T ZT . Therefore, it suffices to

prove that Z → TZ maps Z(H) into C(H) and that it is the inverse of T → ZT .
Let T ∈ C(H). First, we verify that

T = ZT

(
I + T ∗T

)1/2
. (7.14)

As shown in the proof of Lemma 5.8(i), ZT = T C
1/2
T , where CT = (I + T ∗T )−1,

is everywhere defined. Therefore, we have C
1/2
T H ⊆ D(T ), and so ZT (C

1/2
T )−1 =

ZT (I + T ∗T )1/2 ⊆ T . To prove equality, it suffices to show that D(T ) ⊆ C
1/2
T H.

Let x ∈D(T ). For arbitrary y ∈ H, we have
〈(
C

1/2
T Z∗

T T + CT

)
x, y

〉 = 〈
T x,ZT C

1/2
T y

〉 + 〈x,CT y〉
= 〈

T x,T
(
I + T ∗T

)−1
y
〉 + 〈

x,
(
I + T ∗T

)−1
y
〉

= 〈(
T ∗T + I

)
x,

(
I + T ∗T

)−1
y
〉 = 〈x, y〉,

so x = C
1/2
T (Z∗

T T + C
1/2
T )x ∈ C

1/2
T H. This completes the proof of (7.14).

Since (I + T ∗T )−1 = I − Z∗
T ZT by formula (5.7) and hence (I + T ∗T )1/2 =

(I − Z∗
T ZT )−1/2, it follows from (7.14) and (7.13) that

T = ZT

(
I − Z∗

T ZT

)−1/2 = T(ZT ). (7.15)
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Now let Z ∈ Z(H). Using the definition (7.13), for x ∈D(TZ), we compute
∥∥TZx

∥∥2 + ‖x‖2 = 〈
Z∗Z

(
I − Z∗Z

)−1/2
x,

(
I − Z∗Z

)−1/2
x
〉 + 〈x, x〉

= −〈(
I − Z∗Z

)(
I − Z∗Z

)−1/2
x,

(
I−Z∗Z

)−1/2
x
〉 + 〈x, x〉

+ 〈(
I − Z∗Z

)−1/2
x,

(
I − Z∗Z

)−1/2
x
〉

= ∥∥(
I − Z∗Z

)−1/2
x
∥∥2

. (7.16)

We prove that TZ is closed. Suppose that xn → x and TZxn → y for a sequence
of vectors xn ∈ D(TZ). Then, by (7.16), ((I−Z∗Z)−1/2xn) is a Cauchy sequence,
so it converges in H. Since (I − Z∗Z)−1/2 is self-adjoint and hence closed, we get
x ∈D((I −Z∗Z)−1/2) =D(TZ) and (I −Z∗Z)−1/2xn → (I −Z∗Z)−1/2x. Hence,

TZxn = Z
(
I − Z∗Z

)−1/2
xn → Z

(
I − Z∗Z

)−1/2
x = TZx = y.

This proves that the operator TZ is closed. Clearly, TZ is densely defined, because
the self-adjoint operator (I−Z∗Z)−1/2 is. Therefore, TZ ∈ C(H).

Our next aim is to prove that
(
I + T ∗

ZTZ

)−1 = I − Z∗Z. (7.17)

First, we note that Z∗ ∈ Z(H). Obviously, ‖Z∗‖ ≤ 1. If x ∈ N (I − ZZ∗), then
Z∗x ∈ N (I − Z∗Z) = {0}, and hence x = ZZ∗x = 0. Thus, Z∗ ∈ Z(H).

Since Z(Z∗Z)n = (ZZ∗)nZ for n ∈ N, we have Zp(I − Z∗Z) = p(I − ZZ∗)Z
for any polynomial p. If (pn(t))n∈N is a sequence of polynomials converging
uniformly on [0,1] to the function t1/2, then the sequences (pn(I − Z∗Z)) and
(pn(I − ZZ∗)) converge in the operator norm to (I − Z∗Z)1/2 and (I − ZZ∗)1/2,
respectively, by Corollary 5.5. Therefore,

Z
(
I − Z∗Z

)1/2 = (
I − ZZ∗)1/2

Z. (7.18)

Using the relation (TZ)∗ = (Z(I − Z∗Z)−1/2)∗ ⊇ (I − Z∗Z)−1/2Z∗ and applying
formula (7.18) twice, first to Z and then to Z∗ ∈Z(H) in place of Z, we compute

T ∗
ZTZ

(
I − Z∗Z

) ⊇ (
I − Z∗Z

)−1/2
Z∗Z

(
I − Z∗Z

)−1/2(
I − Z∗Z

)

= (
I − Z∗Z

)−1/2
Z∗(I − ZZ∗)1/2

Z

= (
I − Z∗Z

)−1/2(
I − Z∗Z

)1/2
Z∗Z = Z∗Z.

Since Z∗Z is everywhere defined on H, we have T ∗
ZTZ(I − Z∗Z) = Z∗Z, and so

(I + T ∗
ZTZ)(I − Z∗Z) = I . Multiplying this equation by (I + T ∗

ZTZ)−1 from the
left, we obtain (7.17).

(7.17) yields (I+T ∗
ZTZ)−1/2 = (I−Z∗Z)1/2. Hence, by (7.12) and (7.13),

Z(TZ) = TZ

(
I + T ∗

ZTZ

)−1/2 = Z
(
I − Z∗Z

)−1/2(
I − Z∗Z

)1/2 = Z. (7.19)

Formulas (7.15) and (7.19) show that the maps T → ZT and Z → TZ are inverse to
each other. �
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7.4 Analytic Vectors, Quasi-analytic Vectors, Stieltjes Vectors,
and Self-adjointness of Symmetric Operators

In this section we develop criteria for the self-adjointness of symmetric operators
and the strong commutativity of self-adjoint operators by means of analytic vectors,
quasi-analytic vectors, and Stieltjes vectors. These are classes of vectors x which
are defined by growth conditions on the sequence (‖T nx‖)n∈N0 .

Let us begin with some basics on quasi-analytic functions. Let (mn)n∈N0 be a
positive sequence, and J ⊆ R be an open interval. We denote by C{mn} the set of
functions f ∈ C∞(J ) for which there exists a constant Kf > 0 such that

∣
∣f (n)(t)

∣
∣ ≤ Kn

f mn for all t ∈ J , n ∈N0. (7.20)

A linear subspace C of C∞(J ) is called a quasi-analytic class, provided that the
following holds: if f ∈ C and there is a point t0 ∈ J such that f (n)(t0) = 0 for all
n ∈N0, then f (t) ≡ 0 on J .

The quasi-analytic classes among the linear subspaces C{mn} are characterized
by the following famous Denjoy–Carleman theorem.

Proposition 7.6 C{mn} is a quasi-analytic class if and only if

∞∑

n=1

(
inf
k≥n

m
1/k
k

)−1 = ∞. (7.21)

A proof of Proposition 7.6 can be found in [Hr, Theorem 1.3.8]. In the case of
log convex sequences a proof is given in [Ru1, Theorem 19.11].

For the results obtained in this section, it suffices to have the following:

Corollary 7.7 Let (mn)n∈N0 be a positive sequence such that

∞∑

n=1

m
−1/n
n = ∞. (7.22)

Suppose that f ∈ C∞(J ) and there is a constant Kf > 0 such that (7.20) is sat-
isfied. If there exists a t0 ∈ J such that f (n)(t0) = 0 for all n ∈ N0, then f (t) ≡ 0
on J .

Proof Since obviously m
1/n
n ≥ infk≥n m

1/k
k , (7.22) implies (7.21), so C{mn} is a

quasi-analytic class by Proposition 7.6. This gives the assertion. �

Example 7.2 (mn = n!)n∈N Since n! ≤ nn, the sequence (n!)n∈N0 satisfies (7.21)
and (7.22), so C{n!} is a quasi-analytic class. But any function f ∈ C{n!} has a
holomorphic extension to some strip {z : Re z ∈ J , | Im z| < δ}, δ > 0 (see, e.g.,
[Ru1, Theorem 19.9]). Using the latter fact, the assertion of Corollary 7.7 is well
known in this special case. ◦
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Example 7.3 (log convex sequences) Let (mn)n∈N0 be a positive sequence such that
m0 = 1 and

m2
n ≤ mn−1mn+1 for n ∈N. (7.23)

Condition (7.23) means that (logmn)n∈N0 is a convex sequence. It is well known

and easily checked that then m
1/n
n ≤ m

1/k
k for n ≤ k, so m

1/n
n = infk≥n m

1/k
k . There-

fore, by Proposition 7.6, in this case C{mn} is a quasi-analytic class if and only if
∑

n m
−1/n
n = ∞, that is, if (7.22) is satisfied. ◦

Next, we define and investigate various classes of vectors for a linear operator T

on a Hilbert space H. A vector x ∈ H is called a C∞-vector of T if x belongs to

D∞(T ) :=
⋂∞

n=1
D

(
T n

)
.

The reason for this terminology stems from the following fact which follows
easily from Proposition 6.1: If T is self-adjoint, then a vector x ∈ H belongs to
D∞(T ) if and only if t → eitT x is a C∞-map of R into the Hilbert space H.

Definition 7.1 Let x ∈D∞(T ). We write
x ∈Db(T ) and x is called bounded for T if there is a constant Bx > 0 such that

∥∥T nx
∥∥ ≤ Bn

x for n ∈ N, (7.24)

x ∈Da(T ) and x is called analytic for T if there exists a constant Cx>0 such that
∥∥T nx

∥∥ ≤ Cn
xn! for n ∈N0, (7.25)

x ∈Dqa(T ) and x is called quasi-analytic for T if

∞∑

n=1

∥∥T nx
∥∥−1/n = ∞, (7.26)

x ∈Ds(T ) and x is called a Stieltjes vector for T if

∞∑

n=1

∥∥T nx
∥∥−1/(2n) = ∞. (7.27)

Obviously, eigenvectors of T are bounded vectors. The sets Da(T ) and Db(T )

are linear subspaces of D∞(T ), and we have

Db(T ) ⊆Da(T ) ⊆Dqa(T ) ⊆Ds(T ). (7.28)

The second inclusion in (7.28) follows from the inequality ‖T nx‖−1/n ≥ (Cxn)−1,
since n! ≤ nn. A vector x is in Dqa(T ) (resp. Ds(T )) if and only if λx is for λ �= 0,
but the sum of two vectors from Dqa(T ) (resp. Ds(T )) is in general not in Dqa(T )

(resp. Ds(T )).
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Example 7.4 (Example 7.3 continued) Suppose that the operator T is symmetric
and x is a unit vector of D∞(T ). Set mn:=‖T nx‖. Then the assumptions of Exam-
ple 7.3 are fulfilled, since m0 = 1 and

m2
n = ∥∥T nx

∥∥2 = 〈
T nx,T nx

〉 = 〈
T n−1x,T n+1x

〉 ≤ mn−1mn+1 for n ∈N.

Hence, as stated in Example 7.3, C{‖T nx‖} is a quasi-analytic class if and only if∑
n ‖T nx‖−1/n = ∞, that is, x ∈ Dqa(T ).
In Example 7.3 it was also noted that ‖T 2n+1x‖1/(2n+1) ≥ ‖T 2nx‖1/(2n) for

n ∈ N. This in turn yields that
∑

k ‖T kx‖−1/k ≤ 2
∑

n ‖T 2nx‖−1/(2n). Therefore,
x ∈Dqa(T ) if and only if

∑
n ‖T 2nx‖−1/(2n) = ∞. ◦

Example 7.5 (Examples of analytic vectors) Let A be a self-adjoint operator on H,
and let α > 0. Clearly, e−α|A| and e−αA2

are bounded operators on H. Suppose that
u,v ∈H.

Statement x := e−α|A|u and y := e−αA2
v are analytic vectors for A.

Proof By Stirling’s formula [RA, p. 45] there is a null sequence (εn) such that

n! = √
2πnn+1/2e−n(1 + εn) for n ∈N. (7.29)

Hence, there is a constant c > 0 such that n2n ≤ ce2n(n!)2 for n ∈ N. By some
elementary arguments one shows that λ2ne−2α|λ| ≤ α−2nn2n for λ ∈R. Thus,

∫

R

λ2ne−2α|λ| d
〈
EA(λ)u,u

〉 ≤
∫

R

α−2nn2nd
〈
EA(λ)u,u

〉 ≤ c‖u‖2α−2ne2n(n!)2.

Hence, u ∈ D(Ane−α|A|) by (4.26), that is, x ∈ D(An). Since the first integral is
equal to ‖Ane−α|A|u‖2 = ‖Anx‖2 by (4.33), the preceding shows that x ∈ Da(A).

Since λ2ne−2αλ2 ≤ λ2ne−2α|λ| for λ ∈ R, |λ| ≥ 1, a slight modification of this
reasoning yields y ∈ Da(A). � ◦

Proposition 7.8 Suppose that the operator T is self-adjoint and x ∈ Da(T ). For
any z ∈C, |z| < C−1

x , where Cx is given by (7.25), we have x ∈D(ezT ) and

ezT x = lim
n→∞

n∑

k=0

zk

k! T
kx. (7.30)

Proof Fix z ∈ C, |z| < C−1
x . Let E be the spectral measure of T , and Ex(·) the

measure 〈E(·)x, x〉. Let n ∈ N. Then Tn := T E([−n,n]) is a bounded self-adjoint

operator on H with spectrum contained in [−n,n]. Since the series
∑∞

k=0
zk

k! λ
k con-

verges to the function ezλ uniformly on [−n,n], we have ezTnx = ∑∞
k=0

zk

k! T
k
n x (see

Proposition 4.12(v)). Using properties of the functional calculus, we derive
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(∫ n

−n

∣∣ezλ
∣∣2

dEx(λ)

)1/2

= ∥∥ezT E
([−n,n])x∥∥ = ∥∥ezTnx

∥∥ =
∥∥∥
∥

∞∑

k=0

zk

k! T
k
n x

∥∥∥
∥

≤
∞∑

k=0

|z|k
k!

∥
∥T k

n x
∥
∥ ≤

∞∑

k=0

|z|k
k!

∥
∥T kx

∥
∥

≤
∞∑

k=0

|zCx |k = (
1 − |zCx |

)−1
.

Letting n → ∞, we get
∫
R

|ezλ|2dEx(λ) < ∞. Therefore, x ∈D(ezT ) by (4.26).
Replacing z by |z| and by −|z| in the preceding, we conclude that the functions

e2|z|λ and e−2|z|λ are L1(R,Ex). Hence, e2|zλ| is in L1(R,Ex). The sequence

ϕn(λ) :=
∣
∣
∣
∣
∣
ezλ −

n∑

k=0

zk

k! λ
k

∣
∣
∣
∣
∣

2

, n ∈N,

converges to zero on R and has the integrable majorant e2|zλ|, because

ϕn(λ) =
∣∣∣∣

∑

k≥n+1

zk

k! λ
k

∣∣∣∣

2

≤ e2|zλ|.

Therefore, it follows from Lebesgue’s dominated convergence theorem (Theo-
rem B.1) that
∥∥∥
∥∥
ezT x −

n∑

k=0

zk

k! T
kx

∥∥∥
∥∥

2

=
∫

R

∣∣∣
∣∣
ezλ −

n∑

k=0

zk

k! λ
k

∣∣∣
∣∣

2

dEx(λ) =
∫

R

ϕn(λ)dEx(λ) → 0

as n → ∞. This proves formula (7.30). �

Corollary 7.9 Suppose that T is a self-adjoint operator on H. For any x ∈ H, the
following statements are equivalent:

(i) x ∈Da(T ).
(ii) There is a c > 0 such that x ∈D(ezT ) for all z ∈ C, |Re z| < c.

(iii) There is a c > 0 such that x ∈D(ec|T |).

Proof Clearly, by formula (4.26), x ∈ D∞(T ) if (ii) or (iii) holds. The implication
(i)→(ii) was proved by Proposition 7.8. The equivalence of (ii) and (iii) follows at
once from (4.26). Suppose that (iii) is satisfied and set u = ec|T |x. Then x = e−c|T |u,
so x ∈Da(T ) by Example 7.5. �

The following corollary contains some explanation for the terminology “analytic
vector”; another reason is given by Example 7.8 below.

Corollary 7.10 Let T be a self-adjoint operator on H, y ∈H, and x ∈ Da(T ). Then
f (z) := 〈eizT x, y〉 is a holomorphic function on the strip {z : | Im z| < C−1

x }, where
Cx is given by (7.25).
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Proof Let s ∈R. By formula (7.30), applied with z replaced by i(z − s), the series

f (z) = 〈
eizT x, y

〉 = 〈
e(iz−is)T x, e−isT y

〉 =
∞∑

n=0

(i(z − s))n

n!
〈
T nx, e−isT y

〉

converges if |z − s| < C−1
x . Hence, f is holomorphic on the set {| Im z| < C−1

x }. �

Before we turn to the main results of this section, we prove three simple lemmas.

Lemma 7.11 Let (rn)n∈N be a positive sequence and set mn = αrn + β for n ∈ N,
where α > 0 and β > 0. If

∑
n r

−1/n
n = ∞, then

∑
n m

−1/n
n = ∞.

Proof Let M be the set {n : αrn ≤ β}. For n ∈ M , we have mn ≤ 2β and

m
−1/n
n ≥ (2β)−1/n ≥ (1+2β)−1,

so
∑

n m
−1/n
n = ∞ when the set M is infinite. If M is finite, then there is a k ∈ N

such that mn ≤ 2αrn for all n ≥ k, and so
∑

n≥k

m
−1/n
n ≥

∑

n≥k

(2α)−1/nr
−1/n
n ≥

∑

n≥k

(1+2α)−1r
−1/n
n = ∞. �

Lemma 7.12 If T if a symmetric operator, then Ds(T ) ⊆ Ds(T +zI) for z ∈ C.

Proof Let x ∈ Ds(T ). Since λx ∈ Ds(T ) for λ ∈ C, we can assume without loss
of generality that T x �= 0 and ‖x‖ = 1. As noted in Examples 7.3 and 7.4, we then
have ‖T lx‖1/l ≤ ‖T nx‖1/n for l ≤ n. Using this inequality, we derive for n ∈N,

∥∥(T + zI)nx
∥∥ =

∥
∥∥∥∥

n∑

l=0

(
n

l

)
zn−lT lx

∥
∥∥∥∥

≤
n∑

l=0

(
n

l

)
|z|n−l

∥∥T lx
∥∥

≤
n∑

l=0

(
n

l

)
|z|n−l

∥∥T nx
∥∥l/n = (∥∥T nx

∥∥1/n + |z|)n

= ∥∥T nx
∥∥(

1 + |z|∥∥T nx
∥∥−1/n)n ≤ ‖T nx‖(1 + |z|∥∥T x

∥∥−1)n
.

Since x ∈Ds(T ), we have
∑

n ‖T nx‖−1/(2n) = ∞. By the preceding inequality this
implies that

∑
n ‖(T +zI)nx‖−1/(2n) = ∞, that is, x ∈ Ds(T +zI). �

Lemma 7.13 If T is a self-adjoint operator on H, then Db(T ) is dense in H.

Proof Let E be the spectral measure of T . If a > 0 and x ∈ E([−a, a])H, then

∥∥T nx
∥∥2 =

∫ a

−a

λ2nd
〈
E(λ)x, x

〉 ≤ a2n‖x‖2 ≤ (
a(1 + ‖x‖))2n

for n ∈ N, so x ∈ Db(T ). For any y ∈ H, y = lima→∞ E([−a, a])y. Therefore, the
set

⋃
a>0 E([−a, a])H is contained in Db(T ) and dense in H. �
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The following three theorems are the main results in this section. They all contain
sufficient conditions for the self-adjointness of symmetric operators in terms of the
density of special classes of vectors. In the proof of Theorem 7.15 we shall use
Theorem 10.17 below. Theorems 7.14 and 7.15 are due to A.E. Nussbaum.

Theorem 7.14 If T is a symmetric operator on a Hilbert space H such that the
linear span of Dqa(T ) is dense in H, then T is essentially self-adjoint.

Proof First, we note that T is densely defined, because the linear span of Dqa(T ) is
dense and obviously contained in D(T ).

We prove that N (T ∗ − iI ) = {0}. Assume to the contrary that there exists a
nonzero vector y ∈ N (T ∗ − iI ). Let x ∈ Dqa(T ), x �= 0. By Proposition 3.17 the
symmetric operator T has a self-adjoint extension A in a possibly larger Hilbert
space G ⊇H. Define a function f on R by f (t) = 〈eitAx, y〉 − et 〈x, y〉.

Since T ⊆ A, we have D∞(T ) ⊆ D∞(A), so x ∈ D∞(A). Therefore, by a re-
peated application of Proposition 6.1(iii), it follows that f ∈ C∞(R) and

f (n)(t) = 〈
eitA(iA)nx, y

〉 − et 〈x, y〉 for t ∈ R, n ∈N. (7.31)

Since T ∗y = iy, we have 〈T nx, y〉 = 〈T n−1x, iy〉 = · · · = 〈x, iny〉, and hence

f (n)(0) = 〈
(iA)nx, y

〉 − 〈x, y〉 = in
〈
T nx, y

〉 − 〈x, y〉 = 0 for n ∈N0. (7.32)

Let a > 0 and J = (−a, a). Put α = ‖y‖, β = ea‖x‖‖y‖ and mn = α‖T nx‖+β for
n ∈ N0. Since x ∈ Dqa(T ), we have

∑
n ‖T nx‖−1/n = ∞, and hence

∑
n m

−1/n
n =

∞ by Lemma 7.11. From (7.31) we obtain
∣∣f (n)(t)

∣∣ ≤ ∥∥Anx
∥∥‖y‖ + ea‖x‖‖y‖ = α

∥∥T nx
∥∥+β = mn for t ∈ J , n ∈ N0,

so f satisfies Eq. (7.20) with Kf = 1. Further, f (n)(0) = 0 for all n ∈N0 by (7.32).
By the preceding we have shown that all assumptions of Corollary 7.7 are fulfilled.
From Corollary 7.7 we conclude that f (t) ≡ 0 on (−a, a) and hence on R, because
a > 0 was arbitrary. That is, we have 〈eitAx, y〉 = et 〈x, y〉 for all t ∈R.

But the function 〈eitAx, y〉 is bounded on R, while et is unbounded on R. So
the latter equality is only possible when 〈x, y〉 = 0. Thus, we have proved that
Dqa(T ) ⊥ y. Since the linear span of Dqa(T ) is dense in H, we get y = 0, which is
the desired contradiction. Therefore, N (T ∗ − iI ) = 0.

A similar reasoning shows that N (T ∗+iI ) = 0. Hence, T is essentially self-
adjoint by Proposition 3.8. �

Theorem 7.15 Suppose that T is a semibounded symmetric operator on H. If the
linear span of Ds(T ) is dense in H, then T is essentially self-adjoint.

Proof The proof follows a similar pattern as the proof of Theorem 7.14. By
Lemma 7.12 we can assume without loss of generality that T ≥ I . Then 0 ∈ π(T )

by Lemma 3.3. Therefore, by Proposition 3.9, it suffices to prove that N (T ∗) = {0}.
Assume to the contrary that N (T ∗) �= {0} and take a unit vector y ∈ N (T ∗). Let
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x ∈ Ds(T ), x �= 0. By Theorem 10.17 (which we take for granted for this proof!)
there exists a self-adjoint operator A ≥ I on H which extends T .

By Proposition 6.7, u(t) := (cosA1/2t)x solves the Cauchy problem u(0) = x,
u′(0) = 0 for the wave equation u′′(t) = −Au(t) and u′(t) = −(A1/2 sinA1/2t)x for
t ∈R. Define a function f on R by f (t) := 〈u(t), y〉 − 〈x, y〉.

Since x ∈ D∞(T ) ⊆ D∞(A), from the functional calculus of the self-adjoint
operator A we easily derive that

u(2k)(t) = (−A)ku(t) and u(2k−1)(t) = (−A)(k−1)u′(t) for k ∈N.

Therefore, u ∈ C∞(R,H), and hence f ∈ C∞(R). Since ‖y‖ = 1 and A ≥ I , it
follows from the preceding and the formulas for u and u′ that

∣
∣f (2k−1)(t)

∣
∣ = ∣

∣〈(−A)k−1u′(t), y
〉∣∣ ≤ ∥

∥Ak−1A1/2x
∥
∥ ≤ ∥

∥Akx
∥
∥ = ∥

∥T kx
∥
∥,

∣
∣f (2k)(t)

∣
∣ = ∣

∣〈(−A)ku(t), y
〉∣∣ ≤ ∥

∥Akx
∥
∥ = ∥

∥T kx
∥
∥

for k ∈ N and |f (t)| ≤ 2‖x‖ on R. That is, setting m0 = 2‖x‖, m2k = ‖T kx‖, and
m2k−1 = ‖T kx‖, the preceding shows that |f (n)(t)| ≤ mn for all n ∈N. Clearly,

∑

n

m
−1/n
n ≥

∑

n

∥∥T nx
∥∥−1/(2n) = ∞

by (7.27). Since u′(0) = 0, u(0) = x and T ∗y = 0, we obtain

f (2k−1)(0) = 〈
(−A)ku′(0), y

〉 = 0, f (0) = 〈
u(0), y

〉 − 〈x, y〉 = 0,

f (2k)(0) = 〈
(−A)ku(0), y

〉 = 〈
(−T )kx, y

〉 = 〈−(−T )k−1x,T ∗y
〉 = 0

for k ∈ N, that is, we have shown that f (n)(0) = 0 for all n ∈ N0. Therefore, all
assumptions of Corollary 7.7 are satisfied, so we conclude that f (t) ≡ 0 on R.

Since f (t) = 0 and cosA1/2t is a bounded self-adjoint operator for t ∈ R, we
have

〈x, y〉 = 〈
u(t), y

〉 = 〈(
cosA1/2t

)
x, y

〉 = 〈
x,

(
cosA1/2t

)
y
〉
.

Therefore, 〈x, y − (cosA1/2t)y〉 = 0 for all vectors x ∈ Ds(T ). By assumption the
linear span of Ds(T ) is dense in H. Hence, it follows that y − (cosA1/2t)y = 0. If
E is the spectral measure of A, from the functional calculus we derive

0 = ∥∥y − (
cosA1/2t

)
y
∥∥2 =

∫ ∞

1

∣∣1 − cos
(
λ1/2t

)∣∣2
d
〈
E(λ)y, y

〉
.

This implies that λ1/2t ∈ 2π · Z for any λ in the support of the measure 〈E(·)y, y〉.
Because t ∈ R was arbitrary, this only possible when this measure is zero. Since
‖y‖ = 1, we arrive at a contradiction. This completes the proof. �

The following result is the famous Nelson theorem.

Theorem 7.16 Let T be a symmetric operator on H. If the space Da(T ) of analytic
vectors for T is dense in H, then T is essentially self-adjoint. If T is closed, then T

is self-adjoint if and only if Da(T ) is dense in H.
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Proof Since Da(T ) is a linear space and Db(T ) ⊆ Da(T ) ⊆ Dqa(T ) by (7.28), the
assertions follow immediately from Theorem 7.14 and Lemma 7.13. �

Nelson’s and Nussbaum’s theorems are powerful tools for proving self-adjoint-
ness by means of growth estimates of ‖T nx‖. We illustrate this by an example.

Example 7.6 (Jacobi operators) Let {en : n ∈ N0} be an orthonormal basis of a
Hilbert space H. Given a complex sequence (an)n∈N and a real sequence (bn)n∈N,
we define the linear operator T with domain D(T ) = Lin{en : n ∈ N0} by

T en = an−1en−1 + bnen + anen+1, n ∈N0, (7.33)

where e−1:=0. It is easily seen that T is symmetric.
Operators of the form (7.33) are called Jacobi operators. They play a crucial role

in the study of the moment problem in Sect. 16.1, see, e.g., (16.7).

Statement Suppose that there exist two positive real constants α and β such that
|ak| ≤ αn + β and |bk| ≤ αn + β for all k ≤ n, k,n ∈ N. Then we have Da(T ) =
D(T ), and the operator T is essentially self-adjoint.

Proof The main part of the proof is to show that each vector ek is analytic for T .
From formula (7.33) we conclude T nek is a sum of at most 3n summands of the
form γmem, where m ≤ k + n and γm is a product of n factors aj , aj , or bj with
j < k + n. Therefore, by the above assumption, ‖T nek‖ ≤ 3n(α(n + k) + β)n.

Set c := k+βα−1. Clearly, c0 := supn(
n+c
n

)n < ∞. As noted in Example 7.5, it
follows from Stirling’s formula that there is a constant c1 > 0 such that nn ≤ c1e

nn!
for n ∈N. From the preceding we obtain

∥∥T nek

∥∥ ≤ 3n
(
α(n + k) + β

)n = (3α)n(n + c)n ≤ (3α)nc0n
n ≤ c0c1(3αe)nn!

for n ∈ N0. This implies that ek ∈ Da(T ). Hence, D(T ) = Da(T ), because Da(T )

is a linear space. By Nelson’s Theorem 7.16, T is essentially self-adjoint. � ◦

Example 7.7 (Annihilation and creation operators) Recall from (7.11) that the an-
nihilation operator A and the creation operator A+ act on the standard orthonormal
basis {en : n ∈N0} of H = l2(N0) by

Aen = √
nen−1 and A+en = √

n + 1 en+1, n ∈N0,

where e−1 := 0. Since A∗ = A+, setting

P0 = 1√
2 i

(
A − A+)

and Q0 = 1√
2

(
A+A+)

,

P0 and Q0 are symmetric operators on l2(N0), and we have

P0en = 1√
2 i

(
√

nen−1 − √
n + 1 en+1),

Q0en = 1√
2
(
√

nen−1 + √
n + 1 en+1).
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Since the assumptions of the statement in Example 7.6 are satisfied, the restrictions
of P0 and Q0 to D0 := Lin{en : n ∈ N0} are essentially self-adjoint. It is easily
checked that the operators P0 and Q0 satisfy the canonical commutation relation

P0Q0 − Q0P0 = −iI � D0. (7.34)

The operator P = −i d
dx

and the multiplication operator Q = Mx by the variable x

on L2(R) satisfy this relation as well. It is well known that the Hermite functions

hn(x) := (−1)n
(
2nn!√π

)−1/2
ex2/2 dn

dxn
e−x2

, n ∈N0,

form an orthonormal basis of L2(R). Hence, there is a unitary operator U of L2(R)

onto l2(N0) defined by Uhn = en. Then it can be shown that UPU∗x = P0x and
UQU∗x = Q0x for all x ∈ D0. ◦
Example 7.8 (Analytic vectors for the self-adjoint operator T = −i d

dx
on L2(R))

Let F denote the Fourier transform, and Mx the multiplication operator by the in-
dependent variable x on L2(R). For this example, we will take for granted that
T =F−1MxF . (This follows from formula (8.2) in Sect. 8.1).

Statement f ∈ L2(R) is an analytic vector for T if and only if f is the restriction to
R of a holomorphic function F on a strip {z : | Im z| < c} for some c > 0 satisfying

sup
|y|<c

∫

R

∣∣F(x+iy)
∣∣2

dx < ∞. (7.35)

Proof Since T and Mx are unitarily equivalent, f ∈ Da(T ) if and only if f̂ =
F(f ) is in Da(Mx). Obviously, Da(Mx) =Da(|Mx |) =Da(M|x|). Thus, by Corol-
lary 7.9, f ∈ Da(T ) if and only if f̂ is in D(ecM|x|), or equivalently, ec|x|f̂ (x) is in
L2(R) for some c > 0. By a classical theorem of Paley–Wiener [Kz, Theorem 7.1]
the latter is equivalent to the existence of a function F as stated above. �

From this statement it follows that the null vector is the only analytic vector for
T contained in C∞

0 (R). Nevertheless, the restriction of T to C∞
0 (R) is essentially

self-adjoint, since C∞
0 (R) is a core for T as shown in Example 6.1. However, by

Theorem 7.16 this cannot happen if the symmetric operator T is closed.
Let (εn)n∈N be a positive null sequence. Then the function

g(z) :=
∞∑

n=1

2−n 1

z − n − εni

is holomorphic on the set C\{n+εni : n ∈ N}. In particular, g is analytic on R. One
easily checks that g ∈D∞(T ). But g is not an analytic vector for T , because condi-
tion (7.35) is not fulfilled. ◦

Our next main theorem states that if two commuting symmetric operators have
sufficiently many joint (!) quasi-analytic vectors, their closures are strongly com-
muting self-adjoint operators. For this, we need a preliminary lemma.
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If T is a linear operator with domain D and TD ⊆ D, we denote by {T }c the set
of all densely defined linear operators S satisfying D ⊆ D(S) ∩ D(S∗), SD ⊆ D,
and T Sx = ST x for all x ∈ D.

Lemma 7.17 Let T be a symmetric operator with domain D such that TD ⊆ D.
For any operator S ∈ {T }c, we have SDqa(T ) ⊆ Dqa(T ). In particular, Dqa(T ) is
invariant under the operator T .

Proof Let x ∈ D. Using the properties of T and S ∈ {T }c, we obtain
∥
∥T nSx

∥
∥2 = 〈

T 2nSx,Sx
〉 = 〈

ST 2nx,Sx
〉 = 〈

T 2nx,S∗Sx
〉 ≤ ∥

∥T 2nx
∥
∥
∥
∥S∗Sx

∥
∥.

Let x ∈ Dqa(T ). Without loss of generality we can assume that ‖x‖ = 1. Then we
have

∑
n ‖T 2nx‖−1/(2n) = ∞ by Example 7.4. The preceding inequality implies

that ‖T nSx‖1/n ≤ ‖T 2nx‖1/(2n)(1 + ‖S∗Sx‖). Hence,
∑

n

∥
∥T nSx

∥
∥−1/n ≥

∑

n

∥
∥T 2nx

∥
∥−1/(2n)(1 + ∥

∥S∗Sx
∥
∥)−1 = ∞,

so that Sx ∈ Dqa(T ). �

Theorem 7.18 Let A and B be symmetric operators acting on the same dense
domain D of H such that AD ⊆ D, BD ⊆ D, and ABx = BAx for x ∈ D. If the
linear span DQ of

Q := {
Sx : S ∈ {A}c ∩ {B}c, x ∈Dqa(A) ∩Dqa(B)

}

is dense in H (in particular, if Da(A) ∩Da(B) is dense in H), then the closures A

and B are strongly commuting self-adjoint operators on H.

Proof By the definition of the set {T }c we have Q ⊆D. From Lemma 7.17 it follows
that Q is contained in Dqa(A) and Dqa(B). Therefore, A and B are self-adjoint by
Theorem 7.14.

Let A0 and B0 denote the restrictions of A and B to DQ and EQ:=(A − iI )DQ,
respectively. Since Q⊆Dqa(A0) has a dense linear span, Theorem 7.14 applies also
to A0, so A0 is essentially self-adjoint. Hence, EQ = (A0 − iI )DQ = Lin(A − iI )Q
is dense in H. But (A − iI )Q ⊆ Dqa(B) by Lemma 7.17, because Q ⊆ Dqa(B)

and (A − iI ) ∈ {B}c. Thus, (A − iI )Q ⊆ Dqa(B0), since B0 = B�EQ. Hence, The-
orem 7.14 applies to B0 and the set (A − iI )Q as well and implies that B0 is essen-
tially self-adjoint. Since B0 ⊆ B and hence B0 ⊆ B , we obtain B0 = B .

Since A and B commute on D, we have B0(A − iI )x = (A − iI )Bx for
x ∈DQ. Setting y = (A− iI )x, the latter yields (A− iI )−1B0y = B(A− iI )−1y for
y ∈ EQ = D(B0). From this relation we derive (A − iI )−1B0 y = B( A − iI )−1y

for y ∈ D(B0). Since B0 = B as noted above, we get (A − iI )−1B ⊆ B(A − iI )−1.
Hence, by Proposition 5.27, the self-adjoint operators A and B strongly commute. �

Completion of the proof of Proposition 5.20 Suppose that v is a generating vector
for A. Put y = e−A2

v. Let D0 denote the linear span of vectors Any, n ∈N0, and let
H0 be its closure in H. To complete the proof, it suffices to show that H0 =H.
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First, we prove that v ∈ H0. Set pn(t) := ∑n
k=0

t2k

k! and ϕn(t) := pn(t)e
−t2

. The
sequence (ϕn(t))n∈N converges monotonically to 1 on R. From the functional calcu-
lus we therefore conclude that ϕn(A)v = pn(A)y → v in H. Hence, v ∈ H0, since
pn(A)y ∈D0.

Obviously, A0 := A�D0 is a symmetric operator on the Hilbert space H0 and
A0D0 ⊆ D0. By Example 7.5, we have y ∈ Da(A). Since ADa(A) ⊆ Da(A), the
latter yields D0 ⊆ Da(A), so that D0 = Da(A0). Since A0 has a dense set D0
of analytic vectors, A0 is self-adjoint by Theorem 7.16. Hence, Proposition 1.17
applies, and A decomposes as A = A0 ⊕ A1 with respect to the orthogonal sum
H = H0 ⊕ H⊥

0 . Clearly, EA0
(M) = EA(M)�H0. From v ∈ H0 we get EA(M)v =

EA0
(M)v ∈ H0. Since v is a generating vector for A, the span of vectors EA(M)v

is dense in H. Therefore, H =H0. �

7.5 Tensor Products of Operators

Let us adopt the notational convention to denote algebraic tensor products of Hilbert
spaces and operators by � and their completions and closures, respectively, by ⊗.

7.5.1 Tensor Product of Hilbert Spaces

In this subsection we want to define the Hilbert space tensor product (H1 ⊗H2, 〈·,·〉)
of two Hilbert spaces (H1, 〈·,·〉1) and (H2, 〈·,·〉2).

First, let S(H1,H2) denote the vector space of all conjugate-bilinear mapping
ϕ :H1×H2 → C. That ϕ is conjugate-bilinear means that

ϕ(λ1x1+λ2x2, y) = λ1ϕ(x1, y)+λ2ϕ(x2, y),

ϕ(x,λ1y1+λ2y2) = λ1ϕ(x, y1)+λ2ϕ(x, y2)

for λ1, λ2 ∈C, x1, x2, x ∈H1, and y1, y2, y ∈ H2.
For x ∈ H1 and y ∈ H2, let x ⊗ y be the conjugate-bilinear form on H1×H2

given by

(x ⊗ y)(x1, y1) = 〈x, x1〉〈y, y1〉, x1 ∈H1, y1 ∈ H2. (7.36)

These forms x⊗y are called elementary tensors. Let H1 �H2 be the linear subspace
of S(H1,H2) spanned by elementary tensors x ⊗ y, where x ∈H1 and y ∈H2. By
the linearity of scalar products in the first variables, the definition (7.36) implies the
following bilinearity properties of elementary tensors:

(x1+x2) ⊗ y = x1 ⊗ y+x2 ⊗ y, x ⊗ (y1+y2) = x ⊗ y1+x ⊗ y2,

λ(x ⊗ y) = (λx) ⊗ y = x ⊗ (λy).

Since λ(x ⊗ y) = (λx) ⊗ y, each element of H1 � H2 is a finite sum
∑

k xk ⊗ yk

of elementary tensors. One of the main difficulties in dealing with tensor products
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is that this representation is highly nonunique. Let
∑

l x
′
l ⊗ y′

l be another finite sum
of elementary tensors. By definition both sums are equal in H1 �H2 if and only if
they coincide as conjugate-bilinear forms in S(H1,H2), that is, if

∑

k

〈xk, x〉1〈yk, y〉2 =
∑

l

〈
x′
l , x

〉
1

〈
y′
l , y

〉
2 for all x ∈H1, y ∈ H2.

For u = ∑r
k=1 xk ⊗ yk ∈ H1 �H2 and v = ∑s

l=1 x′
l ⊗ y′

l ∈H1 �H2, we define

〈u,v〉 =
r∑

k=1

s∑

l=1

〈
xk, x

′
l

〉
1

〈
yk, y

′
l

〉
2. (7.37)

Lemma 7.19 〈·,·〉 is a well-defined scalar product on H1 �H2.

Proof First, we prove that 〈·,·〉 is well defined, that is, the definition of 〈u,v〉 does
not depend on the particular representations of u and v as sums of elementary ten-
sors. For this, it suffices to show that 〈u,v〉 = 0 when u = 0 in S(H1,H2) and that
〈u,v〉 = 0 when v = 0. If u = 0 as a form, using (7.36) and (7.37), we obtain

0 =
∑

l

u
(
x′
l , y

′
l

) =
∑

k,l

(xk ⊗ yk)
(
x′
l , y

′
l

) =
∑

k,l

〈
xk, x

′
l

〉
1

〈
yk, y

′
l

〉
2 = 〈u,v〉.

Similarly, it follows that 〈u,v〉 = 0 when v = 0 as a form. Thus, 〈·,·〉 is well defined.
Clearly, 〈·,·〉 is a Hermitian sesquilinear form. It remains to prove that 〈·,·〉 is

positive definite. We choose orthonormal bases {e1, . . . , ep} of Lin{x1, . . . , xr} and
{f1, . . . , fq} of Lin{y1, . . . , yr}. Using the bilinearity rules for elementary tensors,
we get

u =
∑

k,i,j

〈xk, ei〉1〈yk, fj 〉2 ei ⊗ fj . (7.38)

Since 〈·,·〉 is well defined, we can insert the expression (7.38) into (7.37) and get

〈u,u〉 =
∑

k,i,i′,j,j ′
〈xk, ei〉1〈xk, ei′ 〉1〈yk, fj 〉2〈yk, fj ′ 〉2〈ei, ei′ 〉1〈fj , fj ′ 〉2

=
∑

k

∑

i,j

∣∣〈xk, ei〉1
∣∣2∣∣〈yk, fj 〉2

∣∣2 ≥ 0.

Further, if 〈u,u〉 = 0, then 〈xk, ei〉1 · 〈yk, fj 〉2 = 0 for all k, i, j , so u = 0. �

Definition 7.2 The Hilbert space (H1 ⊗ H2, 〈·,·〉) obtained as a completion of
(H1 �H2, 〈·,·〉) is called the tensor product of Hilbert spaces H1 and H2.

Since 〈x ⊗ y, x′ ⊗ y′〉 = 〈x, x′〉1〈y, y′〉2 by (7.37), the norm ‖ · ‖ of the Hilbert
space H1 ⊗H2 has the cross property

‖x ⊗ y‖ = ‖x‖1‖y‖2, x ∈H1, y ∈H2. (7.39)

Further, if {ei : i ∈ I1} is an orthonormal basis of H1 and {fj : j ∈ I2} is an or-
thonormal basis of H2, it is easily seen that the set {ei ⊗ fj : i ∈ I1, j ∈ I2} is an
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orthonormal basis of the Hilbert space H1 ⊗H2. That is, the elements of H1 ⊗H2

are precisely the sums

u =
∑

i∈I1

∑

j∈I2

αij ei ⊗ fj

with complex numbers αij satisfying
∑

i,j |αij |2 < ∞.

The next example shows that the L2-space of a product measure fits nicely into
this construction.

Example 7.9 (Tensor product of two L2-spaces) Let (X1,μ1) and (X2,μ2) be two
σ -finite measure spaces, and let (X1×X2,μ) be the measure space with the product
measure μ = μ1 × μ2. Let H1 = L2(X1,μ1) and H2 = L2(X2,μ2). Using the def-
initions (7.37) of the scalar product and the product measure μ1 × μ2, one verifies
that

J :
∑

k

fk ⊗ gk →
∑

k

fk(x1)gk(x2), x1 ∈ X1, x2 ∈ X2,

is a well-defined linear map of H1 � H2 onto a dense subspace of L2(X1×X2,μ)

that preserves the scalar product. By continuity J extends to a unitary isomorphism
of the Hilbert spaces H1 ⊗H2 = L2(X1,μ1) ⊗ L2(X2,μ2) and L2(X1×X2,μ).

In particular, the map f ⊗g → f (x1)g(x2) extends to an isometric isomorphism
of L2(Rn) ⊗ L2(Rm) onto L2(Rn+m). Likewise, the map f ⊗ g → (fngk) has a
unique extension to an isometric isomorphism of l2(N) ⊗ l2(N) onto l2(N2). ◦

7.5.2 Tensor Product of Operators

Throughout this subsection T1 and T2 denote linear operators on Hilbert spaces
(H1, 〈·,·〉1) and (H2, 〈·,·〉2), respectively. Define

D(T1 � T2) =
{

r∑

k=1

xk ⊗ yk : xk ∈ D(T1), yk ∈ D(T2), r ∈N

}

,

(T1 � T2)

(
r∑

k=1

xk ⊗ yk

)

=
r∑

k=1

T1xk ⊗ T2xk, xk ∈D(T1), yk ∈D(T2), r ∈ N.

Proposition 7.20

(i) T1 � T2 is a well-defined linear operator on the Hilbert space H1 ⊗ H2 with
domain D(T1 � T2).

(ii) If T1 and T2 are bounded, then T1 �T2 is bounded and ‖T1 �T2‖ = ‖T1‖‖T2‖.
(iii) If T1 and T2 are symmetric operators, so is T1 � T2. If, in addition, T1 and T2

are positive, then T1 � T2 is also positive.
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Proof Let u = ∑r
k=1 xk ⊗ yk , where xk ∈ D(T1), yk ∈ D(T2). We choose an or-

thonormal basis {e1, . . . , en} of Lin{x1, . . . , xr} and set fi = ∑
k〈xk, ei〉1yk . Then

u =
∑

k,i

〈xk, ei〉1ei ⊗ yk =
∑

i

ei ⊗ fi, (7.40)

‖u‖2 =
∑

i,j

〈ei, ej 〉1〈fi, fj 〉2 =
∑

j

‖fj‖2
2. (7.41)

(i): To prove that T1 � T2 is well defined, we show that
∑

k T1xk ⊗ T2yk = 0
whenever u = 0. If u = 0, then all fi are zero by (7.41), and hence

∑

k

T1xk ⊗ T2yk =
∑

k,i

〈xk, ei〉1T1ei ⊗ T2yk =
∑

i

T1ei ⊗ T2fi = 0.

The linearity of T1 � T2 is obvious.
(ii): We write u ∈ D(T1 � T2) as in (7.40). Set I1:=I�D(T1) and I2:=I�D(T2).

Using (7.41) twice, first for the element (I1 ⊗ T2)u and then for u, we derive

∥
∥(I1 � T2)u

∥
∥2 =

∥
∥
∥∥
∑

i

ei ⊗ T2fi

∥
∥
∥∥

2

=
∑

i

‖T2fi‖2
2 ≤ ‖T2‖2

∑

i

‖fi‖2 = ‖T2‖2‖u‖2.

This proves that ‖I1 � T2‖ ≤ ‖T2‖. Similarly, ‖T1 � I2‖ ≤ ‖T1‖. Hence,

‖T1 � T2‖ = ∥∥(T1 � I2)(I1 � T2)
∥∥ ≤ ‖T1‖‖I1 � T2‖ ≤ ‖T1‖‖T2‖.

We prove the reverse inequality. Let ε > 0. We choose unit vectors x ∈ D(T1)

and y ∈ D(T2) such that ‖T1‖ ≤ ‖T1x‖1+ε and ‖T2‖ ≤ ‖T2y‖2+ε. Using the cross
property (7.39) of the norm, we conclude that
(‖T1‖ − ε

)(‖T2‖ − ε
) ≤ ‖T1x‖1‖T2y‖2 = ‖T1x ⊗ T2y‖
= ∥∥(T1 ⊗ T2)(x ⊗ y)

∥∥ ≤ ‖T1 � T2‖‖x ⊗ y‖ = ‖T1 � T2‖,
so ‖T1‖‖T2‖ ≤ ‖T1 � T2‖ by letting ε → +0. Thus, ‖T1 � T2‖ = ‖T1‖‖T2‖.

(iii): An easy computation shows that T1 � T2 is symmetric. Suppose now in
addition that T1 ≥ 0 and T2 ≥ 0. We will prove that T1 � T2 ≥ 0.

Let u be as above. Clearly, 〈T1 · ,·〉1 is a Hermitian sesquilinear form on the vector
space G := Lin{x1, . . . , xr}. From linear algebra we know that this form can be
diagonalized. Hence, there exists a basis {g1, . . . , gr} of G such that 〈T1gi, gj 〉1 = 0
for all i, j, i �= j . As above, we can write u = ∑

i gi ⊗ hi , where hi ∈ D(T2). Then
〈
(T1 � T2)u,u

〉 =
∑

i,j

〈T1gi, gj 〉1〈T2hi, hj 〉2 =
∑

i

〈T1gi, gi〉1〈T2hi, hi〉2 ≥ 0. �

Lemma 7.21 Suppose that T1 and T2 are densely defined and closable. Then
T1 � T2 is also densely defined and closable, and we have (T1 � T2)

∗ ⊇ T ∗
1 � T ∗

2 .

Proof Since T1 and T2 are densely defined and closable, T ∗
1 and T ∗

2 are densely
defined by Theorem 1.8(i). Therefore, T ∗

1 � T ∗
2 is densely defined. A simple com-

putation shows that (T1 � T2)
∗ ⊇ T ∗

1 � T ∗
2 . Thus, (T1 � T2)

∗ is densely defined.
Hence, T1 � T2 is closable again by Theorem 1.8(i). �
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From now on we assume that T1 and T2 are densely defined and closable.

Definition 7.3 The closure of the closable operator T1 � T2 (by Lemma 7.21) is
denoted by T1 ⊗ T2 and called the tensor product of the operators T1 and T2.

Lemma 7.22 D(T1 � T2) is a core for T 1 � T 2, and we have T 1 ⊗ T 2 = T1 ⊗ T2.

Proof The first assertion follows easily by approximating all vectors xi ∈ D(T 1)

and yi ∈ D(T 2) of u = ∑
i xi ⊗ yi ∈ D(T 1 � T 2) in the graph norms by x̃i ∈ D(T1)

and ỹi ∈ D(T2). Since T 1 ⊗ T 2 is the closure of T 1 � T 2 and D(T1 � T2) is a core
for T 1 � T 2, it follows that T 1 ⊗ T 2 = T1 ⊗ T2. �

Theorem 7.23 Suppose that T1 and T2 are self-adjoint. Then the tensor products
P := T1 ⊗T2, T1 ⊗ I , and I ⊗T2 are self-adjoint and the sum S := T1 ⊗ I + I ⊗T2

is essentially self-adjoint. The dense linear subspace

Db := Lin
{
x ⊗ y : x ∈Db(T1), y ∈ Db(T2)

}
(7.42)

of H1 ⊗H2 is an invariant core and all vectors of Db are bounded vectors for each
of these four operators.

If T1 and T2 are positive, then T1 ⊗T2, T1 ⊗ I , I ⊗T2, and S are positive as well.

Proof From Proposition 7.20(iii) it follows that each of the operators T = T1 ⊗ T2,
T1 ⊗ I , I ⊗ T2, and S is symmetric.

Let x ∈ Db(T1) and y ∈ Db(T2). Then there is a constant C ≥ 1 such that
‖T k

1 x‖1 ≤ Ck and ‖T k
2 y‖2 ≤ Ck for k ∈N. For n ∈ N, we have

∥∥P n(x ⊗ y)
∥∥ = ∥∥T n

1 x ⊗ T n
2 y

∥∥ ≤ ∥∥T n
1 x

∥∥
1

∥∥T n
2 y

∥∥ ≤ (
C2)n

, (7.43)

∥∥Sn(x ⊗ y)
∥∥ =

∥∥∥∥∥

n∑

l=0

(
n

l

)
T l

1x ⊗ T n−l
2 y

∥∥∥∥∥

≤
n∑

l=0

(
n

l

)∥∥T l
1x

∥∥
1

∥∥T n−l
2 y

∥∥
2 ≤

n∑

l=0

(
n

l

)
ClCn−l = (2C)n.

Hence, x ⊗ y is a bounded vector for P and S. Setting T2 = I resp. T1 = I in (7.43)
the same reasoning shows that x ⊗ y is a bounded vector for T1 ⊗ I and I ⊗ T2.

Obviously, sums of bounded vectors are again bounded vectors. Since the sets
Db(T1) and Db(T2) are dense by Lemma 7.13, Db is a dense set of bounded, hence
analytic, vectors for each of these four symmetric operators. Therefore, by Nelson’s
Theorem 7.16, the closed symmetric operators P , T1 ⊗ I , I ⊗ T2 are self-adjoint,
and the symmetric operator S is essentially self-adjoint. Since Db(Tj ) is invariant
under Tj , Db is invariant under each of these operators.

If T1 and T2 are positive, then T1 � T2, T1 � I , and I � T2 are positive by Propo-
sition 7.20(iii). Hence, all four operators are positive. �
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Lemma 7.24 If T1 and T2 are self-adjoint operators, then T1 ⊗ I and I ⊗ T2 are
strongly commuting self-adjoint operators, and the joint spectrum σ(T ) of the pair
T = {T1 ⊗ I, I ⊗ T2} is equal to σ(T1) × σ(T2).

Proof Let λ1 ∈ ρ(T1). Clearly, the bounded operator Rλ1(T1) ⊗ I leaves D(T1 � I )

invariant, and its restriction to this domain is the inverse of T1 � I − λ1I . Since
T1 ⊗ I is the closure of T1 � I , this implies that λ1 ∈ ρ(T1 ⊗ I ) and Rλ1(T1) ⊗ I =
Rλ1(T1 ⊗ I ). In particular, σ(T1 ⊗ I ) ⊆ σ(T1). Similarly, σ(I ⊗ T2) ⊆ σ(T2) and
I ⊗Rλ2(T2) = Rλ2(I ⊗T2) for λ2 ∈ ρ(T2) ⊆ ρ(I ⊗T2). (Because of Corollary 3.14,
this gives a second proof of the self-adjointness of T1 ⊗ I and I ⊗T2 that avoids the
use of Nelson’s theorem.) Since the resolvents Rλ(T1)⊗I and I ⊗Rλ(T2) obviously
commute, T1 ⊗ I and I ⊗ T2 strongly commute by Proposition 5.27. (The strong
commutativity would also follow from Theorem 7.18, because T1 � I and I � T2
are commuting symmetric operators having a common dense set of analytic vectors
by Theorem 7.23.) Thus, we have σ(T ) ⊆ σ(T1 ⊗ I )×σ(I ⊗T2) ⊆ σ(T1)×σ(T2),
where the first inclusion stems from Proposition 5.24(ii).

To prove the inclusion σ(T1)×σ(T2) ⊆ σ(T ) we apply Proposition 5.24(i) twice,
first to T1, T2 and then to T . Let j = 1,2 and λj ∈ σ(Tj ). Then there is a sequence
of unit vectors xjn ∈ D(Tj ) such that limn(Tj − λj )xjn = 0. Then yn := x1n ⊗ x2n

are unit vectors and limn(T1 ⊗ I − λ1)yn = limn (I ⊗ T2 − λ2)yn = 0. Therefore,
(λ1, λ2) ∈ σ(T ). This completes the proof of the equality σ(T ) = σ(T1)×σ(T2). �

Let us retain the assumptions and the notation of Theorem 7.23 and Lemma 7.24.
To any complex polynomial p(t1, t2) = ∑

k,l αkl tk1 t l2 the functional calculus (5.32)
for the pair T = (T1⊗I, I⊗T2) of strongly commuting self-adjoint operators asso-
ciates a normal operator p(T ) which acts on vectors

∑
i xi ⊗ yi ∈Db by

p(T )

(∑

i

xi ⊗ yi

)
=

∑

i

∑

k,l

αklT
k

1 xi ⊗ T l
2yi. (7.44)

Combining Proposition 5.25 and Lemma 7.24, we conclude that the spectrum of the
operator p(T ) is the closure of the set {p(t1, t2) : t1 ∈ σ(T1), t2 ∈ σ(T2)}.

For p1(t1, t2) = t1t2 and p2(t1, t2) = t1 + t2, we have p1(T ) = P and p2(T ) = S.
(To see these equalities, it suffices to note that by (7.44) the corresponding operators
coincide on Db which is a core for the self-adjoint operators P and S.) We restate
the result about the spectrum in these two cases separately as

Corollary 7.25 If T1 and T2 are self-adjoint operators on H1 and H2, then

σ(T1 ⊗ T2) = σ(T1) · σ(T2), σ (T1 ⊗ I + I ⊗ T2) = σ(T1) + σ(T2), (7.45)

where the bars on the right-hand sides mean the closures of the corresponding sets.

In general none of the three bars in (7.45) can be omitted (see Example 7.10 be-
low and Exercise 17). But σ(T1) · σ(T2) is closed if one of the operators is bounded
and 0 is not in the spectrum of the other one (Exercise 18.b). Further, T1 ⊗I +I ⊗T2
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and σ(T1) + σ(T2) are closed if T1 and T2 are both lower semibounded (see Exer-
cises 17.a and 18.a). In particular, all three bars in (7.45) can be omitted if T1 and
T2 are bounded self-adjoint operators.

It can be shown that both formulas in (7.45) hold (without all bars) if T1 and T2
are arbitrary bounded everywhere defined operators [RS4, Theorem XIII.9].

Example 7.10 For j = 1,2, let Tj be the multiplication operator by the variable
tj on Hj :=L2(R). Then T1 ⊗ I , I ⊗ T2, and T1 ⊗ T2 are the multiplication opera-
tors by t1, t2, and t1t2, respectively, and the closure of S:=T1 ⊗ I + I ⊗ T2 is the
multiplication operator by t1 + t2 on H1 ⊗H2 = L2(R2). For the function

f (t1, t2) = χ(1,+∞)(t1)χ(−1,1)(t1 + t2)t
−α
1 ∈ L2(

R
2), where 1/2 < α ≤ 3/2,

we have (t1+t2)f ∈ L2(R2) and tj f /∈ L2(R2). The latter means that f ∈D(S) and
f /∈D(T1 ⊗ I ), so f /∈D(S). That is, the operator S is not closed.

Let g denote the characteristic function of the set {0 ≤ t1 ≤ t
−β

2 ,1 ≤ t2}, where
1 < β ≤ 3. Then g and t1t2g are in L2(R2), so g ∈ D(T1 ⊗ T2). Since t2g is not in
L2(R2), we have g /∈ D(T2 ⊗ I ), and hence g /∈ D((T1 ⊗ I )(I ⊗ T2)). Therefore,
(T1 ⊗ I )(I ⊗ T2) �= T1 ⊗ T2. In fact, T1 ⊗ T2 is the closure of (T1 ⊗ I )(I ⊗ T2). ◦

Proposition 7.26 If T1 and T2 are densely defined and closable, then

(T1 ⊗ T2)
∗ = T ∗

1 ⊗ T ∗
2 . (7.46)

Proof By Lemma 7.22 we can assume that T1 and T2 are closed.
From Lemma 7.21 we have (T1 � T2)

∗ ⊇ T ∗
1 � T ∗

2 . Hence, it follows that
(T1 ⊗ T2)

∗ = (T1 � T2)
∗ ⊇ T ∗

1 ⊗ T ∗
2 , so the graph G(T ∗

1 ⊗ T ∗
2 ) of the closed opera-

tor T ∗
1 ⊗ T ∗

2 is a closed subspace of the graph G((T1 ⊗ T2)
∗). To prove the equality

(T1 ⊗T2)
∗ = T ∗

1 ⊗T ∗
2 , it therefore suffices to show that the orthogonal complement

of G(T ∗
1 ⊗ T ∗

2 ) in the graph Hilbert space (G(T ), 〈·,·〉T ) defined by (1.3), where
T := (T1 ⊗ T2)

∗, is zero.
Suppose that (u,T u) ∈ G(T ) is orthogonal to G(T ∗

1 ⊗T ∗
2 ). Let x ∈D(T ∗

1 T1) and
y ∈ D(T ∗

2 T2). Then (T1 ⊗ T2)(x ⊗ y) ∈ D(T ∗
1 ⊗ T ∗

2 ). Since T ⊇ T ∗
1 ⊗ T ∗

2 as noted
in the preceding paragraph, we obtain

T (T1 ⊗ T2)(x ⊗ y) = (
T ∗

1 ⊗ T ∗
2

)
(T1x ⊗ T2y) = T ∗

1 T1x ⊗ T ∗
2 T2y.

From the orthogonality (u,T u) ⊥ G(T ∗
1 ⊗ T ∗

2 ) it follows that

0 = 〈
u, (T1 ⊗ T2)(x ⊗ y)

〉 + 〈
T u,T (T1 ⊗ T2)(x ⊗ y)

〉

= 〈
(T1 ⊗ T2)

∗u,x ⊗ y
〉 + 〈

T u,T ∗
1 T1x ⊗ T ∗

2 T2y
〉

= 〈
T u,

(
I + T ∗

1 T1 � T ∗
2 T2

)
(x ⊗ y)

〉
.

Hence, T u ⊥ E := (I + T ∗
1 T1 � T ∗

2 T2)D(T ∗
1 T1 � T ∗

2 T2). Since T1 and T2 are
closed, T ∗

1 T1 and T ∗
2 T2 are positive self-adjoint operators by Proposition 3.18.

Hence, T ∗
1 T1 ⊗ T ∗

2 T2 is self-adjoint and positive by Theorem 7.23. Because the
linear operator T ∗

1 T1 ⊗ T ∗
2 T2 is the closure of T ∗

1 T1 � T ∗
2 T2, it follows from
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Proposition 3.9 that E is dense in H1 ⊗ H2. Thus, T u ⊥ E implies that T u = 0.
But (u,T u) = (u,0) ⊥ G(T ∗

1 ⊗ T ∗
2 ) implies that u is orthogonal to the dense do-

main D(T ∗
1 � T ∗

2 ). Therefore, u = 0. �

Often separations of variables lead in a natural way to the tensor product of op-
erators. We illustrate this by an example from quantum physics.

Example 7.11 (Separation of a two-particle Hamiltonian) In quantum mechanics
the Hamiltonian of two particles is given by the operator

T = − 1

2m1
Δx1 − 1

2m2
Δx2 + V (x1 − x2) (7.47)

on L2(R6), where Δxj
is the Laplacian in xj ∈ R

3, and V is a potential on R
6

describing the interaction of the particles and depending only on the difference
x1 − x2.

To obtain a separation of variables in (7.47), we introduce new variables

ys = (m1x1 + m2x2)M
−1 and yr = x1 − x2, (7.48)

where we set M := m1 + m2. That is, we consider the coordinate transformation
y ≡ (yr , ys) := Ax ≡A(x1, x2) on R

6, where A is the block matrix

A=
(

1 −1

m1M
−1 m2M

−1

)

.

Since A has determinant one, there is a unitary operator U on L2(R6) defined by
(Uf )(y) := f (x) = f (A−1y). Our aim is to prove that

UT U∗ = − 1

2M
Δys +

(
− 1

2m
Δyr + V (yr)

)
. (7.49)

That is, UT U∗ is of the form T1 ⊗ I + I ⊗ T2 on L2(R6) = L2(R3) ⊗ L2(R3),
where T1 = − 1

2M
Δys , T2 = − 1

2m
Δyr + V (yr), m := m1m2M

−1.
Now let us prove formula (7.49). Set g = U∗f . Then g(x) = f (Ax). Using the

substitution (7.48), we compute for j = 1,2,3,

∂2

∂x2
1j

g(x) ≡ ∂2

∂x2
1j

f (Ax) = ∂

∂x1j

(
∂

∂yrj

f (Ax) + m1M
−1 ∂

∂ysj

f (Ax)

)

= ∂2

∂y2
rj

f (Ax) + m2
1M

−2 ∂2

∂y2
sj

f (Ax) + 2m1M
−1 ∂2

∂yrj ∂ysj

f (Ax),

where x1 = (x11, x12, x13), yr = (yr1, yr2, yr3) and ys = (ys1, ys2, ys3). Hence,

(Δx1g)(x) = (Δyr f )(Ax) + m2
1M

−2(Δys f )(Ax) + 2m1M
−1

∑

j

∂2f

∂yrj ∂ysj

(Ax).
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In a similar manner we derive

(Δx2g)(x) = (Δyr f )(Ax) + m2
2M

−2(Δys f )(Ax) − 2m2M
−1

∑

j

∂2f

∂yrj ∂ysj

(Ax).

Therefore, using the relations 1
2m1

+ 1
2m2

= 1
2m

, m1
2M2 + m2

2M2 = 1
2M

, we get

(T g)(x) = − 1

2m
(Δyr f )(Ax) − 1

2M
(Δys f )(Ax) + V (x1 − x2)f (Ax).

Applying the unitary U to the latter equation gives

(
UT U∗f

)
(y) = (UT g)(y) = − 1

2m
(Δyr f )(y) − 1

2M
(Δys f )(y) + V (yr)f (y),

which completes the proof of formula (7.49). ◦

7.6 Exercises

1. (Partial isometries)
Let T ∈ B(H1,H2). Prove that the following six conditions are equivalent:
(i) T is a partial isometry, (ii) T ∗ is a partial isometry, (iii) T T ∗T = T ,

(iv) T ∗T T ∗ = T ∗, (v) T ∗T is a projection, (vi) T T ∗ is a projection.
If one of these conditions is fulfilled, then I − T ∗T and I − T T ∗ are the pro-
jections on the initial space and final space of T , respectively.

2. Let T = UT |T | be the polar decomposition of T . Prove that T ∗ = (UT )∗|T ∗| is
the polar decomposition of T ∗ and T ∗ = |T |(UT )∗.

3. Determine the polar decompositions of the weighted shift operators Rα and Lα

defined in Exercise 12 of Chap. 1.
4. Show that there are linear operators A,B,C acting on the Hilbert space C2 such

that |A∗| �= |A| and |B + C| �≤ |B| + |C|.
5. Let A1 and A2 be densely defined closed operators on Hilbert spaces H1 and

H2, respectively, satisfying relation (7.5). Prove that the following three state-
ments are equivalent:

(i) A1 and A2 are unitarily equivalent, (ii) dimN (A1) = dimN (A2),
(iii) dimN ((A1)

∗A1 − nI) = dimN ((A2)
∗A2 − nI) for some n ∈ N0.

6. Let A be a densely defined closed operator on H satisfying (7.5) and λ ∈C.
a. Prove that 〈Ax,Ay〉 − 〈A∗x,A∗y〉 = 〈x, y〉 for x, y ∈D(A) =D(A∗).
b. Show that the operator A − λI also satisfies (7.5).

∗c. Suppose that A is irreducible and let {en : n ∈ N0} be an orthonormal basis
of H such that Aen = √

n en−1, n ∈ N0. Determine an orthonormal basis
{fn : n ∈N0} such that (A − λI)fn = √

n fn−1, where e−1 = f−1 := 0.
Hint: Compute first a nonzero vector f0 ∈N (A − λI).

∗7. Let T be a closed densely defined symmetric operator, and let ZT be its
bounded transform.
a. Show that (ZT )∗(I − (ZT )∗ZT )1/2 = (I − (ZT )∗ZT )1/2ZT .
b. Show that W±(T ) := ZT ± i(I − (ZT )∗ZT )1/2 is an isometry.
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8. Let T be a symmetric operator such that TD(T ) ⊆ D(T ). Prove the relations
SDs(T ) ⊆ Ds(T ), SDa(T ) ⊆ Da(T ), SDb(T ) ⊆ Db(T ) for S ∈ {T }c.
Hint: See the proof of Lemma 7.17. For Da(T ), use Stirling’s formula (7.29).

9. Let A and B be symmetric operators on the same dense domain D of H such
that AD ⊆ D, BD ⊆ D, and ABx = BAx for x ∈ D. Suppose that the linear
span of AnBk(Da(A) ∩ Da(B)), n, k ∈ N0, is dense in H. Show that A and B

are strongly commuting self-adjoint operators.
10. Let H1 and H2 be Hilbert spaces.

a. Given x1, x2 ∈H1 and y1, y2 ∈ H2, decide when x1 ⊗ y1 = x2 ⊗ y2.
b. Show that H1 �H2 = H1 ⊗H2 if and only if H1 or H2 is finite-dimensional.
c. Give an example T1 ∈ B(H1) such that T1 � I �= T1 ⊗ I on H1 ⊗H2.

11. Let Tj and Sj be linear operators on Hj , j = 1,2.
a. Show that T1S1 �T2S2 ⊆ (T1 �T2)(S1 �S2). Give an example where equal-

ity fails. Show that equality holds if D(T1) = H1 and D(T2) = H2.
b. Show that (T1 + S1) � T2 = T1 � T2 + S1 � T2.

12. Let Tj be a densely defined closable operator, and let Bj be a bounded operator
on Hj such that D(Bj ) = Hj , j = 1,2. Show that
(B1 ⊗ B2)(T1 ⊗ T2) ⊆ B1T1 ⊗ B2T2 and T1B1 ⊗ T2B2 ⊆ (T1 ⊗ T2)(B1 ⊗ B2).

13. Let T1 and T2 be densely defined closed operators on H1 resp. H2.
a. Show that UT1⊗T2 = UT1 ⊗ UT2 and |T1 ⊗ T2| = |T1| ⊗ |T2|,
b. Show that T1 ⊗ T2 = (UT1 ⊗ UT2)(|T1| ⊗ |T2|) is the polar decomposition of

T1 ⊗ T2.

For the following three exercises, we assume that T1 and T2 are self-adjoint opera-
tors on Hilbert spaces H1 and H2, respectively.

14. Show that {eitT1 ⊗ eitT2 : t ∈ R} is a unitary group on H1 ⊗H2 with generator
equal to the closure of i(T1 ⊗ I + I ⊗ T2).

15. Suppose that x ∈ Da(T1) and y ∈ Da(T2). Show that x ⊗ y ∈ Da(T1 ⊗ T2) and
x ⊗ y ∈Da(T1 ⊗ I + I ⊗ T2).

16. Let p(t1, t2) ∈C[t1, t2] be a polynomial.
a. Show that each vector of the space Db defined by (7.42) is a bounded vector

for the operator p(T1, T2).
b. Show that p(T1, T2)�Db is essentially self-adjoint if p ∈R[t1, t2].
c. Show that Db is a core for the operator p(T1, T2).

Hint for c.: Show that Db is a core for p(T1, T2)
∗p(T1, T2).

17. a. Let T1 and T2 be lower semibounded self-adjoint operators on H1 and H2,
respectively. Show that T1 ⊗ I + I ⊗ T2 is closed and hence self-adjoint.

b. Find self-adjoint operators T1 and T2 for which σ(T1)+ σ(T2) is not closed.
Hint: Take diagonal operators with eigenvalues −n resp. n + 1

2n
, n ∈N.

c. Find self-adjoint operators T1 and T2 for which σ(T1) · σ(T2) is not closed.
Hint: Take diagonal operators with eigenvalues n resp. 1

n
+ 1

n2 , n ∈N.
18. Let M and N be closed subsets of R. Prove the following assertions:

a. M + N is closed if M is bounded or if M and N are lower bounded.
b. M · N is closed if M is bounded and 0 /∈ N or if 0 /∈ M and 0 /∈ N .
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7.7 Notes to Part III

Chapter 6:
Stone’s Theorem 6.2 was proved in [St3]. The Hille–Yosida Theorem 6.11 was

published almost simultaneously in [Hl] and [Yo]. The Trotter formula was proved
in [Tr]. Standard books on operator semigroups are [D1, EN, HP, Pa].

Chapter 7:
Theorem 7.3 is essentially due to Tillmann [Ti]. The bounded transform can be

found in [Ka]. It is a useful tool for the study of unbounded operators affiliated with
C∗-algebras, see, e.g., [Wo].

Analytic vectors appeared first in Harish-Chandra’s work [Hs] on Lie group rep-
resentations. Nelson’s Theorem 7.16 was proved in his pioneering paper [Ne1],
while Nussbaum’s Theorems 7.14 and 7.15 have been obtained in [Nu].
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Chapter 8
Perturbations of Self-adjoint Operators

The sum of two unbounded self-adjoint operators A and B is not self-adjoint in
general, but it is if the operator B is “small” with respect to the operator A, or
in rigorous terms, if B is relatively A-bounded with A-bound less than one. This
chapter deals with “perturbations” A + B of a self-adjoint operator A by a “small”
self-adjoint operator B . The main motivation stems from quantum mechanics, where
A = −Δ, B = V is a potential, and A + B = −Δ + V is a Schrödinger operator.

In Sect. 8.1 we treat differential operators with constant coefficients on R
d and

their spectral properties. In Sect. 8.2 the self-adjointness of the sum under relatively
bounded perturbations is considered, and the Kato–Rellich theorem is proved. The
essential spectrum of self-adjoint operators is studied in Sect. 8.4. This is followed,
in Sect. 8.5, by Weyl’s result on the invariance of the essential spectrum under rel-
atively compact perturbations. In Sects. 8.3 and 8.6 these operator-theoretic results
are applied to Schrödinger operators.

8.1 Differential Operators with Constant Coefficients on L2(Rd)

The main technical tool in this section is the Fourier transform considered as a uni-
tary operator on L2(Rd). We shall use some basic results from Appendix C.

For α = (α1, . . . , αd) ∈N
d
0 , we recall the notations |α| = α1 + · · · + αd ,

xα := x
α1
1 · · ·xαd

d , and Dα := (−i)|α| ∂α1

∂x
α1
1

· · · ∂αd

∂x
αd

d

.

Let p(x) = ∑
|α|≤n aαxα be a polynomial with complex coefficients aα ∈ C and

consider the linear partial differential expression

p(D) :=
∑

|α|≤n

aαDα.

In Sect. 1.3.2 we associated with such an expression two closed operators p(D)min
and p(D)max on the Hilbert space L2(Rd). Recall that p(D)min is the closure of the

K. Schmüdgen, Unbounded Self-adjoint Operators on Hilbert Space,
Graduate Texts in Mathematics 265,
DOI 10.1007/978-94-007-4753-1_8, © Springer Science+Business Media Dordrecht 2012
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operator p(D)0 with domain C∞
0 (Rd) defined by p(D)0f = p(D)f . The domain

D(p(D)max) consists of all f ∈ L2(Rd) for which the distribution p(D)f is given
by a function g ∈ L2(Rd), and p(D)max acts then by p(D)maxf = g. By formula
(1.22) we have (p(D)min)

∗ = p+(D)max, where p+(x) := ∑
|α|≤n aαxα .

In addition, we define yet another operator p(D)F by p(D)F := F−1 MpF .
Recall that f̂ =F(f ) denotes the Fourier transform of f (see Appendix C) and Mp

is the multiplication operator by the polynomial p(x) on L2(Rd).

Proposition 8.1 (p(D)F )∗ = p+(D)F and p(D)F = p(D)min = p(D)max.

Proof Since (Mp)∗ = Mp = Mp+ (by Example 1.3) and F is unitary (by Theo-
rem C.4), we have (p(D)F )∗ =F−1(Mp)∗F =F−1Mp+F = p+(D)F .

To prove the second assertion, it is convenient to introduce the operator p(D)1
with domain S(Rd) defined by p(D)1f = p(D)f for f ∈ S(Rd).

For f ∈ S(Rd), we have f̂ ∈ S(Rd) and p(D)f = F−1(p · Ff ) by for-
mula (C.3). That is, p(D)1 ⊆ p(D)F . In particular, p(D)1 is closable, because
p(D)F is closed. Since obviously p(D)0 ⊆ p(D)1, we obtain p(D)min = p(D)0 ⊆
p(D)F .

We prove that p(D)1 ⊆ p(D)min. Let f ∈ D(p(D)1) = S(Rd). We choose
a function ω ∈ C∞

0 (Rd) such that w(x) = 1 for ‖x‖ ≤ 1. Put ωn(x) := ω(n−1x)

and fn := ωn · f for n ∈ N. Fix α ∈N
d
0 . Applying the Leibniz rule, we derive

Dαfn = ωnD
αf + n−1

∑

|β|<|α| ηn,βDβf, (8.1)

where ηn,β ∈ C∞
0 (Rd) are functions depending on ω and its derivatives such that

supn,x |ηn,β(x)| < ∞. Hence, it follows from (8.1) that Dαfn → Dαf in L2(Rd).
Therefore, fn → f and p(D)fn → p(D)f in L2(Rd). Since fn ∈ C∞

0 (Rd) and
p(D)min is the closure of p(D)0, the latter implies that f ∈ D(p(D)min) and
p(D)minf = p(D)1f . This proves that p(D)1 ⊆ p(D)min. Since p(D)min is closed,
this implies that p(D)1 ⊆ p(D)min.

Next, we show that p(D)F ⊆ p(D)1. Let g ∈ D(p(D)F ). Then ĝ ∈ D(Mp) by
the definition of p(D)F . Let ε > 0. Since C∞

0 (Rd) is dense in the Hilbert space
L2(Rd, (1 + |p|)2 dx), there exists ϕε ∈ C∞

0 (Rd) such ‖(1 + |p|)(ĝ − ϕε)‖ < ε.
Then ψε := F−1ϕε ∈ S(Rd) and ψ̂ε = ϕε , so ‖g − ψε‖ = ‖ĝ − ϕε‖ < ε, because F
is unitary. Since p(D)ψε =F−1(p · ψ̂ε) =F−1(p · ϕε) by (C.3), we obtain

∥
∥p(D)Fg − P(D)ψε

∥
∥ = ∥

∥F−1(p · (ĝ − ϕε)
)∥
∥ = ∥

∥p(ĝ − ϕε)
∥
∥ < ε.

Thus, we have shown that g ∈ D(p(D)1) and p(D)Fg = p(D)1g.
Combining the assertions of the preceding two paragraphs, we conclude that

p(D)F ⊆ p(D)min. Since p(D)min ⊆ p(D)F as noted above, p(D)F = p(D)min.
Applying the adjoint to the latter equality, we obtain p+(D)F = p+(D)max. Re-

placing now p by p+, we get p(D)F = p(D)max. �

In what follows we denote the operator p(D)F = p(D)min = p(D)max simply
by p(D). Then

p(D) =F−1MpF . (8.2)
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The latter equality means that D(p(D)) = {f ∈ L2(Rd) : p(x)f̂ (x) ∈ L2(Rd)} and
p(D)f = F−1(p · f̂ ) for f ∈ D(p(D)). Since the differential operator p(D) is
unitarily equivalent to the multiplication operator Mp , properties of p(D) can be

easily derived from those of Mp . By Example 2.1, σ(Mp) is the closure p(Rd) of
the range of the polynomial p, so we have

σ
(
p(D)

) = p
(
Rd

)
. (8.3)

Proposition 8.2 If p(x) = ∑
α aαxα is a polynomial with real coefficients aα , then:

(i) p(D) is a self-adjoint operator on L2(Rd).
(ii) If g is a Borel function on σ(p(D)), then g(p(D)) =F−1Mg◦pF .

(iii) If g is a Borel function on σ(p(D)) such that g ◦ p ∈ L2(Rd), then g(p(D)) is
a convolution operator on L2(Rd) with kernel F−1(g ◦ p), that is,

(
g
(
p(D)

)
f

)
(x) = (2π)−d/2

∫

Rd

(
F−1(g ◦ p)

)
(x−y)f (y) dy. (8.4)

Proof (i) and (ii) follow at once from the unitary equivalence (8.2).
(iii): Let f ∈ L2(Rd). By (ii) we have

g
(
p(D)

)
f =F−1((g ◦ p) ·F(f )

) =F−1(F
(
F−1(g ◦ p)

) ·F(f )
)
. (8.5)

Since F−1(g ◦p) ∈ L2(Rd), the convolution Theorem C.6 applies to the right-hand
side of (8.5) and yields (2π)−d/2F−1(g ◦ p) ∗ f , which gives formula (8.4). �

The most important special case is of course the Laplace operator on R
d . We

collect some properties of this operator in the following example.

Example 8.1 (Laplace operator on L2(Rd)) Let p(x) := ‖x‖2 = x2
1 +· · ·+x2

d and
pk(x) := xk . Then p(D) = −Δ and pk(D) = Dk≡− i ∂

∂xk
. Since Mp = ∑

k M2
pk

, we

have −Δ = ∑d
k=1 D2

k . By (8.2) and Proposition 8.2, −Δ is the self-adjoint operator
on L2(Rd) defined by

D(−Δ) = {
f ∈ L2(

R
d
) : ‖x‖2f̂ (x) ∈ L2(

R
d
)}

, (−Δ)f =F−1(‖x‖2f̂
)
,

(8.6)

with spectrum σ(−Δ) = p(Rd) = [0,∞), and C∞
0 (Rd) is a core for −Δ.

(That C∞
0 (Rd) is a core follows from the facts that p(D)min = −Δ as shown

above and that p(D)min is defined as the closure of p(D)0.)
By Theorem D.3 the domain D(−Δ) is just the Sobolev space H 2(Rd) = H 2

0 (Rd),
and we have D((−Δ)m) = H 2m(Rd) ⊆ Ck(Rd) for 2m > k + d/2, k,m ∈ N0. Note
that, in particular, D(−Δ) ⊆ C1(R) if d = 1 and D(−Δ) ⊆ C(Rd) if d = 2,3. In
general, functions of D(−Δ) are not even continuous if d > 4.

Next we consider the convolution formula (8.4) in some interesting cases. We
only state the formulas without carrying out the corresponding computations.
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Let d ∈ N and λ ∈ C, Reλ > 0. Put g(y) = e−λy . Then (g ◦ p)(x) = e−λ‖x‖2
is

in L2(Rd), and one can compute that (F−1(g ◦p))(x) = (2λ)−d/2e−‖x‖2/4λ. There-
fore, formula (8.4) yields

(
e−λ(−Δ)f

)
(x) = (4πλ)−d/2

∫

Rd

e−‖x−y‖2/4λf (y) dy, f ∈ L2(
R

d
)
.

For real t and g(y) = e−ity , the function g ◦ p is obviously not in L2(Rd). But
nevertheless it can be shown that

(
e−it (−Δ)f

)
(x) = lim

R→∞(4π it)−d/2
∫

‖y‖≤R

ei‖x−y‖2/4t f (y) dy, f ∈ L2(
R

d
)
,

where lim means the limit in L2(Rd). In quantum physics the kernel function

P(x, y; t) = (4π it)−d/2ei‖x−y‖2/4t

is called the free propagator.
These formulas describe the contraction semigroup (0,+∞) � λ → e−λ(−Δ) and

the unitary group R � t → eit (−Δ) of the positive self-adjoint operator −Δ.
Now suppose that d ≤ 3 and λ ∈ ρ(−Δ) = C\[0,∞). Set g(y) = (y − λ)−1.

Then (g ◦p)(x) = (‖x‖2−λ)−1 is in L2(Rd), so formula (8.4) applies. The function
Gd(x, y;λ) := (F−1(g ◦ p))(x − y) is called the free Green function.

In dimensions d = 1 and d = 3 one can compute (see also Exercise 3)

G1(x, y;λ) = i

2
√

λ
ei

√
λ|x−y|, G3(x, y;λ) = ei

√
λ‖x−y‖

4π‖x−y‖ , (8.7)

where
√

λ denotes the square root of λ with positive imaginary part. For the resol-
vent of −Δ on L2(R3), we therefore obtain from formula (8.4),

(
(−Δ − λI)−1f

)
(x) = 1

4π

∫

R3

ei
√

λ ‖x−y‖

‖x−y‖ f (y)dy, f ∈ L2(
R

3). ◦

8.2 Relatively Bounded Perturbations of Self-adjoint Operators

Let A and B be linear operators on a Hilbert space H.

Definition 8.1 We say that B is relatively A-bounded if D(B) ⊇ D(A) and there
exist nonnegative real numbers a and b such that

‖Bx‖ ≤ a‖Ax‖ + b‖x‖ for all x ∈D(A). (8.8)

The infimum of all a ≥ 0 for which there exists a number b ≥ 0 such that (8.8) holds
is called the A-bound of B and denoted by αA(B).

It is easily seen that B is relatively A-bounded if and only if D(B) ⊇ D(A) and
B maps the normed space DA := (D(A),‖ · ‖A) continuously in H.
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If the operator B is bounded, then B is obviously relatively A-bounded, and (8.8)
holds with a = αA(B) = 0 and b = ‖B‖. However, the following simple lemma,
applied to an unbounded operator B , shows that in general there is no constant b

such that (8.8) is satisfied for a = αA(B).

Lemma 8.3 Each symmetric operator B is relatively B2-bounded with B2-bound
equal to zero.

Proof Obviously, D(B) ⊇D(B2). For ε > 0 and x ∈D(B2), we have
〈(
ε2B2−I

)
x,

(
ε2B2−I

)
x
〉 = ε4

∥
∥B2x

∥
∥2 − 2ε2‖Bx‖2 + ‖x‖2 ≥ 0,

so ε2‖Bx‖2 ≤ (ε2‖B2x‖ + ‖x‖)2, and hence ‖Bx‖ ≤ ε‖B2x‖ + ε−1‖x‖. �

Lemma 8.4 If A is a closed operator and B is a densely defined closable operator
on a Hilbert space H such that D(B) ⊇D(A), then B is relatively A-bounded.

Proof Since A is closed, DA = (D(A),‖ · ‖A) is a Hilbert space by Proposition 1.4.
We show that B , considered as a mapping of DA into H, is closed. Suppose that

xn → x in DA and Bxn → y in H. Then x ∈D(A) ⊆D(B) and for u ∈D(B∗),
〈Bxn,u〉 = 〈

xn,B
∗u

〉 → 〈y,u〉 = 〈
x,B∗u

〉 = 〈Bx,u〉.
Since B is closable, D(B∗) is dense in H. Hence, the equality 〈y,u〉 = 〈Bx,u〉 for
u ∈ D(B∗) implies that y = Bx. This proves that B : DA →H is closed.

From the closed graph theorem we conclude that B : DA → H is continuous.
Hence, B is relatively A-bounded. �

The next result is the celebrated Kato–Rellich theorem. It requires an A-bound
strictly less than one.

Theorem 8.5 Let A be a self-adjoint operator on H. Suppose that B is a relatively
A-bounded symmetric operator on H with A-bound aA(B) < 1. Then:

(i) The operator A + B on D(A + B) =D(A) is self-adjoint.
(ii) If A is essentially self-adjoint on D ⊆D(A), so is A + B on D.

Proof (i): By assumption, there are positive constants a, b such that a < 1 and (8.8)
holds. Suppose that β ∈ R, β �= 0. Since A is symmetric, by formula (3.2),

∥
∥(A − iβI)x

∥
∥2 = ‖Ax‖2 + |β|2‖x‖2

for x ∈ D(A), so that ‖Ax‖ ≤ ‖(A−iβI)x‖ and ‖x‖ ≤ |β|−1‖(A−iβI)x‖. Com-
bined with (8.8), we therefore obtain

‖Bx‖ ≤ (
a + b|β|−1)∥∥(A−iβI)x

∥
∥, x ∈ D(A). (8.9)

Since A is self-adjoint, iβ ∈ ρ(A) by Corollary 3.14, and x := (A−iβI)−1y is in
D(A) for any y ∈H. Inserting this into (8.9), we get

∥
∥B(A−iβI)−1y

∥
∥ ≤ (

a + b|β|−1)‖y‖, y ∈H.
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Since a < 1, a + b|β|−1<1 for large |β|. Hence, C:=B(A−iβI)−1 is a bounded
operator with domain D(C) = H and norm less than 1. Therefore, I + C has a
bounded inverse defined on H (given by the series (I + C)−1 = ∑∞

n=0(−C)n),
and hence R(I + C) = H. Since iβ ∈ ρ(A), R(A−iβI) = H. By the definition
of C we have (I + C)(A − iβI)x = (A + B − iβI)x for x ∈ D(A). Hence, we
obtain R(A + B − iβI) = H for large |β|, so A + B is self-adjoint by Proposi-
tion 3.13.

(ii): We have to show that D is a core for A + B , provided that D is a core for
A. Let x ∈ D(A). Since D is a core for A, there exists a sequence (xn)n∈N from D
such that xn → x and Axn → Ax. From (8.8) we obtain

∥
∥(A + B)(xn−x)

∥
∥ ≤ (1 + a)

∥
∥A(xn−x)

∥
∥ + ‖xn−x‖,

so that (A + B)xn → (A + B)x. This shows that D is also a core for A + B . �

If the A-bound is one, then assertion (i) of Theorem 8.5 is no longer true. For
instance, if A is an unbounded self-adjoint operator and B = −A, then A + B =
0 � D(A) is not closed and so not self-adjoint, but it is e.s.a. The next result, due to
R. Wüst, says that the operator A + B is always e.s.a. if (8.8) holds with a = 1.

Proposition 8.6 Suppose that A is an essentially self-adjoint operator and B is
a symmetric operator on H such that D(B) ⊇ D(A). Suppose there is a constant
b > 0 such that

‖Bx‖ ≤ ‖Ax‖ + b‖x‖ for x ∈ D(A). (8.10)

Then A + B is essentially self-adjoint on D(A) and on any core D ⊆D(A) for A.

Proof Let (cn)n∈N be a sequence from the interval (0,1) such that limn→∞ cn=1.
Set T := (A + B)�D. Suppose that x ∈ R(T + iI )⊥. We will show that x = 0.

Since cnB is relatively A-bounded with A-bound aA(cnB) ≤ cn < 1 by (8.10)
and D is a core for A, the symmetric operator Tn := (A + cnB)�D is e.s.a. by
Theorem 8.5(ii). Therefore, R(Tn + iI ) is dense in H by Proposition 3.8. Hence,
there exists a sequence (xn)n∈N from D(Tn) =D such that

x = lim
n→∞(Tn + iI )xn. (8.11)

Since Tn is symmetric, ‖Tnxn‖ ≤ ‖(Tn + iI )xn‖ and ‖xn‖≤‖(Tn + iI )xn‖ by
formula (3.2). Using assumption (8.10) and these inequalities, we estimate

∥
∥(Tn−T )xn

∥
∥ = (1 − cn)‖Bxn‖ ≤ ‖Axn‖ − cn‖Bxn‖ + b‖xn‖

≤ ∥
∥(A + cnB)xn

∥
∥ + b‖xn‖ = ‖Tnxn‖ + b‖xn‖

≤ (b + 1)
∥
∥(Tn + iI )xn

∥
∥.

Combined with (8.11) the preceding implies that

lim sup
n→∞

‖xn‖ ≤ ‖x‖ and lim sup
n→∞

∥
∥(Tn−T )xn

∥
∥ ≤ (b + 1)‖x‖. (8.12)
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Since D is dense in H, given ε > 0, there exists yε ∈ D = D(Tn) = D(T ) such that
‖x − yε‖ < ε. Using (8.11), the facts that x ⊥ (T + iI )xn and limn→∞ cn = 1, and
both inequalities from (8.12), we get

‖x‖2 = lim
n→∞

〈
x, (Tn + iI )xn

〉 = lim
n→∞

(〈
x, (Tn−T )xn

〉 + 〈
x, (T + iI )xn

〉)

= lim
n→∞

(〈
x−yε, (Tn−T )xn

〉 + 〈
yε, (Tn−T )xn

〉)

≤ ‖x−yε‖ lim sup
n→∞

∥
∥(Tn−T )xn

∥
∥ + lim sup

n→∞
(∥
∥(Tn−T )yε

∥
∥‖xn‖

)

≤ ε(b + 1)‖x‖ + lim
n→∞(1−cn)‖Byε‖‖x‖ = ε(b + 1)‖x‖,

so ‖x‖ ≤ ε(b + 1). Since ε > 0 is arbitrary, x = 0. This proves that R(T + iI )⊥ =
{0}. Similarly, R(T −iI )⊥ = {0}. Hence, T = (A + B)�D is e.s.a. by Proposi-
tion 3.8. �

8.3 Applications to Schrödinger Operators: Self-adjointness

One of the most important classes of operators in nonrelativistic quantum mechanics
are the so-called Schrödinger operators. These are operators of the form

H = − �
2

2m
Δ + V (x),

acting on the Hilbert space L2(Rd), where Δ denotes the Laplace operator and
V (x) is a real-valued measurable function on R

d , called the potential. Schrödinger
operators describe the energy of quantum systems, such as atoms, molecules and
nuclei. The symbol m refers to the mass, and � is Planck’s constant. Upon scaling
coordinates we can assume that the constant in front of the Laplacian is −1. The
potential acts as a multiplication operator, that is, (Vf )(x) = V (x)f (x) for f in the
domain D(V ) = {f ∈ L2(Rd) : V ·f ∈ L2(Rd)}.

The next proposition is about the domain of the operator −Δ. It is the main
technical ingredient for our first result (Theorem 8.8 below) on the self-adjointness
of Schrödinger operators. In its proof we essentially use the Fourier transform.

For p ∈ [1,∞], let ‖ · ‖p denote the norm of Lp(Rd). Recall that ‖ · ‖2 = ‖ · ‖.

Proposition 8.7 We set q = ∞ for d ≤ 3 and assume that 2 ≤ q < +∞ for d = 4
and 2 ≤ q < 2d/(d − 4) for d ≥ 5. Then, for each a > 0, there exists a constant
b > 0, depending on a, d , and q , such that f ∈ Lq(Rd) and

‖f ‖q ≤ a‖−Δf ‖ + b‖f ‖ for all f ∈D(−Δ). (8.13)

Proof In the first part of the proof we derive inequality (8.13) with some constants,
while in the second part the constant a > 0 will be made arbitrary small.

Let f ∈ D(−Δ) and set g = F(f ). By (8.6), we have ‖x‖2g(x) ∈ L2(Rd) and
−Δf =F−1(‖x‖2g(x)). Since the Fourier transform F is unitary, it follows that

‖−Δf ‖ = ∥
∥‖x‖2g(x)

∥
∥ and ‖f ‖ = ‖g‖. (8.14)
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First, assume that d ≤ 3. Then c := ‖(1 + ‖x‖2)−1‖ = (
∫
Rd (1 + ‖x‖2)−2 dx)1/2

is finite. Applying the Hölder inequality (B.5), we derive

‖g‖1 = ∥
∥
(
1 + ‖x‖2)−1(

1 + ‖x‖2)g(x)
∥
∥

1

≤ c
∥
∥
(
1 + ‖x‖2)g(x)

∥
∥

2 ≤ c
∥
∥‖x‖2g(x)

∥
∥ + c‖g‖. (8.15)

Thus, g ∈ L1(Rd). Therefore, we have f = F−1g ∈ L∞(Rd) and ‖f ‖∞ ≤ ‖g‖1.
Combining the latter and (8.14) with (8.15), we get

‖f ‖∞ ≤ c‖−Δf ‖ + c‖f ‖. (8.16)

Next, suppose that d ≥ 4. First, let q > 2. We define p and r by p−1 +q−1 = 2−1,
so p = 2q/(q−2), and p−1 + 2−1 = r−1. In the case d ≥ 5 we have q < 2d/(d−4)

by assumption. This yields p > d/2. Since q > 2, this also holds for d = 4. Since
p > d/2, we have c := ‖(1 + ‖x‖2)−1‖p < ∞. By Hölder’s inequality (B.5),

‖g‖r = ∥
∥
(
1 + ‖x‖2)−1(1 + ‖x‖2)g

∥
∥

r
≤ c

∥
∥
(
1 + ‖x‖2)g

∥
∥

2 ≤ c
∥
∥‖x‖2g(x)

∥
∥ + c‖g‖.

Note that q−1 + r−1 = 1 and q > 2. Therefore, by the Hausdorff–Young Theo-
rem C.5, F maps Lr(Rd) continuously into Lq(Rd), so there exists a constant
c1 > 0 such that ‖Fg‖q ≤ c1‖g‖r . Since f (x) = (F−1g)(x) = (Fg)(−x), this
yields ‖f ‖q ≤ c1‖g‖r . Inserting this into the above inequality and using (8.14),
we obtain

‖f ‖q ≤ c1c‖−Δf ‖ + c1c‖f ‖. (8.17)

If c1c = 1, inequality (8.17) is trivially true for q = 2, which was excluded. Sum-
marizing, (8.16) and (8.17) show that (8.13) is valid for some constants.

To complete the proof, we have to make the constants in front of ‖−Δf ‖ small.
For this reason, we scale the function f by setting fγ (x) = f (γ x) for d ≤ 3 and
fγ (x) = γ d/qf (γ x) for d ≥ 4, where γ > 0. Clearly, Δfγ = γ 2(Δf )γ . Then

‖fγ ‖∞ = ‖f ‖∞, ‖−Δfγ ‖ = γ 2−d/2‖−Δf ‖,
‖fγ ‖ = γ −d/2‖f ‖ if d ≤ 3,

‖fγ ‖q = ‖f ‖q, ‖−Δfγ ‖ = γ 2+d/q−d/2‖−Δf ‖,
‖fγ ‖ = γ d/q−d/2‖f ‖ if d ≥ 4.

Replacing f by fγ in inequalities (8.16) and (8.17) therefore yields

‖f ‖∞ ≤ cγ 2−d/2‖−Δf ‖ + cγ −d/2‖f ‖ for d ≤ 3,

‖f ‖q ≤ c1cγ
2+d/q−d/2‖−Δf ‖ + c1cγ

d/q−d/2‖f ‖ for d ≥ 4.

If d ≤ 3, then 2−d/2 > 0. If d ≥ 4, then q < 2d/(d−4), and so 2 + d/q − d/2 > 0.
Hence, for sufficiently small γ > 0, the coefficients in front of ‖−Δf ‖2 are smaller
than any given positive a. This completes the proof of the proposition. �

If d ≤ 3, then D(−Δ) is contained in the space C0(R
d) of continuous functions

on R
d vanishing at infinity. This follows from the Riemann–Lebesgue Lemma C.1,
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since Ff = g ∈ L1(Rd) for f ∈ D(−Δ) by (8.15). It can be also easily derived
from (8.13). Indeed, since S(Rd) is a core for −Δ, each f ∈ D(−Δ) is the limit
of a sequence (fn) from S(Rd) in the graph norm of −Δ. From (8.13), applied to
fn−fk , it follows that (fn) is a Cauchy sequence in the uniform convergence on R

d .
Because fn ∈ C0(R

d) and (C0(R
d),‖ · ‖∞) is complete, f is in C0(R

d).

Definition 8.2 A Kato–Rellich potential is a Borel function V on R
d such that

V ∈ L2(
R

d
) + L∞(

R
d
)

if d = 1,2,3,

V ∈ Lp
(
R

d
) + L∞(

R
d
)

for some p > d/2 if d ≥ 4.

Clearly, V ∈ Lp1(Rd) + Lp2(Rd) means that V can be written as V = V1 + V2

with V1 ∈ Lp1(Rd) and V2 ∈ Lp2(Rd).
The reason for this terminology is that this is a natural class of potentials for

which the Kato–Rellich theorem, Theorem 8.5, applies with A = −Δ and B = V .
The proof of the next theorem even shows that each Kato–Rellich potential is rela-
tively (−Δ)-bounded with (−Δ)-bound zero.

Theorem 8.8 Let V be a real-valued Kato–Rellich potential. Then −Δ + V is self-
adjoint on D(−Δ) and essentially self-adjoint on each core for −Δ.

Proof We write V as V = V1 + V2 with V2 ∈ L∞(Rd) and V1 ∈ Lp(Rd), where
p = 2 for d ≤ 3 and p > d/2 for d ≥ 4.

First, suppose that d ≤ 3. Applying (8.13) with q = ∞, we get for f ∈D(−Δ),

‖Vf ‖ ≤ ‖V1‖2‖f ‖∞ + ‖V2‖∞‖f ‖ ≤ a‖V1‖2‖−Δf ‖ + (
b‖V1‖2 + ‖V2‖∞

)‖f ‖.
Now let d ≥ 4. Define q by q−1 + p−1 = 2−1, that is, q = 2p/(p − 2). If d = 4,

then p > 2, and so q ≥ 2. For d ≥ 5, we have p > d/2 which implies that 2 ≤ q <

2d/(d−4). That is, q satisfies the assumptions of Proposition 8.7. Using first the
Hölder inequality (B.5) and then (8.13), we derive for f ∈ D(−Δ),

‖V1f ‖2 ≤ ‖V1‖p‖f ‖q ≤ a‖V1‖p‖−Δf ‖ + b‖V1‖p‖f ‖. (8.18)

Since a > 0 was arbitrary, these inequalities show that V has (−Δ)-bound zero.
Hence, the assertions follow from the Kato–Rellich theorem. �

Example 8.2 Let α ∈ [0,∞). Suppose that α < d/2 if d ≤ 3 and α < 2 if d ≥ 4.
Then, for any c ∈R, the function

V (x) = c

‖x‖α

on R
d is a Kato–Rellich potential, and hence −Δ + V is self-adjoint on D(−Δ).
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Indeed, let χn be the characteristic function of {x : ‖x‖ < n} for n ∈ N and set
V1,n := V ·χn. Then V1,n ∈ L2(Rd) if d < 3 and V1,n ∈ Lp(Rd) if d ≥ 4, where p is
chosen such that d/2 < p < d/α. Obviously, V2,n := V −V1,n ∈ L∞(Rd). ◦

Example 8.3 The Schrödinger operator of a particle in an electric field with poten-
tial V and a magnetic field with vector potential a = (a1, a2, a3) is

T =
3∑

k=1

(Dk−ak)
2 + V (x).

(Here some physical constants have been set equal to 1.) We easily compute

T = −Δ − 2
3∑

k=1

akDk + V0(x), where V0(x) := i diva + a2
1 + a2

2 + a2
3 + V (x).

Statement Let V ∈ L2(R3) + L∞(R3), and a1, a2, a3 ∈ C1(R3) be real-valued
functions such that a1, a2, a3, diva ∈ L∞(R3). Then T is self-adjoint on D(−Δ).

Proof The domain of D(T ) is D(−Δ). Fix ε > 0. For f ∈D(T ), we derive

‖Dkf ‖2 = 〈Dkf,Dkf 〉 = 〈
D2

kf, f
〉 ≤ 〈−Δf,f 〉

≤ ‖−Δf ‖ ‖f ‖ ≤ (
ε‖−Δf ‖ + ε−1‖f ‖)2

. (8.19)

Since V0 ∈ L2(R3) + L∞(R3) by the assumptions, V0 has the (−Δ)-bound zero
as shown in the proof of Theorem 8.8. Since a1, a2, a3 ∈ L∞(R3), it follows from
(8.19) that akDk has the (−Δ)-bound zero. These facts imply that the symmet-
ric operator B := −2

∑3
k=1 akDk + V0 is relatively (−Δ)-bounded with (−Δ)-

bound zero. Therefore, by Theorem 8.5, the operator T = −Δ + B is self-adjoint
on D(−Δ) and e.s.a. on any core for −Δ. � ◦

Lemma 8.9 If V is a Borel function on R
d such that D(V ) ⊇ D(−Δ), then we have

V ∈ L2
loc(R

d) and

δV := sup
c∈Rd

∫

B(c)

∣
∣V (x)

∣
∣2

dx < ∞, (8.20)

where B(c) := {x ∈R
d : ‖x − c‖ ≤ 1} is the closed unit ball centered at c.

Proof Since D(V ) ⊇ D(−Δ), it follows from Lemma 8.4 that V is (−Δ)-bounded,
that is, there are positive constants a and b such that

‖Vf ‖ ≤ a‖−Δf ‖ + b‖f ‖, f ∈ D(−Δ).

We choose η ∈ C∞
0 (Rd) such that η = 1 on the unit ball B(0). For c ∈ R

d , we put
ηc(x) = η(x − c). Then ηc = 1 on B(c), and

∫

B(c)

∣
∣V (x)

∣
∣2

dx ≤ ‖V ηc‖2 ≤ (
a‖−Δηc‖ + b‖ηc‖

)2 = (
a‖−Δη‖ + b‖η‖)2

.
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Since the right-hand side does not depend on c, the supremum of the left-hand side
over c ∈R

d is finite, that is, δV < ∞. �

Lemma 8.9 says that the condition δV < ∞ is necessary for a function V on R
d

to be relatively (−Δ)-bounded. The next proposition shows (among others) that for
d = 1, this condition is also sufficient. With a slightly more involved proof, this
assertion holds in dimensions d ≤ 3 (see, e.g., [RS4], Theorem XIII.96).

Proposition 8.10 For a Borel function V on R, the following are equivalent:

(i) V is relatively (− d2

dx2 )-bounded with (− d2

dx2 )-bound zero.

(ii) V is relatively (− d2

dx2 )-bounded.

(iii) D(V ) ⊇D(− d2

dx2 ).

(iv) δV = supc∈R
∫ c+1
c−1 |V (x)|2 dx < ∞.

Proof The implications (i) → (ii) → (iii) are trivial, and (iii) → (iv) follows from
Lemma 8.9. It remains to prove that (iv) implies (i).

Recall that D(− d2

dx2 ) = H 2(R). Fix c ∈ R. First, let f ∈ H 2(R) be real-valued.

Note that H 2(R) ⊆ C1(R). For arbitrary x, y ∈ B(c) = [c − 1, c + 1], we have

f (x)2 − f (y)2 =
∫ x

y

2f (t)f ′(t) dt ≤
∫ c+1

c−1
f ′(t)2 dt +

∫ c+1

c−1
f (t)2 dt.

Since f is real-valued, by the mean value theorem for integrals we can choose a
number y ∈ [c − 1, c + 1] such that 2f (y)2 = ∫ c+1

c−1 f (t)2 dt . Then

∣
∣f (x)

∣
∣2 ≤

∫ c+1

c−1

∣
∣f ′(t)

∣
∣2

dt + 2
∫ c+1

c−1

∣
∣f (t)

∣
∣2

dt for x ∈ [c−1, c + 1].
(8.21)

By decomposing f into real and imaginary parts (8.21) remains valid for complex-
valued f ∈ H 2(R). Multiplying by |V (x)|2 and integrating over [c−1, c + 1] yields

∫ c+1

c−1

∣
∣V (x)f (x)

∣
∣2

dx ≤ δV

∫ c+1

c−1

∣
∣f ′(t)

∣
∣2

dt + 2δV

∫ c+1

c−1

∣
∣f (t)

∣
∣2

dt.

By summing over c ∈ 2Z we derive

‖Vf ‖2 ≤ δV

∥
∥f ′∥∥2 + 2δV ‖f ‖2 ≤ δV

(∥
∥f ′∥∥ + 2‖f ‖)2

. (8.22)

Let ε > 0. By the proof of Lemma 8.3, applied to the operator B = −i d
dx

, we have
∥
∥f ′∥∥ = ‖Bf ‖ ≤ ε

∥
∥B2f

∥
∥ + ε−1‖f ‖ = ε

∥
∥−f ′′∥∥ + ε−1‖f ‖. (8.23)

Combining (8.22) and (8.23), we obtain

‖Vf ‖ ≤ εδ
1/2
V

∥
∥−f ′′∥∥ + (

2 + ε−1)δ
1/2
V ‖f ‖. (8.24)

This proves that V is relatively (− d2

dx2 )-bounded with (− d2

dx2 )-bound zero. �
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8.4 Essential Spectrum of a Self-adjoint Operator

In this section, A denotes a self-adjoint operator on H with spectral measure EA.

Definition 8.3 The discrete spectrum σd(A) of A is the set of all eigenvalues of A of
finite multiplicities which are isolated points of the spectrum σ(A). The complement
set σess(A) := σ(A)\σd(A) is called the essential spectrum of A.

By Corollary 5.11, an isolated point of the spectrum σ(A) is always an eigen-
value of A. Therefore, a number belongs to the essential spectrum σess(A) of A if
and only if it is an accumulation point of σ(A) or an eigenvalue of infinite multi-
plicity.

Remark Definition 8.3 is the standard definition of the essential spectrum of a self-
adjoint operator used in most books, see, e.g., [RS1, BS, We]. Let T be a closed
operator on a Hilbert space H. There are various definitions of the essential spectrum
of T in the literature (see [EE, I.3 and IX.1] for a detailed discussion), but all of them
coincide with Definition 8.3 when T is self-adjoint [EE, Theorem IX.1.6].

Let ρF (T ) (resp. ρSF (T )) denote the set of all complex numbers λ such that
T −λI is a Fredholm operator (resp. semi-Fredholm operator), that is, R(T −λI) is
closed and dimN (T −λI) < ∞ and (resp. or) dimH/R(T −λI) < ∞. Then the set
σess(T ) := C\ρF (T ) is called the essential spectrum of the closed operator T . Note
that in [K2] the essential spectrum is defined by the smaller set C\ρSF (T ).

Let us illustrate Definition 8.3 by a very simple example.

Example 8.4 Let (αn)n∈N be a real sequence and define a self-adjoint operator A by
A(ϕn) = (αnϕn) with domain D(A) = {(ϕn)∈l2(N) : (αnϕn) ∈ l2(N)} on l2(N). As
in Example 2.2, σ(A) is the closure of the set {αn : n ∈ N}, and each αn is an eigen-
value of A. The essential spectrum σess(A) consists of all λ ∈ R such that the set
{n ∈ N : αn ∈ (λ−ε,λ + ε)} is infinite for each ε > 0. For instance, if the sequence
(αn) converges and α := lim αn, then σ(A) = {α,αn : n ∈ N} and σess(A) = {α}. ◦

The next proposition contains Weyl’s criterion for the essential spectrum. It is
based on the notion of a singular sequence.

Definition 8.4 Let λ ∈ R. A singular sequence for A at λ is a sequence (xn)n∈N of
vectors xn ∈D(A) such that

lim inf
n→∞ ‖xn‖ > 0, w-lim

n→∞ xn = 0, lim
n→∞(A − λI)xn = 0.

Recall that w-limn→∞ xn = 0 means that limn→∞〈xn, y〉 = 0 for all y ∈H.

Proposition 8.11 For any λ ∈R, the following statements are equivalent:

(i) λ ∈ σess(A).
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(ii) There exists an orthonormal singular sequence for A at λ.
(iii) There exists a singular sequence for A at λ.
(iv) dim(EA(λ + ε) − EA(λ − ε))H = ∞ for each ε > 0.

Proof (i) → (ii): If λ is an eigenvalue of infinite multiplicity, then any orthonormal
sequence from N (A−λI) is obviously a singular sequence for A at λ.

Now let λ be an accumulation point of σ(A). Then there is a sequence (tn)n∈N
of points tn ∈ σ(A) such that tn �= tk if n �= k and limn tn = λ. We choose a positive
null sequence (εn) such that the intervals Jn = (tn−εn, tn + εn) are pairwise dis-
joint. Since tn ∈ σ(A), EA(Jn) �= 0 by Proposition 5.10(i). Hence, we can find unit
vectors xn ∈ EA(Jn)H. Since Jn ∩Jk = ∅ if n �= k, the sequence (xn) is orthonor-
mal, and hence w-limn xn = 0 by Bessel’s inequality. Then

∥
∥(A−λI)xn

∥
∥2 = ∥

∥(A−λI)EA(Jn)xn

∥
∥2 =

∫

Jn

(t−λ)2d
〈
EA(t)xn, xn

〉

≤
∫

Jn

(|tn−λ| + εn

)2
d
〈
EA(t)xn, xn

〉 ≤ (|tn−λ| + εn

)2 → 0

as n → ∞. Thus, (xn)n∈N is an orthonormal singular sequence for A at λ.
(ii) → (iii) is trivial.
(iii) → (iv): Let (xn)n∈N be a singular sequence for A at λ and assume to the

contrary that dim(EA(λ + ε)−EA(λ−ε))H < ∞ for some ε > 0. We compute

ε2‖xn‖2 =
∫

(λ−ε,λ+ε]
ε2 d

〈
EA(t)xn, xn

〉 +
∫

R\(λ−ε,λ+ε]
ε2 d

〈
EA(t)xn, xn

〉

≤
∫

(λ−ε,λ+ε]
ε2d

〈
EA(t)xn, xn

〉 +
∫

R

(t−λ)2d
〈
EA(t)xn, xn

〉

= ε2
∥
∥
(
EA(λ + ε) − EA(λ−ε)

)
xn

∥
∥2 + ∥

∥(A−λI)xn

∥
∥2

. (8.25)

Since w-limn xn = 0 and the finite rank operator EA(λ+ ε)−EA(λ−ε) is compact,
limn(EA(λ + ε)−EA(λ−ε))xn = 0. Hence, the right-hand side of (8.25) tends to
zero, which contradicts the condition lim infn ‖xn‖ > 0 in Definition 8.4.

(iv) → (i): Assume that λ /∈ σess(A). Then, either λ ∈ ρ(A), or λ is an eigenvalue
of finite multiplicity which is an isolated point of σ(A). By Proposition 5.10 this
implies that dim EA({λ})H < ∞ and EA(t) is constant on the intervals (λ − 2ε,λ)

and (λ,λ + 2ε) for some ε > 0. Therefore, dim(EA(λ−ε) − EA(λ + ε))H < ∞,
that is, condition (iv) does not hold. �

8.5 Relatively Compact Perturbations of Self-adjoint Operators

In this section we prove some results about the invariance of the essential spectrum
under compact perturbations. All of them are derived from the following theorem.
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Theorem 8.12 Let A1 and A2 be self-adjoint operators on a Hilbert space H. Sup-
pose that there exists a number μ ∈ ρ(A1) ∩ ρ(A2) such that

Cμ := (A2 − μI)−1 − (A1 − μI)−1 (8.26)

is a compact operator on H. Then we have σess(A1) = σess(A2).

Proof Let λ ∈ σess(A1). We apply Weyl’s criterion (Proposition 8.11). Then there
exists a singular sequence (xn)n∈N for A1 at λ. In order to prove that λ ∈ σess(A2),
it suffices to show that

yn := (A2 − μI)−1(A1 − μI)xn, n ∈N,

defines a singular sequence for A2 at λ. Clearly, yn ∈ D(A2). We have

yn − xn = (A2 − μI)−1(A1 − μI)xn − xn

= (
Cμ + (A1 − μI)−1)(A1 − μI)xn − xn

= Cμ(A1 − λI)xn + (λ − μ)Cμxn. (8.27)

Since w-limn xn = 0 and Cμ is compact, Cμxn → 0 in H. From (A1 −λI)xn → 0 it
follows that Cμ(A1 − λI)xn → 0. Hence, by (8.27) we obtain yn − xn → 0. There-
fore, since lim infn ‖xn‖ > 0 and w-limn xn = 0, we conclude that lim infn ‖yn‖ > 0
and w-limn yn = 0. Further,

(A2 − λI)yn = (A2 − μI)yn + (μ − λ)yn = (A1 − λI)xn + (μ − λ)(yn − xn).

Since (A1 − λI)xn → 0 and yn − xn → 0 as just shown, (A2 − λI)xn → 0. This
proves that (yn)n∈N is a singular sequence for A2 at λ.

Therefore, λ ∈ σess(A2) and σess(A1) ⊆ σess(A2). Interchanging A1 and A2, we
also have σess(A2) ⊆ σess(A1). Thus, σess(A2) = σess(A1). �

Corollary 8.13 Let T be a symmetric operator on H such that d+(T ) < ∞. If A1
and A2 are self-adjoint extensions of T on H, then σess(A1) = σess(A2).

Proof Since T ⊆ A2 and T ⊆ A1, the resolvents (A2 − iI )−1 and (A1 − iI )−1

coincide on R(T − iI ). Hence, the range of Ci := (A2 − iI )−1 − (A1 − iI )−1 is
contained in R(T − iI )⊥. Since d+(T ) = dim R(T − iI )⊥ < ∞, Ci is a finite rank
operator and hence compact. Thus, σess(A1) = σess(A2) by Theorem 8.12. �

Definition 8.5 Let A be a closed operator on a Hilbert space H. A linear operator C

on H is called relatively A-compact if D(C) ⊇ D(A) and C is a compact mapping
of the Hilbert space DA = (D(A),‖ · ‖A) into the Hilbert space H.

Recall that the compactness of C : DA → H means that for each sequence
(xn)n∈N of D(A) satisfying supn(‖xn‖ + ‖Axn‖) < ∞, the sequence (C(xn))n∈N
has a subsequence (C(xnk

))k∈N which converges in H.
For instance, if C is a compact operator on H with D(C) = H, then C is obvi-

ously relatively A-compact for any closed operator A.



8.5 Relatively Compact Perturbations of Self-adjoint Operators 181

Proposition 8.14 Let A be a closed operator, and C a linear operator on H.

(i) Suppose that ρ(A) is not empty. Then C is relatively A-compact if and only if
D(C) ⊇ D(A) and C(A − μI)−1 is a compact operator on H for some (and
then for all) μ ∈ ρ(A).

(ii) If A is densely defined and C is relatively A-compact, then C is relatively A-
bounded with A-bound zero.

Proof (i): If C is relatively A-compact, then C(A−μI)−1 is the composition of the
continuous operator (A − μI)−1 :H → DA and the compact operator C : DA →H
and hence compact. Conversely, if C(A − μI)−1 is a compact operator on H, then
C : DA →H is compact as a product of the continuous operator A − μI : DA →H
and the compact operator C(A − μI)−1 :H →H.

(ii): Suppose that C is relatively A-compact. Then C : DA → H is compact
and hence continuous. This means that C is relatively A-bounded. We prove that
αA(C) = 0. Assume to the contrary that αA(C) > 0. Then there is an a > 0 for
which there is no b > 0 such that (8.8) is valid (with B replaced by C). Hence, there
exists a sequence (un)n∈N of vectors un ∈ D(A) such that ‖Cun‖ > a‖Aun‖ +
n‖un‖. Upon replacing un by ‖Cun‖−1un we can assume that ‖Cun‖ = 1. Then
‖un‖ < 1/n and ‖Aun‖ < a−1 for all n ∈ N. Hence, un → 0 in H. The bounded se-
quence (Aun) has a weakly converging subsequence in H, say w-limk A(unk

) = y.
Then

〈
A(unk

), x
〉 = 〈

unk
,A∗x

〉 → 〈y, x〉 = 〈
0,A∗x

〉 = 0

for all x ∈D(A∗). Since A is closed, D(A∗) is dense in H, and hence y = 0. There-
fore, (unk

) is a weak null sequence in the Hilbert space DA. The compact oper-
ator C : DA → H maps this sequence into a null sequence (C(unk

)) of H. Since
‖Cun‖ = 1 by construction, this is the desired contradiction. �

Theorem 8.15 Let A be a self-adjoint operator, and C a symmetric relatively A-
compact operator on H. Then A + C is self-adjoint, and σess(A + C) = σess(A).

Proof Because C has the A-bound zero by Proposition 8.14(ii), the operator A + C

is self-adjoint by the Kato–Rellich theorem (Theorem 8.5). Since D(A + C) =
D(A), the first resolvent identity (2.4) applies with T = A + C, S = A and yields

(A + C − λiI )−1 − (A − λiI )−1 = −(A + C − λiI )−1C(A − λiI )−1

(8.28)

for nonzero λ ∈ R. By Proposition 8.14(i), C(A−λiI )−1 is compact. Therefore, the
difference of resolvents in (8.28) is compact. Hence, the hypothesis of Theorem 8.12
is fulfilled, and we obtain σess(A) = σess(A + C). �

The special case of Theorem 8.15 when C is an “ordinary” compact operator on
H is Weyl’s original classical theorem. We state this separately as the following:
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Corollary 8.16 If A is a self-adjoint operator and C is a compact self-adjoint
operator on a Hilbert space H, then σess(A + C) = σess(A).

Let A be a self-adjoint operator, C a compact self-adjoint operator, and U a
unitary operator on H. Set B = U(A + C)U−1. Since the essential spectrum is
obviously preserved under unitary transformations, by Corollary 8.16 we have

σess(A) = σess(A + C) = σess
(
U(A + C)U−1) = σess(B).

A result of von Neumann (see [AG, No. 94]) states a converse of this assertion:
If A and B are bounded self-adjoint operators on a separable Hilbert space H

with equal essential spectra σess(A) = σess(B), then there exist a compact operator
C and a unitary operator U on H such that B = U(A + C)U−1.

8.6 Applications to Schrödinger Operators: Essential Spectrum

First, we develop some preliminaries on integral operators with convolution kernels.
For any Borel function ψ on R we define in accordance with (8.2),

ψ(D) =F−1MψF .

Lemma 8.17

(i) If ψ ∈ L2(Rd) ∩ L∞(Rd), then the operator ψ(D) acts by the convolution
multiplication ψ(D)f = (2π)−d/2(F−1ψ) ∗ f for f ∈ L2(Rd).

(ii) If V,ψ ∈ L2(Rd) ∩ L∞(Rd), then T := V (t)ψ(D) is an integral operator
on D(T ) = L2(Rd) with kernel K(x,y) := (2π)−d/2V (x)(F−1ψ)(x − y)

belonging to L2(R2d). In particular, T is a compact operator.
(iii) Let V ∈ L2(Rd) and d ≤ 3. Then the operator T := V (x)(−Δ + I )−1 is

compact. It is an integral operator with domain D(T ) = L2(Rd) and kernel
K(x,y) := V (x)h(x−y) ∈ L2(R2d), where h := (2π)−d/2F−1((‖x‖2 +1)−1).

Proof (i): From the definition of ψ(D) and the convolution theorem (Theorem C.6),
we obtain ψ(D)f =F−1(ψ · (Ff )) = (2π)−d/2(F−1ψ) ∗ f for f ∈ L2(Rd).

(ii): Since V,ψ ∈ L∞(Rd), the operators V and ψ(D) are bounded, so D(T ) =
L2(Rd). Further, h:=(2π)−d/2F−1ψ ∈ L2(Rd), since ψ ∈ L2(Rd). By (i),

(Tf )(x) = V (x)(h ∗ f )(x) =
∫

Rd

V (x)h(x − y)f (y) dy =
∫

Rd

K(x, y)f (y) dy,

∫

Rd

∫

Rd

∣
∣K(x,y)

∣
∣2

dy dx =
∫

Rd

∫

Rd

∣
∣V (x)h(x − y)

∣
∣2

dy dx

=
∫

Rd

∫

Rd

∣
∣V (x)h

(
y′)∣∣2

dy′ dx = ‖h‖2‖V ‖2 < ∞.

This shows that T is an integral operator with kernel K ∈ L2(R2d). Therefore, by
Theorem A.6, T is a Hilbert–Schmidt operator. In particular, T is compact.
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(iii): Let g ∈ L2(Rd). Then f := (−Δ + I )−1g ∈ D(−Δ). Hence, f ∈ L∞(Rd)

by Proposition 8.7, since d ≤ 3. Therefore, V · f ∈ L2(Rd), that is, g ∈ D(T ). This
shows that D(T ) = L2(Rd). Using again that d ≤ 3, it follows that the function
ψ(x) := (‖x‖2 + 1)−1 is in L2(Rd). The remaining assertions follow as in (ii). �

Lemma 8.18 Let p ∈ [2,∞] and V,ψ ∈ Lp(Rd).

(i) The operator V (x)ψ(D) is bounded, and there is a constant c > 0 such that
∥
∥V (x)ψ(D)f

∥
∥ ≤ c‖V ‖p‖ψ‖p‖f ‖ for f ∈D

(
V (x)ψ(D)

)
. (8.29)

(ii) If d ≥ 4 and p > d/2, then T := V (x)(−Δ + I )−1 is a compact operator on
D(T ) = L2(Rd).

Proof (i): Define q ∈ [2,∞] and r ∈ [1,2] by p−1 +q−1 = 2−1 and q−1 + r−1 = 1.
By the Hausdorff–Young Theorem C.5 there exists a constant c > 0 such that

∥
∥F−1g

∥
∥

q
≤ c‖g‖r for g ∈ Lr

(
R

d
)
. (8.30)

Let f ∈ D(V (x)ψ(D)). Note that p−1 + 2−1 = r−1. Applying the Hölder
inequality (B.5), Eq. (8.2), inequality (8.30), and again the Hölder inequality, we
derive

∥
∥V (x)ψ(D)f

∥
∥

2 ≤ ‖V ‖p

∥
∥ψ(D)f

∥
∥

q
= ‖V ‖p

∥
∥F−1(ψ ·Ff )

∥
∥

q

≤ c‖V ‖p‖ψ ·Ff ‖r ≤ c‖V ‖p‖ψ‖p‖f ‖2.

(ii): Let g ∈ L2(Rd). Then f :=(−Δ + I )−1g ∈ D(−Δ). Since V ∈ Lp(Rd)

and p > d/2, inequality (8.18) derived in the proof of Theorem 8.8 implies that
V ·f ∈ L2(Rd), that is, g ∈D(T ). This proves that D(T ) = L2(Rd).

We choose a sequence (Vn) of functions Vn ∈ L2(Rd) ∩ L∞(Rd)(⊆ Lp(Rd))

such that V = limn→∞ Vn in Lp(Rd). Let χn be the characteristic function of the
set {x ∈ R

d : ‖x‖2 ≤ n} and put ψn(x) = (‖x‖2 + 1)−1χn(x), n ∈ N. Then ψn ∈
L2(Rd) ∩ L∞(Rd), and it follows from Lemma 8.17(ii) that the operator

Tn := Vn(x)ψn(D) = Vn(x)(−Δ + I )−1χn(−Δ)

is compact and D(Tn) = L2(Rd). Since p > d/2, the function ψ(x):=(‖x‖2 +1)−1

is in Lp(Rd). Obviously, Vn and ψn are in Lp(Rd). Using the definitions of the
corresponding operators and finally inequality (8.29), we obtain

‖T − Tn‖ = ∥
∥(V − Vn)(−Δ + I )−1 + Vn(−Δ + I )−1(I − χn(−Δ)

)∥
∥

≤ ∥
∥(V − Vn)(x)ψ(D)

∥
∥ + ∥

∥Vn(x)(ψ − ψn)(D)
∥
∥

≤ c‖V − Vn‖p‖ψ‖p + c‖Vn‖p‖ψ − ψn‖p.

Since V = limn Vn and ψ = limn ψn in Lp(Rd), it follows from the preceding that
limn ‖T − Tn‖ = 0. Since the operators Tn are compact, so is T . �

Let V (x) be a Borel function on R
d . We shall write V ∈ Lp(Rd) + L∞(Rd)ε if

for each ε > 0, there exist functions V1,ε ∈ Lp(Rd) and V2,ε ∈ L∞(Rd) such that
V = V1,ε + V2,ε and ‖V2,ε‖∞ < ε.
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Clearly, V ∈ Lp(Rd) + L∞(Rd)ε if and only if there is a sequence (Vn)n∈N of
functions Vn ∈ Lp(Rd) such that V − Vn ∈ L∞(Rd) and limn→∞ ‖V − Vn‖∞ = 0.

The following theorem is the main result of this section.

Theorem 8.19 Let V ∈ Lp(Rd)+L∞(Rd)ε be a real-valued function, where p = 2
if d ≤ 3 and p > d/2 if d ≥ 4.

Then V is relatively (−Δ)-compact. The operator −Δ + V is self-adjoint on
D(−Δ + V ) = D(−Δ), and σess(−Δ + V ) = [0,+∞).

Proof Since V ∈ Lp(Rd) + L∞(Rd)ε , we can choose a sequence of functions Vn ∈
Lp(Rd) such that V − Vn ∈ L∞(Rd) and limn→∞ ‖V − Vn‖∞ = 0. We set

T := V (x)(−Δ + I )−1 and Tn := Vn(x)(−Δ + I )−1.

By Lemma 8.17(iii) for d ≤ 3 and Lemma 8.18(ii) for d ≥ 4, Tn is compact, and
D(Tn) = L2(Rd). Since V − Vn ∈ L∞(Rd), we have D(T ) = L2(Rd). From

‖T − Tn‖ = ∥
∥(V − Vn)(−Δ + I )−1

∥
∥ ≤ ‖V − Vn‖∞

∥
∥(−Δ + I )−1

∥
∥ → 0

it follows that T is compact. Hence, V is relatively (−Δ)-compact by Proposi-
tion 8.14(i). Since σess(−Δ) = [0,+∞), all assertions follow from Theorem 8.15. �

Example 8.5 (Example 8.2 continued) Let V be as in Example 8.2. For the decom-
position of V = V1,n + V2,n given in Example 8.2, we have limn→∞ ‖V2,n‖∞ = 0.
Hence, V ∈ L2(Rd) + L∞(Rd)ε , so that σess(−Δ + V ) = [0,+∞) by Theo-
rem 8.19. ◦

The following result is the counterpart of Proposition 8.10. It characterizes those

potentials V on R which are relatively (− d2

dx2 )-compact.

Proposition 8.20 Let V ∈ L2
loc(R). The multiplication operator by V is relatively

(− d2

dx2 )-compact on L2(R) if and only if

lim|c|→+∞

∫ c+1

c−1

∣
∣V (x)

∣
∣2

dx = 0. (8.31)

Proof Let T denote the operator −i d
dx

with domain D(T ) = H 1(R). Then we have

T 2 = − d2

dx2 and D(T 2) = H 2(R).

First, we suppose that (8.31) holds. Let f ∈ H 2(R). From (8.21) it follows that
∣
∣f (x)

∣
∣2 ≤ ‖Tf ‖2 + 2‖f ‖2 for x ∈ R. (8.32)

Since H 2(R) is dense in H 1(R), (8.32) remains valid for f ∈ H 1(R). Applying
(8.32) to f and f ′ and using that ‖Tf ‖2 = 〈T 2f,f 〉 ≤ ‖T 2f ‖2 + ‖f ‖2, we derive

∣
∣f (x)

∣
∣2 + ∣

∣f ′(x)
∣
∣2 ≤ 2

∥
∥T 2f

∥
∥2 + 5‖f ‖2 for f ∈ H 2(R). (8.33)
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Let (fn)n∈N be a sequence from D(T 2) such that

M := supn

(∥
∥T 2fn

∥
∥ + ‖fn‖

)
< ∞. (8.34)

From (8.33) it follows that the sequence (fn) is uniformly bounded and equicon-
tinuous on R. Therefore, by the Arzelà–Ascoli theorem, for any compact interval,
it has a uniformly convergent subsequence. By passing further to subsequences we
can find a subsequence (fnk

) which converges uniformly on each compact interval.
Let ε > 0 be given. By (8.31) there exists b > 0 such that

∫ c+1

c−1

∣
∣V (x)

∣
∣2

dx ≤ ε2 if |c| ≥ b. (8.35)

Set Vb(x) = V (x) if |x| < b and Vb(x) = 0 if |x| ≥ b. Clearly, (8.35) implies that
δV −Vb

< ε2, where δV −Vb
was defined in Proposition 8.10. By (8.24), applied to

V − Vb with ε = 1, and (8.34) we obtain
∥
∥(V − Vb)(fnk

− fnl
)
∥
∥ ≤ ε

∥
∥T 2(fnk

− fnl
)
∥
∥ + 3ε‖fnk

− fnl
‖ ≤ ε6M

for k, l ∈N. Since the sequence (fnk
) converges uniformly on [−b, b] and

∥
∥Vb(fnk

− fnl
)
∥
∥ ≤ ‖Vb‖L2(−b,b)‖fnk

− fnl
‖L∞(−b,b),

the two preceding inequalities imply that (Vfnk
= (V − Vb)fnk

+ Vbfnk
)k∈N is a

Cauchy sequence in L2(R). This proves that V is relatively T 2-compact.
To prove the converse direction, we suppose that (8.31) does not hold. Then

there exist a γ > 0 and a real sequence (cn)n∈N such that |cn+1| ≥ |cn| + 4 and
∫ cn+1
cn−1 |V (x)|2 dx ≥ γ . Take η ∈ C∞

0 (R) such that η(x) = 1 if |x| ≤ 1 and η(x) = 0

if |x| ≥ 2, and set ηn(x) = η(x − cn). Since ‖T 2ηn‖ + ‖ηn‖ = ‖T 2η‖ + ‖η‖, the
sequence (ηn)n∈N is bounded in DT 2 . But for n �= k, we have

∥
∥V (ηn − ηk)

∥
∥2 =

∫ cn+2

cn−2

∣
∣V (x)ηn(x)

∣
∣2

dx +
∫ ck+2

ck−2

∣
∣V (x)ηk(x)

∣
∣2

dx ≥ 2γ,

so (V ηn)n∈N cannot have a convergent subsequence in L2(R). Therefore, V is not
relatively T 2-compact. �

8.7 Exercises

1. Let p(x) = ∑
α aαxα be a polynomial with real coefficients, and let M be a

Borel subset of R. Prove that the spectral projection Ep(D)(M) of the self-
adjoint operator p(D) on L2(Rd) is F−1χp−1(M)F , where χp−1(M) is the char-
acteristic function of the set p−1(M) = {x ∈R

d : p(x) ∈ M}.
2. Let T = −i d

dx
and a, b, c ∈ R, a < b, c ≥ 0. Show that the spectral projections

ET ((a, b)) and ET 2((0, c)) of the self-adjoint operators T and T 2 on L2(R) are

(
ET

(
(a, b)

)
f

)
(x) = (2π)−1i

∫

R

eia(x−y) − eib(x−y)

x − y
f (y)dy, f ∈ L2(R),

(
ET 2

(
(0, c)

)
f

)
(x) = π−1

∫

R

sin c(x − y)

x − y
f (y)dy, f ∈ L2(R).



186 8 Perturbations of Self-adjoint Operators

3. Prove formula (8.7) for the free Green function G3.
Hints: Introduce first spherical coordinates to compute the Fourier transform of
(‖x‖2 −λ)−1. Use the residue method to evaluate the integral along the real line
by integrating over a rectangle with vertices −r , r , r + i

√
r , −r + i

√
r , where

r > 0.
4. Prove that the self-adjoint operator −Δ on L2(Rd) has no eigenvalues.
5. Let A and B be linear operators on H such that D(B) ⊇ D(A). Prove that B

is relatively A-bounded if and only if there are positive numbers a, b such that
‖Bx‖2 ≤ a‖Ax‖2 + b‖x‖2 for all x ∈D(A).

6. Let A be a self-adjoint operator, and B a linear operator such that D(B)⊇D(A).
a. Prove that B is relatively A-bounded if and only if B(A− icI)−1 is bounded

for one, hence all, c ∈R, c �= 0.
b. Suppose that B is relatively A-bounded. Prove that the A-bound of B is

aA(B) = lim|c|→+∞
∥
∥B(A − icI)−1

∥
∥.

Hint: Use some arguments from the proof of Theorem 8.5.
7. Let A and B be linear operators on H such that B is relatively A-bounded with

A-bound αA(B) < 1.
a. Prove that A + B is closed if and only if A is closed.
b. Suppose that A is closable. Prove that A + B is closable. Show that there is

an extension B̃ of B such that αA( B̃ ) = αA(B) and A + B = A + B̃ .
8. Let A be a lower semibounded self-adjoint operator, and B a symmetric op-

erator on H such that D(B) ⊇ D(A). Suppose that there are positive numbers
a < 1 and b such that ‖Bx‖ ≤ a‖Ax‖ + b‖x‖ for all x ∈ D(A).
Prove that the self-adjoint operator A + B is lower semibounded with lower
bound

m := mA − max
{
b(1 − a)−1, a|mA| + b

}
.

Hints: Let λ < m. Set C := B(A − λI)−1. Mimic the proof of Theorem 8.5 to
show that ‖C‖ < 1, (A+B −λI)−1 = (A−λI)−1(I +C)−1 and λ ∈ ρ(A+B).

9. Let V be a Borel function on R
d such that c := lim sup|x|→∞ |V (x)| < ∞ and

D(V ) ⊇ D(−Δ). Prove that V ∈ L2(Rd) + L∞(Rd).
10. Suppose that 0 < α < 1/2. Define the function V on R by V (x) = |x − 2n|−α

for n − 1 < x ≤ n + 1 and n ∈ Z.
a. Prove that δV < ∞ and − d2

dx2 + V (x) is self-adjoint on D(− d2

dx2 ).
b. Prove that V is not a Kato–Rellich potential on R.

11. (Self-adjointness of Jacobi operators)
Let (bn)n∈N0 be a real sequence, and (an)n∈N0 a complex sequence. Define
operators A and B on l2(N0) by (B(ϕn))k = ak−1ϕk−1 + akϕk+1 and A(ϕn) =
(bnϕn) with domains D(A) = {(ϕn) ∈ l2(N0) : (bnϕn) ∈ l2(N0)} and D(B) =
{(ϕn) ∈ l2(N0) : (an−1ϕn−1 + anϕn+1) ∈ l2(N0)}, where a−1:=0.
a. Suppose that B is relatively A-bounded. Show that for any α > αA(B), there

is a number βα > 0 such that |a2
n−1| + |an+1|2 ≤ α2|bn|2 + βα for n ∈N.
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b. Suppose that there exist constants α > 0 and β > 0 such that

2|an−1|2 + 2|an+1|2 ≤ α2|bn|2 + β for n ∈N. (8.36)

Show that B is relatively A-bounded with A-bound αA(B) ≤ α.
c. Suppose that (8.36) holds and α < 1. Show that the operator A + B is self-

adjoint on D(A + B) = D(A).
12. Find examples of self-adjoint operators A for which σess(A) = ∅, σess(A) = Z,

and σess(A) = R.
13. Prove that σess(A) �= ∅ for each bounded self-adjoint operator A acting on an

infinite-dimensional Hilbert space.
14. Let A be a self-adjoint operator, and B a symmetric operator on H which is

relatively A-bounded with A-bound αA(B) < 1. Suppose that C is a relatively
A-compact operator on H. Prove that C is relatively (A + B)-compact.

15. Derive Weyl’s classical theorem (Corollary 8.16) directly from Proposition 8.11
without using Theorem 8.12.



 
     



Chapter 9
Trace Class Perturbations of Spectra
of Self-adjoint Operators

Let A and B be self-adjoint operators on a Hilbert space H such that the closure
of their difference is of trace class. Krein’s spectral shift associated with such a
pair {B,A} is a real function ξ on R which enters into an integral representation
formula (9.58) for the trace of the difference of functions of the operators A and B .
Spectral shift and this trace formula are fundamental tools in perturbation theory
of spectra. An introduction into this topic is given in Sect. 9.6 thereby following
M.G. Krein’s original approach based on perturbation determinants. Some basics
on infinite determinants and perturbation determinants are developed in Sects. 9.4
and 9.5, respectively.

Sections 9.2 and 9.3 deal with the case where B = A + α〈·, u〉u is a rank one
perturbation of A, where α ∈ R and u ∈ H. In these sections boundary values on
R of the holomorphic function F(z) = 〈Rz(A)u,u〉 play a crucial role. In Sect. 9.3
the spectral shift is defined in the rank one case. Section 9.2 contains the beautiful
Aronszajn–Donoghue spectral theory of the operators B . The decomposition of a
self-adjoint operator and its spectrum into a pure point part, a singularly continuous
part, and an absolutely continuous part is treated in Sect. 9.1.

9.1 Parts of the Spectrum of a Self-adjoint Operator

To explain the main idea, let μ be a positive regular Borel measure on R, and A the
multiplication operator (Af )(x) = xf (x) on L2(R,μ). Then the spectrum of A is
the support of μ, see Example 5.4. However, if μ is the Lebesgue measure or if μ

is the sum of positive multiples of delta measures at the rationals, in both cases we
obtain the same set suppμ = R. In the second case, A has a complete set of eigen-
vectors, while in the first case, A has no eigenvector. Thus, the spectrum is a rather
coarse invariant of the operator A. Finer invariants are obtained by the decomposi-
tion μ = μp + μsc + μac of μ (see Proposition B.8) into a pure point part μp, a sin-
gularly continuous part μsc, and an absolutely continuous part μac. These parts are
mutually singular, so we have L2(R,μ) = L2(R,μp) ⊕ L2(R,μsc) ⊕ L2(R,μac),

K. Schmüdgen, Unbounded Self-adjoint Operators on Hilbert Space,
Graduate Texts in Mathematics 265,
DOI 10.1007/978-94-007-4753-1_9, © Springer Science+Business Media Dordrecht 2012
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and each of these spaces reduces the operator A. In this section we derive a similar
decomposition (achieved by formula (9.1)) for an arbitrary self-adjoint operator.

Assume that A is a self-adjoint operator on a Hilbert space H with spectral mea-
sure EA. Our main aim are the decompositions (9.1) and (9.2) of the operator A.

We denote by Hp = Hp(A) the closed linear span of all eigenspaces of A. If A

has no eigenvalue, we set Hp = {0}. Further, let Hc =Hc(A) be the set of all vectors
x ∈H for which the function λ → 〈EA(λ)x, x〉 is continuous on R.

Proposition 9.1

(i) A vector x ∈ H belongs to Hp(A) if and only if there is an at most countable
subset N of R such that EA(N)x = x.

(ii) A vector x ∈ H is in Hc(A) if and only if EA(N)x = 0 for each one point
subset and hence for each countable subset N of R.

(iii) Hp(A) and Hc(A) are closed subspaces of H and H =Hp(A) ⊕Hc(A).

Proof (i): Let x ∈Hp. Then x is of the form x =∑∞
n=1 xn, where Axn = λnxn with

λn ∈ R. Put N = {λn : n ∈ N}. Since EA({λn})xn = xn by Proposition 5.10(ii), we
have EA(N)x =∑n EA(N)xn =∑n EA({λn})xn =∑n xn = x.

Conversely, let N be an at most countable set of pairwise different elements
λn such that EA(N)x = x. Set xn := EA({λn})x. Then, Axn = λnxn by Proposi-
tion 5.10(ii), and x = EA(N)x =∑n EA({λn})x =∑n xn, so x ∈Hp.

(ii): The monotone increasing function 〈EA(λ)x, x〉 is continuous if and only if
it has no jumps, that is, if 〈EA({λ})x, x〉 = 0, or equivalently, if EA({λ})x = 0 for
each λ ∈ R. By the σ -additivity of the spectral measure EA the latter holds if and
only EA(N)x = 0 for each countable subset N of R.

(iii): Let x ∈ (Hp)
⊥. Since xλ := EA({λ})x ∈ N (A − λI) ⊆ Hp for λ in

R again by Proposition 5.10(ii), we have 0 = 〈xλ, x〉 = 〈EA({λ})x, x〉. Hence,
EA({λ})x = 0, so that x ∈ Hc by (ii).

Conversely, suppose that x ∈ Hc. Let y ∈ Hp. By (i), there is an at most
countable set N satisfying EA(N)y = y. Then, EA(N)x = 0 by (ii), and hence
〈x, y〉 = 〈x,EA(N)y〉 = 〈EA(N)x, y〉 = 0. That is, x ∈ (Hp)

⊥.
Thus, we have shown that (Hp)

⊥ =Hc. In particular, Hc is closed. Note that Hp
is closed by definition. �

Now we turn to another decomposition of H. Let Hac = Hac(A) be the set of
all vectors x ∈ H for which the measure μx(·) = 〈EA(·)x, x〉 on B(R) is abso-
lutely continuous with respect to the Lebesgue measure on R, that is, μx(N) = 0
(or equivalently, EA(N) = 0) for each Lebesgue null set N .

Let Hsing = Hsing(A) (resp. Hsc = Hsc(A)) denote the set of x ∈ H (resp.
x ∈Hc) for which the measure μx is singular with respect to the Lebesgue measure
on R, that is, there exists a Lebesgue null subset N of R such that μx(R\N) = 0 (or
equivalently, EA(R\N)x = 0, that is, x = EA(N)x). Clearly, Hsc =Hc ∩Hsing.

Proposition 9.2 Hac(A), Hsing(A), and Hsc(A) are closed linear subspaces of H
such that H =Hac(A) ⊕Hsing(A) and Hsing(A) =Hp(A) ⊕Hsc(A).
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Proof First, we prove that Hsing is a closed linear subspace of H. Let (xn)n∈N be
a sequence of Hsing converging to x ∈ H. By the definition of Hsing there exist
Lebesgue null sets Nn such that EA(Nn)xn = xn. Then N := ⋃

n Nn is also a
Lebesgue null set, and EA(N)xn = EA(Nn)xn = xn for all n. Letting n → ∞, we
obtain EA(N)x = x. That is, x ∈Hsing, which proves that Hsing is closed.

We verify that Hsing is a linear subspace. Obviously, λx ∈ Hsing for x ∈ Hsing and
λ ∈ C. Let x1, x2 ∈ Hsing. Then there are Lebesgue null sets N1 and N2 such that
EA(N1)x1 = x1 and EA(N2)x2 = x2. Clearly, N = N1 ∪ N2 is a Lebesgue null set,
and EA(N)xj = EA(Nj )xj = xj for j = 1,2. Hence, we have EA(N)(x1 + x2) =
x1 + x2, that is, x1 + x2 ∈ Hsing.

We prove that Hac = (Hsing)
⊥. First, suppose that x ∈Hac. Let y ∈Hsing. By the

definitions of Hsing and Hac there is a Lebesgue null set N such that EA(N)y = y

and EA(N)x = 0. Therefore, 〈x, y〉 = 〈x,EA(N)y〉 = 〈EA(N)x, y〉 = 0. That is,
x ∈ (Hsing)

⊥. Conversely, let x ∈ (Hsing)
⊥. Let N be a Lebesgue null set. For y ∈H,

we have uy := EA(N)y ∈Hsing, and so 〈EA(N)x, y〉 = 〈x,EA(N)y〉 = 〈x,uy〉 = 0
for all y ∈ H. Hence, EA(N)x = 0, that is, x ∈ Hac. Together with the preceding
paragraph, we have shown that H =Hac ⊕Hsing.

Since at most countable sets have Lebesgue measure zero, it follows from
Proposition 9.1(i) that Hp ⊆ Hsing. Since Hsc = Hc ∩ Hsing, the decomposition
H =Hp ⊕Hc implies that Hsing =Hp ⊕Hsc. �

Proposition 9.3 Each of the closed linear subspaces Hp(A), Hc(A), Hac(A),
Hsing(A), and Hsc(A) reduces the self-adjoint operator A.

Proof Let Ps denote the projection of H on Hsing. Suppose that x ∈ Hsing. Then
there is a Lebesgue null set N such that EA(N)x = x. For λ ∈ R, we have
EA(N)EA(λ)x = EA(λ)EA(N)x = EA(λ)x, and so EA(λ)x ∈ Hsing. That is,
EA(λ)Hsing ⊆ Hsing, which implies that EA(λ)Ps = PsEA(λ). Therefore, PsA ⊆
APs by Proposition 5.15. Hence, Hsing reduces A by Proposition 1.15.

Replacing the null set N by an at most countable set, the same reasoning shows
that Hp reduces A. The other subspaces are reducing, because they are orthogonal
complements of reducing subspaces. �

The restrictions Ap, Ac, Aac, Asing, and Asc of A to the reducing subspaces
Hp(A), Hc(A), Hac(A), Hsing(A), and Hsc(A), respectively, are called the (spec-
trally) discontinuous, continuous, absolutely continuous, singular, and singularly
continuous parts of A, respectively. The continuous spectrum σc(A), the absolutely
continuous spectrum σac(A), the singular spectrum σsing(A), and the singularly con-
tinuous spectrum σsc(A) of A are defined as the spectra of the self-adjoint operators
Ac, Aas, Asing, and Asc, respectively. By Propositions 9.1, 9.2, 9.3 we have the de-
compositions

A = Ap ⊕ Asc ⊕ Aac, σ (A) = σ(Ap) ∪ σsc(A) ∪ σac(A), (9.1)

A = Asing ⊕ Aac, σ (A) = σsing(A) ∪ σac(A). (9.2)

Note that σ(Ap) is the closure of the set σp(A) of eigenvalues of A.
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The operator A is said to have a purely point spectrum, purely continuous spec-
trum, purely absolutely continuous spectrum, purely singular spectrum, and purely
singularly continuous spectrum if Hp, Hc, Hac, Hsing, and Hsc is equal to H, re-
spectively. We shall say that A has one of these properties on an interval J when it
holds for the restriction of A to the reducing subspace EA(J )H.

Example 9.1 (Multiplication operators by the independent variable on R) Let μ

be a positive regular Borel measure on R. Let A be the multiplication operator
(Af )(x) = xf (x) on H = L2(R,μ). As noted above, by Proposition B.8 there is
a unique decomposition μ = μp + μsc + μac of μ as a sum of measures, where μp

is pure point, μsc is singularly continuous, and μac is absolutely continuous. Then

Hp(A) = L2(R,μp), Hsc(A) = L2(R,μsc), Hac(A) = L2(R,μac),

and the operators Ap, Asc, and Aac act as multiplication operators by the variable x

on the corresponding L2-spaces. Clearly,

• Hp(A) =H iff μ is supported by a countable set,
• Hsc(A) = H iff μ is supported by a Lebesgue null set and μ({t}) = 0 for all

t ∈ R,
• Hac(A) =H iff μ is absolutely continuous with respect to the Lebesgue measure,

that is, μ(N) = 0 for each Lebesgue null set N . ◦

Example 9.2 (Multiplication operators by functions on R
d ) Let ϕ be a real-valued

Borel function on an open subset Ω of Rd . Let Aϕ denote the multiplication operator
by the function ϕ on H = L2(Ω), that is, (Aϕf )(x) = ϕ(x)f (x) for f ∈ D(Aϕ) =
{f ∈H : ϕ · f ∈H}.

By Example 5.3 the spectral measure of Aϕ acts by E(M)f = χϕ−1(M) · f .
Hence,

∥
∥E(M)f

∥
∥2 =

∫

Ω

χϕ−1(M)(x)
∣
∣f (x)

∣
∣2 dx =

∫

ϕ−1(M)

∣
∣f (x)

∣
∣2 dx (9.3)

for M ∈ B(R) and f ∈ H. From (9.3) it follows that Aϕ has purely absolutely
continuous spectrum if and only if ϕ−1(N) has Lebesgue measure zero for each
Lebesgue null set N . The problem of when this condition is fulfilled is difficult even
when d = 1 or ϕ ∈ C∞(Ω). However, there is the following important result:

Statement If ϕ ∈ C1(Ω) and (gradϕ)(x) 
= 0 a.e. on Ω , then Aϕ has a purely
absolutely continuous spectrum. In particular, Aϕ has a purely absolutely continu-
ous spectrum when ϕ is a nonconstant real polynomial.

Proof A proof of this assertion is based on the co-area formula from geometric
measure theory [Fe]. Indeed, combining Theorems 3.2.3 and 3.2.12 in [Fe], one has

∫

ϕ−1(M)

f (x)
∣
∣(gradϕ)(x)

∣
∣dx =

∫

M

(∫

ϕ−1(s)

f (t) dHd−1(t)

)

ds (9.4)
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for M ∈ B(R) and each nonnegative Borel function f on Ω , where Hd−1 denotes
a (d − 1)-dimensional Hausdorff measure.

Suppose that M is a Lebesgue null set. Then the right-hand side of (9.4) is zero.
Let f be the characteristic function of the set Kn := {x ∈ Ω : |(gradϕ)(x)| ≥ 1/n}.
It follows then from (9.4) that the Lebesgue measure of Kn ∩ϕ−1(M) is zero. Since
grad ϕ 
= 0 a.e., we conclude that ϕ−1(M) is a Lebesgue null set. �

In the special case ϕ(x) = ‖x‖2 on Ω = R
d , the assertion follows by splitting

the integral (9.3) into a radial and a surface part over the unit sphere Sd−1, that is,

∥
∥E(M)f

∥
∥2 =

∫

{x:‖x‖2∈M}
∣
∣f (x)

∣
∣2 dx

= cd

∫

{r:√r∈M}

(∫

Sd−1
rd−1

∣
∣f (tr)

∣
∣2 dσ(t)

)

dr,

where σ is the surface measure on Sd−1, and cd is a constant. Therefore, if M is a
Lebesgue null set, so is {r : √r ∈ M}, and hence E(M)f = 0. ◦

Corollary 9.4 Let p(x) be a nonconstant polynomial in d variables with real
coefficients. Then the self-adjoint operator p(D) on L2(Rd) defined by (8.2) has
a purely absolutely continuous spectrum.

Proof Since the multiplication operator Ap(x) has a purely absolutely continuous
spectrum by Example 9.2, so has the operator p(D) =F−1Ap(x)F . �

The next proposition contains an interesting characterization of the space Hc(A).

Proposition 9.5 A vector x ∈ H belongs to the subspace Hc(A) if and only if

lim
T →∞(2T )−1

∫ T

T

∣
∣
〈
e−itAx, x

〉∣
∣2 dt = 0. (9.5)

Proof For a finite positive Borel measure μ on R, we set Fμ(t) = ∫
R

e−its dμ(s).
A classical theorem of N. Wiener ([Wr], see e.g. [RS3, Theorem XI.114]) states that

lim
T →∞(2T )−1

∫ T

T

∣
∣Fμ(t)

∣
∣2 dt =

∑

s∈R
μ
({s}). (9.6)

(In particular, this means that the limit in (9.6) exists and is finite. Note that μ({s})
can be nonzero only for at most countably many numbers s ∈ R.)

Setting μ := 〈EA(·)x, x〉, we have Fμ(t) = ∫
R

e−itλ d〈EA(λ)x, x〉 = 〈e−itAx, x〉.
By comparison of (9.5) and (9.6) it follows that condition (9.5) is satisfied if and
only if 〈EA({s})x, x〉 = 0, or equivalently, if EA({s})x = 0 for all s ∈ R, that is,
x ∈Hc by Proposition 9.1(ii). �
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9.2 Aronszajn–Donoghue Theory of Rank One Perturbations

Throughout this section, A denotes a (possibly unbounded) self-adjoint operator on
a Hilbert space H, and u is a fixed unit vector of H. Our aim is to study spectral
properties of the one-parameter family of self-adjoint operators

Aα := A + α〈·, u〉u, where α ∈R. (9.7)

One main result that will be proved below is the following theorem.

Theorem 9.6 For any α ∈ R, the absolutely continuous parts of Aα and A are
unitarily equivalent. In particular, σac(Aα) = σac(A).

First, we develop some preliminaries. Let α ∈R. As usual, EAα denotes the spec-
tral measure of Aα . We define the measure μα on R and the function Fα by

μα(·) := 〈EAα(·)u,u
〉

and Fα(z) := 〈Rz(Aα)u,u
〉=
∫

R

dμα(λ)

λ − z
, z ∈ ρ(Aα).

Obviously, A = A0. In the case α = 0, we write μ = μ0 and F = F0.

Lemma 9.7 For α,β ∈R and z ∈ C\R, we have 1 + (α − β)Fβ(z) 
= 0,

Fα(z) = Fβ(z)

1 + (α − β)Fβ(z)
, ImFα(z) = ImFβ(z)

|1 + (α − β)Fβ(z)|2 . (9.8)

Proof From the resolvent identity (2.4) and Eq. (9.7) we conclude that

Rz(Aα) − Rz(Aβ) = Rz(Aα)(Aβ − Aα)Rz(Aβ)

= (β − α)
〈
Rz(Aβ)·, u〉Rz(Aα)u. (9.9)

Applying both sides of (9.9) to the vector u, it follows that

Rz(Aα)u − Rz(Aβ)u = (β − α)Fβ(z)Rz(Aα)u. (9.10)

Taking the scalar product with u yields Fα(z) − Fβ(z) = (β − α)Fβ(z)Fα(z), so
Fα(z)(1+ (α−β)Fβ(z)) = Fβ(z). Since Fβ(z) 
= 0, we have 1+ (α−β)Fβ(z) 
= 0,
and we obtain the first equality of (9.8). The second equality of (9.8) follows at once
from the first one. �

Let Hα denote the closure of Dα := Lin{Rz(Aα)u : z ∈ C\R}. By Lemma 5.17,
Hα is the smallest reducing subspace for the self-adjoint operator Aα containing the
vector u. Formula (9.10) implies that Dβ ⊆ Dα . Interchanging the role of α and β ,
it follows that Dβ = Dα and Hβ = Hα . In particular, H0 = Hα . This proves the
following:

Lemma 9.8 For any α ∈ R, H0 is the smallest reducing subspace for Aα contain-
ing u. The vector u is generating for Aα if and only if it is generating for A.
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The subspace H0 contains u and is reducing for Aα and A. By (9.7) the parts
of Aα and A on the subspace (H0)

⊥ coincide. To study the spectrum of the opera-
tors Aα , we can therefore assume that u is a generating vector for A.

In what follows, the main technical tools are the functions F and G defined by

F(z) =
∫

R

dμ(λ)

λ − z
and G(t) =

∫

R

dμ(λ)

(λ − t)2
, t ∈R. (9.11)

Clearly, F(z) is defined on C\R, but it might also exist for certain real numbers.
From Theorem F.3 it follows that the limit

F(t + i0) := lim
ε→+0

F(t + iε)

exists and is finite a.e. on R.

Lemma 9.9 Let t ∈R. Suppose that G(t) < ∞. Then F(t) ∈R exists, and

F(t) = F(t + i0), iG(t) = lim
ε→+0

ε−1(F(t + iε) − F(t)
)
. (9.12)

Proof Put f (λ) := (λ − t)−1. Since f ∈ L2(R,μ) (by G(t) < ∞) and the measure
μ is finite, f ∈ L1(R,μ) by Hölder’s inequality, that is, F(t) ∈R exists. Define

fε(λ) := (λ − (t + iε)
)−1 and gε(λ) := ε−1((λ − (t + iε)

)−1 − (λ − t)−1).

Clearly, fε(λ) → f (λ) and gε(λ) → if (λ)2 a.e. on R as ε → +0. It is easily
checked that |fε(λ)| ≤ |f (λ)| and |gε(λ)| ≤ |f (λ)|2 a.e. on R. Therefore, since f

and f 2 are in L1(R,μ), the dominated convergence theorem (Theorem B.1) applies
and yields

F(t + iε) =
∫

R

fε(λ)dμ(λ) →
∫

R

f (λ)dμ(λ) = F(t),

ε−1(F(t + iε) − F(t)
)=

∫

R

gε(λ)dμ(λ) →
∫

R

if (λ)2 dμ(λ) = iG(t). �

Remark It may happen that the limit F(t + i0) exists, but F(t) does not. For
instance, if F(z) = ∫ 1

−1(λ − z)−1dλ, then F(0 + i0) = limε→+0 Fα(iε) = iπ , but
F(0) does not exist.

The next theorem collects the main results of the Aronszajn–Donoghue theory.
It gives a detailed spectral analysis of the self-adjoint operators Aα in terms of the
functions F and G defined by (9.11) which depend only on the measure μ(·) =
〈EA(·)u,u〉. For this analysis, Theorem F.6 from Appendix F plays a crucial role.

Theorem 9.10 Suppose that u is a generating vector for the self-adjoint operator A.
Let α,β,β1, β2 ∈R and suppose that α 
= 0.



196 9 Trace Class Perturbations of Spectra of Self-adjoint Operators

(i) A real number t is an eigenvalue of Aα if and only if t belongs to the set

Pα := {t ∈R : F(t) = ∫
R

(λ − t)−1 dμ(λ) ∈R exists, F (t) = −α−1, G(t) < ∞}

= {
t ∈R : F(t + i0) = −α−1, G(t) < ∞}

.

The pure point part (μα)p of the measure μα is supported by the set Pα .
(ii) For t ∈ Pα , we have μα({t}) ≡ 〈EAα({t})u,u〉 = α−2G(t)−1.

(iii) The singularly continuous part (μα)sc of the measure μα is supported by

Sα = {t ∈R : F(t + i0) = −α−1, G(t) = ∞}
.

(iv) The measures (μβ1)sing and (μβ2)sing are mutually singular if β1 
= β2.
(v) The absolutely continuous part (μα)ac of the measure μα is supported by

L := {t ∈R : (ImF)(t + i0) 
= 0
}= {t ∈ R : (ImF)(t + i0) > 0

}
.

(vi) The absolutely continuous parts (Aα)ac and Aac of Aα and A, respectively, are
unitarily equivalent.

The three sets Pα , Sα , and L defined above are mutually disjoint.

Proof (i): Both descriptions of the set Pα are equal, since F(t) = F(t + i0) by (9.12)
when G(t) < ∞.

Since u is a generating vector, A has a simple spectrum, and by Proposition 5.18
we can assume that, up to unitary equivalence, A is the multiplication operator
(Af )(λ) = λf (λ) and u is the function u(λ) ≡ 1 in H = L2(R,μ).

Let t be an eigenvalue of Aα with eigenvector f in L2(R,μ). Then we have

(Aαf )(λ) = λf (λ) + α〈f,u〉 = tf (λ) μ-a.e. on R. (9.13)

We prove that 〈f,u〉 
= 0 and μ({t}) = 0. Assume to the contrary that 〈f,u〉 = 0.
Then, by (9.13), f is a multiple of χ{t}, say f = cχ{t}, so μ({t}) 
= 0. Then

0 = c〈f,u〉 = c

∫

R

cχ{t}(λ)1dμ(λ) = ccμ
({t})= ‖f ‖2 
= 0,

which is a contradiction. Thus, 〈f,u〉 
= 0. From (9.13) it follows that α〈f,u〉 = 0
on the singleton {t}. Because α〈f,u〉 
= 0, this is only possible when μ({t}) = 0.

Since μ({t}) = 0, we have f (λ) = −α〈f,u〉(λ − t)−1 μ-a.e. by (9.13), and so

〈f,u〉 = −α 〈f,u〉
∫

R

(λ − t)−1 dμ(λ),

‖f ‖2 = α2
∣
∣〈f,u〉∣∣2

∫

R

(λ − t)−2 dμ(λ) < ∞.

Since 〈f,u〉 
= 0, these relations imply that F(t) = ∫
(λ − t)−1dμ(λ) ∈ R exists,

F(t) = −α−1, and G(t) < ∞. That is, t ∈ Pα .
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Conversely, suppose that t ∈ Pα . Set ft (λ) := −α(λ − t)−1. Then ft belongs to
L2(R,μ) by G(t) < ∞. Further,

〈ft , u〉 = −α

∫

R

(λ − t)−1dμ(λ) = −αF(t) = 1.

Since μ({t}) = 0 because of G(t) < ∞, we have

λft (λ) + α〈ft , u〉 = λft (λ) + α = tft (λ) μ-a.e. on R,

which means that Aαft = tft in L2(R,μ). Hence, t is an eigenvalue of Aα .
By definition (μα)p is supported by the set of atoms of μ. Obviously, this set

coincides with the set Pα of eigenvalues of Aα .
(ii): We prove the formula for μα({t}). Clearly, ‖ft‖2 = α2G(t). Since u is a

generating vector for Aα by Lemma 9.8, all eigenvalues of Aα are simple by Corol-
lary 5.19. Therefore, EAα({t}) is the rank one projection ‖ft‖−2〈·, ft 〉ft . Since
〈ft , u〉 = 1, we get

μα

({t})= 〈EAα

({t})u,u
〉= ‖ft‖−2

∣
∣〈ft , u〉∣∣2 = α−2G(t)−1.

We shall give another proof of (ii) which is based on (9.8). Indeed, using (9.8)
and the equality F(t) = −α−1 (by t ∈ Pα), we obtain the identity

ε ImFα(t + iε) = ε ImF(t + iε)

|1 + αF(t + iε)|2 = Im ε−1(F (t + iε) − F(t))

α2|ε−1(F (t + iε) − F(t))|2 . (9.14)

Letting ε → +0, the right-hand side of (9.14) tends to G(t)

(αG(t))2 = α−2G(t)−1 by
(9.12), while the left-hand side of (9.14) tends to μα({t}) by formula (F.5).

(iii): For arbitrary β ∈R, by Theorem F.6(i), (μβ)sing is supported by

S′
β :=

{
t ∈ R : (ImFβ)(t + i0) ≡ lim

ε→+0
(ImFβ)(t + iε) = +∞

}
, (9.15)

that is, (μβ)sing(R\S′
β) = 0. Here we apply this result for β = α 
= 0. By (i) the

points of Pα are eigenvalues of Aα and hence atoms of μα , so that (μα)sc(Pα) = 0.
Thus, (μα)sc is supported by S′

α\Pα . To prove that (μα)sc is supported by Sα , it
therefore suffices to show that S′

α\Pα ⊆ Sα .
Indeed, from identity (9.8) we obtain

F(t + iε) + α−1 = Fα(t + iε)

1 − αFα(t + iε)
+ α−1 = α−1

1 − αFα(t + iε)
. (9.16)

Let t ∈ S′
α\Pα . Then |Fα(t + iε)| → +∞, and hence F(t + iε) + α−1 → 0 by

(9.16) as ε → +0, so that F(t + i0) = −α−1. Since t /∈ Pα , we have G(t) = +∞,
and therefore t ∈ Sα . This proves that S′

α\Pα ⊆ Sα .
(iv): For any positive regular Borel measure ν, we have νsing = νp + νsc. There-

fore, by (i) and (iii), (μα)sing is supported by the set

Pα ∪ Sα = {t ∈ R : F(t + i0) = −α−1}.
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Recall that β1 
= β2. Hence, if β1 
= 0 and β2 
= 0, then (μβ1)sing and (μβ2)sing are
supported by the disjoint sets Pβ1 ∪ Sβ1 and Pβ2 ∪ Sβ2 . Now assume that one num-
ber, say β1, is zero. By formula (9.15), applied with β = 0, it follows that (μ0)sing
is supported by S′

0 := {t ∈ R : (ImF)(t + i0) = +∞}. Since S′
0 ∩ (Pβ2 ∪ Sβ2) is

obviously empty, (μ0)sing and (μβ2)sing are also supported by disjoint sets.
(v): By Theorem F.6(ii) the absolutely continuous part (μβ)ac of μβ is given by

d(μβ)ac(λ) = hβ(λ)dλ, where hβ(λ) := π−1(ImFβ)(λ + i0).

Set Lβ := {λ ∈ R : hβ(λ) 
= 0}. The second formula (9.8) implies that the sets Lβ

and L0 = L coincide up to a Lebesgue null set. Hence, (μβ)ac is supported by L.
(vi): By Lemma 9.8, u is a generating vector for Aβ . Hence, Aβ is (unitarily

equivalent to) the multiplication operator by the variable λ on the Hilbert space
L2(R,μβ) by Proposition 5.18. Then, as noted in Example 9.1, (Aβ)ac is the mul-
tiplication operator by λ in L2(R, (μβ)ac). Clearly, hβ(λ) = π−1(ImFβ)(λ) ≥ 0
a.e. on R. We shall use the preceding facts twice, for the given β and also for
β = 0. Recall that μ = μ0 and A = A0. It is easy to check that the map U de-
fined by (U(f ))(λ) = (h−1

0 hβ)1/2(λ)f (λ) is a unitary isomorphism of L2(R,μac)

onto L2(R, (μβ)ac) such that UAacU
−1 = (Aβ)ac. �

Having Theorem 9.10, it is easy to prove Theorem 9.6. Indeed, by Lemma 9.8,
H0 is a reducing subspace for A and Aα . Because u is a generating vector for the
part of A on H0, the absolutely continuous parts of the parts of Aα and A on H0
are unitarily equivalent by Theorem 9.10(vi). Since the parts of Aα and A on the
orthogonal complement of H0 coincide, this completes the proof of Theorem 9.6.

We close this section by developing four interesting examples in detail. Exam-
ples 9.3 and 9.4 deal with the behavior of eigenvalues, while Examples 9.5 and 9.6
show that the pure point spectrum and the singularly continuous spectrum may
dramatically change when passing from A to the perturbed operator Aα .

Example 9.3 (Diagonal operator with purely discrete spectrum) Suppose that
(λn)n∈N is a real sequence such that limn→∞ |λn| = +∞. Let A be the diagonal
operator on H = l2(N) with domain D(A) = {(xn) ∈ l2(N) : (λnxn) ∈ l2(N)} de-
fined by A(xn) = (λnxn). Then the spectral measure EA of A acts by EA(M)x =∑

n∈M xn for x = (xn) ∈H.
We fix a unit vector u = (un) of H such that un 
= 0 for all n ∈ N. The latter

assumption implies that Lin{EA(M)u} is dense, so u is a generating vector for A.
Since μ(M) = 〈EA(M)u,u〉 =∑n∈M u2

n, the functions F and G are given by

F(z) =
∞∑

n=1

u2
n

λn − z
, z ∈ C \R, and G(t) =

∞∑

n=1

u2
n

(λn − t)2
, t ∈R.

Suppose that α ∈ R, α 
= 0. Let t ∈ R. Since limn |λn| = +∞, G(t) = +∞ if
and only if t = λk for some k. If t 
= λk for all k, then F(t + i0) = F(t) ∈ R by
Lemma 9.9. If t = λk for some k, then ImF(t + i0) = +∞. These facts imply that
L = {λn : n ∈ N}, so L is a Lebesgue null set, and hence σac(Aα) = ∅, and that
Sα = ∅, so σsc(Aα) = ∅.
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By Theorem 9.10(i), t ∈ R is an eigenvalue of Aα if and only if t ∈ Pα , that is,
t 
= λk for all k and F(t) = −α−1. In order to analyze the latter conditions more in
detail, we now assume in addition that λn < λn+1 for all n ∈ N.

Suppose that α > 0. If t < λ1, then F(t) > 0, so the equation F(t) = −α−1 has
no solution on (−∞, λ1). The function F(t) is strictly increasing on (λk, λk+1),
F(t) → −∞ as t → λk + 0, and F(t) → +∞ as t → λk+1 − 0. Therefore, the
equation F(t) = −α−1 has a unique solution, denoted by ν(α)k , in the interval
(λk, λk+1). In the case α < 0 the equation F(t) = −α−1 has unique solutions ν(α)1

in (−∞, λ1) and ν(α)k+1 in (λk, λk+1).
Summarizing, we have shown that the pure point spectrum σp(Aα) is the set

Pα = {ν(α)k : k ∈ N} of eigenvalues of Aα for all α 
= 0. Moreover, we have

λk < ν(α)k < λk+1 if α > 0, ν(α)k < λk < ν(α)k+1 if α < 0. (9.17)

◦

Example 9.4 (Embedded eigenvalue) Let μ be the sum of the Lebesgue measure on
[a, b] and the delta measure δc, where a < c < b. As above, A is the multiplication
operator (Af )(λ) = λf (λ) on L2(R,μ). We then compute

ImF(t + i0) =

⎧
⎪⎪⎨

⎪⎪⎩

π if a < t < b, t 
= c

0 if t /∈ [a, b]
π/2 if t = a, b

+∞ if t = c

⎫
⎪⎪⎬

⎪⎪⎭

. (9.18)

Thus, L = [a, b], so that σac(Aα) = [a, b] for all α ∈ R in accordance with Theo-
rem 9.6. Obviously, G(t) = +∞ if and only if t ∈ [a, b]. Since ImF(t + i0) 
= 0 on
[a, b], the sets Sα and σsc(Aα) are empty for all α.

Clearly, A has a single eigenvalue t = c. Since F(t) does not exist for t ∈ [a, b],
Aα has no eigenvalue in [a, b] for α 
= 0. For t ∈ R\[a, b], we have G(t) < ∞ and

F(t) = F(t + i0) = log
|b − t |
|a − t | + (c − t)−1.

For α 
= 0, the equation F(t) = −α−1 has a unique solution tα ∈ R\[a, b]. Hence,
Aα has the single eigenvalue tα . Note that tα < a if α < 0 and tα > b if α > 0. ◦

Example 9.5 (Singularly continuous spectrum is not invariant) We replace in Ex-
ample 9.4 the measure δc by a finite singular measure ν on [a, b]. Then σsc(A) 
= ∅.
In fact, the singularly continuous part Asc of A is the multiplication operator
(Ascf )(λ) = λf (λ) on L2(R, ν).

We show that σsc(Aα) is empty for all α 
= 0. We have F = H1 + H2, where
H1(z) := ∫ b

a
(λ− z)−1dλ and H2(z) := ∫ b

a
(λ− z)−1dν(λ). Then ImH1(t + i0) = π

if a < t < b, ImH1(a + i0) = ImH1(b + i0) = π/2 and ImH2(t + iε) ≥ 0 if ε > 0,
so it follows that ImF(t + i0) ≥ π/2 and hence 1+αF(t + i0) 
= 0 for all t ∈ [a, b].
Obviously, G(t) < +∞ for t ∈ R\[a, b]. These facts imply that Sα = ∅. Hence, the
singularly continuous spectrum σsc(Aα) is empty for α 
= 0. ◦
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Example 9.6 (Purely point spectrum versus singularly continuous spectrum) Let
(an)n∈N and (xn)n∈N be real sequences such that (an) ∈ l1(N) and an > 0 for all n.
Then μ :=∑∞

n=1 anδxn is a finite positive Borel measure on R. The multiplication
operator A by the variable λ on L2(R,μ) has a purely point spectrum.

Let us assume for a moment that

G(t) ≡
∫

R

(λ − t)−2dμ(λ) = +∞ for all t ∈ R. (9.19)

Then Pα = ∅, and so σp(Aα) = ∅ for α 
= 0. Also, σac(Aα) = σ(A) = ∅ by Theo-
rem 9.6. Hence, Aα has a purely singularly continuous spectrum for α 
= 0.

Now we show the existence of a measure μ of the above form satisfying (9.19).
First, we note that it suffices to find sequences (bk) and (yk) such that (bk) ∈ l1(N),
bk > 0 and yk ∈ [0,1] for all k, and

∫
(λ− t)−2dν(λ) = +∞ for all t ∈ [0,1], where

ν =∑k bkδyk
. Then a measure μ with the desired properties is obtained by

μ :=
∑

n∈Z

∑

k∈N
2−|n|bkδyk−n.

To construct such sequences (bk) and (yk), we use a trick which goes back to
M. Riesz. Take a positive sequence (bk) ∈ l1(N) such that (b

1/2
k ) /∈ l1(N) and de-

fine yk ∈ [0,1] by yk ≡ sk mod 1, where sk :=∑k
l=1 b

1/2
l . Set ν :=∑k bkδyk

.

Fix t ∈ [0,1]. Since limk sk = +∞ and limk b
1/2
k = 0, it is easily verified that

given n ∈N, there exists k > n such that |yk − t | ≤ b
1/2
k . Thus, there exists a subse-

quence (ykn) such that |ykn − t | ≤ b
1/2
kn

for n ∈N. Hence,
∫

R

(λ − t)−2dν(λ) ≥
∑

n

(ykn − t)−2bkn ≥
∑

n

b−1
kn

bkn = +∞.

This completes the construction of a measure μ satisfying (9.19). ◦

9.3 Krein’s Spectral Shift for Rank One Perturbations

First, we consider the spectral shift and the trace formula in the simplest case.

Example 9.7 (Spectral shift and trace formula on finite-dimensional Hilbert spaces)
Let A be a self-adjoint operator on a finite-dimensional Hilbert space H of dimen-
sion d . Let λ1 < · · · < λk denote the eigenvalues of A, and P1, . . . ,Pk the projec-
tions on the corresponding eigenspaces. The spectral projections EA(λ) of A are

EA(λ) = P1 + · · · + Pj if λj ≤ λ < λj+1,

EA(λ) = 0 if λ < λ1, EA(λ) = I if λk ≤ λ.

Therefore, setting nj := dimPjH and λk+1 := +∞, we have

TrEA(λ) =
k∑

j=1

(n1 + · · · + nj )χ[λj ,λj+1)(λ).
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For any function f ∈ C1(R) such that limλ→+∞ f (λ) = 0, we compute
∫

R

f ′(λ)TrEA(λ)dλ =
k∑

j=1

(n1+· · ·+nj )
(
f (λj+1) − f (λj )

)

= −
k∑

j=1

njf (λj ) = −Trf (A). (9.20)

Let B be another self-adjoint operator on H. If we define the “spectral shift” by

ξ(λ) = Tr
[
EA(λ) − EB(λ)

]
, λ ∈ R, (9.21)

then we obtain from (9.20) the “trace formula”
∫

R

f ′(λ)ξ(λ)dλ = Tr
[
f (B) − f (A)

]
. (9.22)

◦
If B is a rank one or even a trace class perturbation of A, then the operator

EA(λ) − EB(λ) may fail to be of trace class. In Sect. 9.6 the spectral shift will be
therefore defined by means of perturbation determinants. However, Corollary 9.21
below shows that formula (9.21) remains valid under certain assumptions.

In this section we treat only the case of a rank one perturbation and assume that
B is the operator Aα defined by (9.7), that is, B ≡ Aα = A + α〈·, u〉u. We remain
the notation introduced at the beginning of Sect. 9.2 and define

ΔB/A(z) := 1 + αF(z) = 1 + α

∫

R

dμ(λ)

λ − z
. (9.23)

Lemma 9.11 For z ∈ C\R, we have 1 + αF(z) 
= 0 and

Tr
[
Rz(A) − Rz(B)

]= α

1 + αF(z)

〈
Rz(A)2u,u

〉= d

dz
logΔB/A(z). (9.24)

Proof The proof is based on identities (9.10) and (9.9) applied with β = 0. Then
A = Aβ and B = Aα . From (9.10) we obtain Rz(B)u = (1 + αF(z))−1Rz(A)u.
Inserting this equation into (9.9), we derive

Rz(A) − Rz(B) = α
(
1 + αF(z)

)−1〈·,Rz(A)u
〉
Rz(A)u.

Taking the trace on both sides and recalling that a rank one operator 〈·, ϕ〉ψ has the
trace 〈ψ,ϕ〉, this gives the first equality of formula (9.24).

Using that d
dz

F (z) ≡ d
dz

〈Rz(A)u,u〉 = 〈Rz(A)2u,u〉 as easily checked (see
Exercise 2.10), the second equality follows by differentiating logΔB/A(z). �

Remark While logΔB/A(z) depends of course on the chosen single-valued branch
for this holomorphic function, the derivative d

dz
logΔB/A(z) does not on C \ R,

since any two branches differ only by a constant on connected open sets. That is,
whenever an expression d

dz
logΔB/A(z) occurs in what follows, there is no need to

specify the branch of logΔB/A(z).
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Theorem 9.12 There exists a function ξ ∈ L1(R) such that

ξ(λ) = π−1 argΔB/A(λ + i0) := π−1 lim
ε→+0

argΔB/A(λ + iε) a.e. on R,

(9.25)

logΔB/A(z) =
∫

R

ξ(λ)

λ − z
dλ, z ∈ C\R, (9.26)

0 ≤ (signα)ξ(λ) ≤ 1 a.e. on R,
∫

R

ξ(λ) dλ = α,

∫

R

∣
∣ξ(λ)

∣
∣dλ = |α|, (9.27)

Tr
[
Rz(B) − Rz(A)

]= −
∫

R

ξ(λ)

(λ − z)2
dλ, z ∈ C\R. (9.28)

In (9.26) the symbol “log” means the principal branch of the log function, that is,
logw = log |w| + i argw, where −π < argw < π .

Proof Assume first that α > 0. Obviously, ImΔB/A(iy) = α ImF(iy) > 0 if y > 0
by (9.23). Hence, the function C(z) := logΔB/A(z) is holomorphic with positive
imaginary part ImC(z) = argΔB/A(z) on the upper half-plane.

Employing the dominated convergence theorem (Theorem B.1), we derive

−iy
(
ΔB/A(iy) − 1

)= α

∫

R

−iλy + y2

λ2 + y2
dμ(λ) → α

∫

R

dμ(λ) = α‖u‖2 = α

for y ∈ R and y → ∞. From this we easily conclude that

lim
y→∞−iyC(iy) = lim

y→∞−iy logΔB/A(iy) = α. (9.29)

Hence, C(z) is a Nevanlinna function that fulfills the assumptions of Theorem F.7.
Therefore, since ImC(λ + iε) = argΔB/A(λ + iε), it follows that the limit in (9.25)
exists a.e. on R and that it defines a function ξ ∈ L1(R) satisfying (9.26).

Since argΔB/A(λ + iε) ∈ (0,π], we have ξ(λ) ∈ [0,1] a.e. Using (9.29), (9.27),
and the dominated convergence theorem (because of ξ ∈ L1(R)), we obtain

α = lim
y→∞−iyC(iy) = lim

y→∞

∫

R

−iyξ(λ)

λ − iy
dλ =

∫

R

ξ(λ) dλ.

Since ξ(λ) ∈ [0,1] a.e., the latter gives
∫ |ξ |dλ = |α|. This proves (9.27).

In the case α < 0, we replace z by z in the preceding proof. We then have
argΔB/A(z) ∈ [−π,0) if Im z > 0. Hence, we get ξ(λ) ∈ [−1,0] by (9.26).

Formula (9.28) follows by differentiating both sides of (9.26) and using (9.24).
Differentiation and integration on the right-hand side of (9.26) can be interchanged
by applying again the dominated convergence theorem. �

The function ξ defined by (9.25) is called the spectral shift of the pair {B,A}.
It will be generalized to trace class perturbations and studied more in detail in
Sect. 9.6. Formula (9.28) is the trace formula (9.22) for the function fz(λ) =
(λ − z)−1. In Sect. 9.7 this formula will be derived for a much larger class of func-
tions.
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9.4 Infinite Determinants

Throughout this section, H is an infinite-dimensional separable Hilbert space, and
T and S are trace class operators on H (see Appendix A and Definition A.3).

Let (λn(T ))n∈N denote the sequence defined in Theorem A.10. That is, λn(T )

are the eigenvalues of T counted with multiplicities; if T has no eigenvalue or only
finitely many eigenvalues, the remaining numbers λn(T ) are set equal to zero.

Definition 9.1 The determinant det(I + T ) is defined by

det(I + T ) =
∞∏

n=1

(
1 + λn(T )

)
. (9.30)

Note that the infinite product in (9.30) converges absolutely, since T ∈ B1(H)

and hence the sequence (λn(T ))n∈N is in l1(N) by (A.5).
Definition 9.1 is used in [GK]. It is justified by the result from linear algebra that

the determinant of a linear transformation on a finite-dimensional complex vector
space is equal to the product of its eigenvalues. We briefly mention another ele-
gant approach to determinants that is developed in [RS4] and [Sm2]. It is based on
formula (9.31) below.

For a Hilbert space H and n ∈ N, let ⊗nH be the n-fold tensor product Hilbert
space H⊗ · · ·⊗H. We denote by Λn(H) the closed linear subspace of ⊗nH which
is generated by all elements of the form

x1 ∧ · · · ∧ xn := 1√
n!
∑

τ

ε(τ )xτ(1) ⊗ · · · ⊗ xτ(n),

where the summation is over all permutations of {1, . . . , n}, ε(τ ) is the sign of the
permutation τ , and x1, . . . , xn ∈ H. If {xk : k ∈ N} is an orthonormal basis of H,
then {xk1 ∧ · · · ∧ xkn : k1 < k2 < · · · < kn} is an orthonormal basis of Λn(H).

Let A ∈ B(H). Obviously, the operator A ⊗ · · · ⊗ A on ⊗nH leaves Λn(H) in-
variant. Its restriction to Λn(H) is denoted by Λn(A). From linear algebra we know
that dimΛn(Cn) = 1 and Λn(A) acts on Λn(Cn) as multiplication by detA.

Then, for any T ∈ B1(H), we have Λn(T ) ∈ B1(Λ
n(H)) for all n ∈ N and

det(I + T ) = 1 +
∞∑

n=1

TrΛn(T ). (9.31)

The equality of both definitions (9.30) and (9.31) is proved in [RS4, Th. XIII.106].
The determinant is continuous with respect to the trace norm. This means that

for any sequence (Tn)n∈N of operators Tn ∈ B1(H), we have

det(I + Tn) → det(I + T ) if ‖Tn − T ‖1 → 0 as n → ∞. (9.32)

This important fact is proved in [GK, p. 160]; we sketch a proof in Exercise 8. The
result (9.32) follows also from the following inequality [RS4, p. 324], [GGK, p. 6]:

∣
∣det(I + T ) − det(I + S)

∣
∣≤ ‖T − S‖1 exp

(
1 + ‖T ‖1 + ‖S‖1

)
. (9.33)

We now develop a number of further properties of determinants.



204 9 Trace Class Perturbations of Spectra of Self-adjoint Operators

Lemma 9.13 Let (An)n∈N and (Bn)n∈N be sequences of operators An,Bn ∈ B(H)

such that s-limn→∞An = I and s-limn→∞Bn = I . Then for T ∈ B1(H), we have
limn→∞ ‖AnT B∗

n − T ‖1 = 0.

Proof The Banach–Steinhaus theorem yields c := supn∈N(‖An‖+‖B∗
n‖) < ∞. Let

ε > 0 be given. The finite rank operators are dense in (B1(H),‖ · ‖1), so there is a
finite rank operator Tε =∑m

k=1〈·, uk〉vk such that ‖T − Tε‖1(c + 1)2 ≤ ε. Since

∥
∥AnTεB

∗
n − Tε

∥
∥

1 =
∥
∥
∥
∥
∥

m∑

k=1

(〈·, (Bn − I )uk

〉
Anvk + 〈·, uk〉(An − I )vk

)
∥
∥
∥
∥
∥

1

≤
m∑

k=1

(∥
∥(Bn − I )uk

∥
∥c‖vk‖ + ‖uk‖

∥
∥(An − I )vk

∥
∥
)
,

the assumptions imply that ‖AnTεB
∗
n − Tε‖1 ≤ ε for n ≥ n(ε). For those n,

∥
∥AnT B∗

n − T
∥
∥

1 = ∥∥An(T − Tε)
(
B∗

n − I
)+ (An − I )(T − Tε) + AnTεB

∗
n − Tε

∥
∥

1

≤ ‖T − Tε‖1
(‖An‖

∥
∥B∗

n − I
∥
∥+ ‖An − I‖)+ ∥∥AnTεB

∗
n − Tε

∥
∥

1

≤ ‖T − Tε‖1
(
c(c + 1) + (c + 1)

)+ ε ≤ 2ε. �

Corollary 9.14 Let {xn : n ∈N} be an orthonormal basis of H. Then

det(I + T ) = lim
n→∞ det

(
δkj + 〈T xk, xj 〉

)n
j,k=1 for T ∈ B1(H).

Proof Let Pn be the projection on the linear span of x1, . . . , xn. Then we have
PnT Pn =∑n

k=1〈·, xk〉T xk . Clearly, det(δkj + 〈T xk, xj 〉)nj,k=1 is the determinant of
I + PnT Pn. Since limn Pnx = x for x ∈ H, we obtain limn ‖PnT Pn − T ‖1 = 0 by
Lemma 9.13, and hence limn det(I + PnT Pn) = det(I + T ) by (9.32). �

The following formulas are easily derived from the finite-dimensional results by
applying Corollary 9.14 and (9.32); details can be found in [GK, Chap. IV, § 1]:

∣
∣det(I + T )

∣
∣≤ e‖T ‖1 , (9.34)

det(I + T ) = det
(
I + T ∗), (9.35)

det(I + T )(I + S) = det(I + T )det(I + S), (9.36)

det(I + AT ) = det(I + T A) for T ,S ∈ B1(H), A ∈ B(H). (9.37)

Lemma 9.15 Suppose that T ∈ B1(H).

(i) I + T has an inverse in B(H) if and only if det(I + T ) 
= 0.
(ii) If ‖T ‖1 < 1, then det(I + T ) = exp(Tr log(I + T )), where log(I + T )

denotes the trace class operator defined by the convergent series

log(I + T ) =∑∞
k=1

(−1)n+1

n
T n in the Banach space (B1(H),‖ · ‖1).
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Proof (i): If I + T is invertible in B(H), then S := −T (I + T )−1 ∈ B1(H) and
(I + S)(I + T ) = I , so det(I + T )det(I + S) = det I = 1 by (9.36), and hence
det(I + T ) 
= 0.

Suppose that I + T is not invertible. Then 0 ∈ σ(I + T ), so −1 ∈ σ(T ). Since T

is compact, −1 is one of the eigenvalues λn(T ). Hence, det(I + T ) = 0 by (9.30).
(ii): Since ‖T n‖1 ≤ ‖T ‖1‖T n−1‖ ≤ ‖T ‖1‖T ‖n−1 ≤ ‖T ‖n

1 by (A.2) and
‖T ‖1 < 1, the series converges in the norm ‖ · ‖1 and defines an operator
log(I + T ) ∈ B1(H). From the spectral mapping theorem (or from the series ex-
pansion) it follows that the operator log(I +T ) has the eigenvalues log(1 +λn(T )).
Therefore, Tr log(I + T ) =∑n log(1 + λn(T )) by Lidskii’s Theorem A.5 and

det(I + T ) = elog(
∏

n(1+λn(T ))) = e(
∑

n log(1+λn(T ))) = eTr log(I+T ). �

The following technical lemma will be used in the proof of the formula (9.44)
below.

Lemma 9.16 Suppose that z → T (z) is a holomorphic mapping of an open subset
Ω of C into the Banach space (B1(H),‖ · ‖1) such that (I + T (z))−1 ∈ B(H) for
all z ∈ Ω . Then det(I + T (z)) is a holomorphic function on Ω , and

d

dz
log det

(
I + T (z)

)= Tr

[
(
I + T (z)

)−1 dT (z)

dz

]

, z ∈ Ω. (9.38)

Proof We fix an orthonormal basis {xn : n ∈ N} of H. Let Pn be the projection on
the span of x1, . . . , xn. We abbreviate

Tn(z) := PnT (z)Pn, Δn(z) := det
(
I + Tn(z)

)
, Δ(z) := det

(
I + T (z)

)
.

Let In denote the unit matrix of type n. Clearly,

Δn(z) = det
(
In + Tn(z)

)
, where Tn(z) := (tjk(z) := 〈T (z)xk, xj

〉)n
j,k=1.

Since the matrix entries of In + Tn(z) are holomorphic functions on Ω , so is the
determinant Δn(z). Let γnrs(z) denote the cofactor of the element δrs + trs(z) in
the matrix In + Tn. Assume for a moment that the matrix In + Tn(z) is invertible.
Using the formulas for the expansion of Δn(z) and for the matrix inverse, we derive

d

dz
log det

(
I + Tn(z)

)= Δn(z)
−1Δ′

n(z) =
n∑

k,j=1

Δn(z)
−1γnkj (z)t

′
kj (z)

=
n∑

k,j=1

((
In + Tn(z)

)−1)
jk

t ′kj (z)

= Tr

[
(
I + Tn(z)

)−1 dTn(z)

dz

]

. (9.39)

Here the last equality holds, because the operator in square brackets leaves PnH
invariant and is zero on (I − Pn)H. In fact, (9.39) is the assertion (9.38) in the
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finite-dimensional case. In the rest of this proof we show that one can pass to the
limit in (9.39), thus proving the assertion in the general case.

From Lemma 9.13, limn ‖Tn(z) − T (z)‖1 = 0, and so limn Δn(z) = Δ(z) by
(9.32). Since Δ(z) 
= 0 by Lemma 9.15(i), Δn(z) 
= 0, and hence In + Tn(z)

is invertible for large n. Since |Δn(z)| ≤ exp(‖T (z)‖1) by (9.34), the sequence
(Δn(z))n∈N of holomorphic functions is uniformly bounded on compact subsets
of Ω . Therefore, by Montel’s theorem (see, e.g., [BG], 2.2.8) it has a subsequence
which converges uniformly (to Δ(z)) on each compact subset of Ω . For notational
simplicity, we assume that the sequence (Δn) has already this property. Hence,
Δ(z) is holomorphic on Ω . Writing Δ′

n(z) by the Cauchy formula as an inte-
gral of (2π i)−1Δn(ζ )(ζ − z)−2 along some circle around z and passing to the
limit, it follows that Δ′

n(z) → Δ′(z). Hence, the left-hand side of (9.39) tends to
Δ−1(z)Δ′(z) = d

dz
log(I + T (z)), which is the left-hand side of (9.38).

We have (I + T (z))−1 ∈ B(H) and limn ‖Tn(z) − T (z)‖ = 0, since ‖ · ‖ ≤ ‖ · ‖1.
Hence, because the inversion operation in B(H) is continuous in the operator norm,
(I + Tn(z))

−1 ∈ B(H) for large n, and limn ‖(I + Tn(z))
−1 − (I + T (z))−1‖ =

0. For notational simplicity, we write T ′(z) for dT (z)
dz

, etc. Then T ′(z) ∈ B1(H)

(because T (z) is a holomorphic map into (B1(H),‖ · ‖1)), and obviously we have
PnT

′(z)Pn = T ′
n(z). Hence, limn ‖T ′

n(z) − T ′(z)‖1 = 0 by Lemma 9.13. Thus,

∥
∥
(
I + Tn(z)

)−1
T ′

n(z) − (I + T (z)
)−1

T ′(z)
∥
∥

1

= ∥∥((I + Tn(z)
)−1 − (I + T (z)

)−1)
T ′

n(z) + (I + T (z)
)−1(

T ′
n(z) − T ′(z)

)∥
∥

1

≤ ∥∥(I + Tn(z)
)−1 − (I + T (z)

)−1∥∥
∥
∥T ′

n(z)
∥
∥

1

+ ∥∥(I + T (z)
)−1∥∥

∥
∥T ′

n(z) − T ′(z)
∥
∥

1.

The latter expression tends to zero, since ‖T ′
n(z)‖1 = ‖PnT

′(z)Pn‖1 ≤ ‖T ′(z)‖1.
Therefore, by the continuity of the trace in the trace norm, the right-hand side of
(9.39) tends to the right-hand side of (9.38). This completes the proof of (9.38). �

9.5 Perturbation Determinants

Throughout this section we assume that A is a closed operator with nonempty resol-
vent set and D is a trace class operator on H. We define the operator B := A + D

on D(B) =D(A) and consider B as the “perturbation” of A by D.

Definition 9.2 The perturbation determinant ΔB/A of the ordered pair {B,A} of
operators is defined by

ΔB/A(z) = det
(
I + D(A − zI)−1)= det

(
(B − zI)(A − zI)−1), z ∈ ρ(A).

(9.40)
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Example 9.8 Let D be the rank one operator α〈·, u〉u, where u ∈ H and α ∈ C.
Then DRz(A) = α〈Rz(A)·, u〉u has the eigenvalues λ1 = α〈Rz(A)u,u〉 and λn = 0
if n > 1. Therefore, by (9.40) and (9.30), we obtain

ΔB/A(z) = 1 + α
〈
Rz(A)u,u

〉= 1 + αF(z),

that is, the expression in (9.23) is the perturbation determinant ΔB/A(z). ◦

Proposition 9.17 ΔB/A(z) is a holomorphic function on the resolvent set ρ(A).

Proof We apply Corollary 9.14 with T := DRz(A). Since the determinant of the
operator I +PnDRz(A)Pn is det(δkj +〈DRz(A)xk, xj 〉)nj,k=1, it is holomorphic on
ρ(A) (by Proposition 2.9) and converges to det(I + DRz(A)). By (9.34),

det
(
I + PnDRz(A)Pn

)≤ e‖PnDRz(A)Pn‖1 ≤ e‖D‖1‖Rz(A)‖. (9.41)

The resolvent formula (5.12) implies that ‖Rz(A)‖ is bounded on compact sub-
sets of ρ(A). Therefore, by (9.41), the sequence (det(I + PnDRz(A)Pn))n∈N of
holomorphic functions is uniformly bounded on compact subsets of ρ(A). Hence,
its limit ΔB/A(z) = det(I + DRzA) is also holomorphic on ρ(A), see, e.g., [BG,
2.2.8]. �

Proposition 9.18 Let D0 be another trace class operator and set C := B +D0. For
any z ∈ ρ(A) ∩ ρ(B), we have

ΔC/A(z) = ΔC/B(z)ΔB/A(z), (9.42)

ΔB/A(z)ΔA/B(z) = 1, (9.43)

d

dz
logΔB/A(z) ≡ ΔB/A(z)−1 d

dz
ΔB/A(z) = Tr

[
Rz(A) − Rz(B)

]
. (9.44)

Proof Using formulas (9.40) and (9.36), we compute

ΔC/A(z) = det
(
(C − zI)(B − zI)−1(B − zI)(A − zI)−1)

= det
(
(I + D0)(B − zI)−1(I + D)(A − zI)−1)

= det(I + D0)(B − zI)−1 det(I + D)(A − zI)−1 = ΔC/B(z)ΔB/A(z).

By (9.42) we have ΔB/A(z)ΔA/B(z) = ΔA/A(z) = 1, which gives (9.43).
Now we prove (9.44). First, we verify that the assumptions of Lemma 9.16 are

satisfied with T (z) := DRz(A) and Ω := ρ(A). Suppose that z, z0 ∈ ρ(A) and
|z − z0| < ‖Rz0(A)‖−1. Applying the bounded operator D to the series (2.6) for
the resolvent Rz(A) (which converges in the operator norm), we obtain

DRz(A) =
∞∑

n=0

(z − z0)
nDRz0(A)n+1. (9.45)
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Since ‖DRz0(A)n+1‖1 ≤ ‖D‖1‖Rz0(A)‖n+1, the series (9.45) converges also in the
stronger norm ‖ · ‖1. Thus, z → DRz(A) is a holomorphic map of ρ(A) into the Ba-
nach space (B1(H),‖ · ‖1). Since ΔB/A(z) 
= 0 by (9.43), I +DRz(A) is boundedly
invertible by Lemma 9.15(i). It is easily checked that

(
I + DRz(A)

)−1 = (A − zI)(B − zI)−1 = I − D(B − zI)−1 ∈ B(H). (9.46)

Applying (9.38), (9.46), the trace property TrT1T2 = TrT2T1, and finally the resol-
vent identity (2.4), we derive

d

dz
logΔB/A(z) = d

dz
log det

(
I + DRz(A)

)

= Tr

[
(
I + DRz(A)

)−1 d

dz
DRz(A)

]

= Tr
[
(A − zI)(B − zI)−1DRz(A)2]

= Tr
[
Rz(A)(A − zI)(B − zI)−1DRz(A)

]

= TrRz(B)DRz(A) = Tr
[
Rz(A) − Rz(B)

]
. �

Proposition 9.19 Suppose that A and D, hence B , are self-adjoint operators. Then

ΔB/A(z) = ΔB/A(z) for z ∈ ρ(A), (9.47)

e−‖D‖1| Im z|−1 ≤ ∣∣ΔB/A(z)
∣
∣≤ e‖D‖1| Im z|−1

for z ∈C \R. (9.48)

Moreover, lim| Im z|→∞ ΔB/A(z) = 1 uniformly on C.

Proof Using equalities (9.40), (9.35), and (9.37), we obtain for z ∈ ρ(A),

ΔB/A(z) = det
(
I + DRz(A)

)= det
(
I + Rz(A)D

)

= det
(
I + DRz(A)

)= ΔB/A(z).

Let z ∈C \R. Then ‖Rz(A)‖ ≤ | Im z|−1 by Proposition 3.10, and hence

∥
∥DRz(A)

∥
∥

1 ≤ ‖D‖1
∥
∥Rz(A)

∥
∥≤ ‖D‖1| Im z|−1 for z ∈C \R. (9.49)

Combined with (9.34) the latter yields

∣
∣ΔB/A(z)

∣
∣= ∣∣det

(
I + DRz(A)

)∣
∣≤ e‖D‖1| Im z|−1

,

which is the second inequality in (9.48). Since B = A+(−D), A and B can be inter-
changed, and the same inequality holds for ΔA/B(z). But ΔB/A(z) = (ΔA/B(z))−1

by (9.43). This implies the first inequality in (9.48).
From (9.48) we conclude that lim| Im z|→∞ ΔB/A(z) = 1 uniformly on C. (Note

that lim| Im z|→∞ ΔB/A(z) = 1 follows also from (9.49) combined with (9.32).) �
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Proposition 9.20 Let A and D be self-adjoint operators. Let λ0 ∈ R be in the
resolvent set or an isolated point of the spectrum of A and B . Suppose that

nA := dimN (A − λ0I ) < ∞ and nB := dimN (B − λ0I ) < ∞.

Then ΔB/A(z) has a zero of order nB − nA if nB − nA > 0, resp. a pole of order
nA − nB if nB − nA < 0 at λ0, and ΔB/A(λ0 + 0) 
= 0 if nA = nB .

Proof Throughout this proof we freely use the assertions of Proposition 5.10.
First, let us suppose that λ0 ∈ R is in the resolvent set or an isolated point of the

spectrum of a self-adjoint operator C such that nC := dimN (C − λ0I ) < ∞. Then
Rz(C)EC({λ0}) = (λ0 − z)−1EC({λ0}), and hence

TrRz(C)EC

({λ0}
)= −nC(z − λ0)

−1. (9.50)

By the assumption there exists an ε > 0 such that M \ {λ0} ⊆ ρ(C), where M :=
(λ0 − ε,λ0 + ε). Then the spectral projection of the set M for the self-adjoint oper-
ator CM := C(I − EC(M)) is zero. Therefore, M ⊆ ρ(CM), and for z ∈ C \R,

Rz(C)
(
I − EC

({λ0}
))= Rz(C)

(
I − EC(M)

)= Rz(CM). (9.51)

By Proposition 2.9 this operator-valued function has a holomorphic extension to the
subset M of ρ(CM). In particular, it is holomorphic in λ0.

We now apply this result and Eq. (9.50) to the operators A and B . Recall
that by the assumptions, λ0 is an isolated singularity of Rz(A) and Rz(B), so of
d
dz

logΔB/A(z) by (9.44) and hence of ΔB/A(z). Using (9.44) and (9.50), we get

g(z) := d

dz
log
[
ΔB/A(z)(z − λ0)

nA−nB
]

= d

dz
logΔB/A(z) + (nA − nB)(z − λ0)

−1

= Tr
[
Rz(A) − Rz(B)

]+ (nA − nB)(z − λ0)
−1

= Tr
[
Rz(A)

(
I − EA

({λ0}
))− Rz(B)

(
I − EB

({λ0}
))]

.

Since the operator-valued function (9.51) is holomorphic in λ0, so is g(z). There-
fore, h(z) := ΔB/A(z)(z − λ0)

nA−nB is holomorphic in λ0 and h(λ0) 
= 0, since
otherwise g is not holomorphic in λ0. Then ΔB/A(z) = (z − λ0)

nB−nAh(z) with
h(λ0) 
= 0, which gives the assertion. �

9.6 Krein’s Spectral Shift for Trace Class Perturbations

Throughout this section we assume that A and D are self-adjoint operators on H
such that D is trace class and B := A + D.

The following theorem extends the spectral shift and the basic formulas (9.25),
(9.26), (9.27), (9.28) proved in Theorem 9.12 for the rank one case to trace class
perturbations.
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Theorem 9.21 Then there exists a function ξ ∈ L1(R) such that

ΔB/A(z) = exp
∫

R

ξ(λ)

λ − z
dλ, z ∈C\R, (9.52)

∫

R

ξ(λ) dλ = TrD,

∫

R

∣
∣ξ(λ)

∣
∣dλ ≤ ‖D‖1, (9.53)

and Eq. (9.28) holds. The function ξ ∈ L1(R) is uniquely determined by (9.52).

Before we turn to the proof of this theorem, we note a simple lemma which
follows at once by applying Lebesgue’s dominated convergence theorem.

Lemma 9.22 For any function ξ from L1(R), we have

lim| Im z|→∞

∫

R

ξ(λ)

λ − z
dλ = 0. (9.54)

Proof of Theorem 9.21 Since D = D∗ ∈ B1(H) by assumption, by Corollary A.9
there exist an orthonormal basis {uk : k ∈ N} of H and a real sequence (αk)k∈N such
that

D =
∞∑

k=1

αk〈·, uk〉uk, TrD =
∞∑

k=1

αk, ‖D‖1 =
∞∑

k=1

|αk| < ∞. (9.55)

Set A0 := A and An := An−1 + αn〈·, un〉un for n ∈N.
Let ξn be the function from Proposition 9.12 applied to B = An,A = An−1. Since∫ |ξn|dλ = |αn| by (9.27), it follows from the third equality of (9.55) that the series∑
n ξn converges in L1(R) and therefore defines a function ξ ∈ L1(R). The formulas

(9.53) follow then immediately by combining (9.27) and (9.55).
Now we prove (9.52). Let z ∈ C\R and n ∈N. Applying the multiplicativity rule

(9.42) and formula (9.26) for B = An, A = An−1, we obtain

ΔAn,A(z) =
n∏

k=1

ΔAn,An−1(z) =
n∏

k=1

exp
∫

R

ξk(λ)

λ − z
dλ = exp

∫

R

∑n
k=1 ξk(λ)

λ − z
dλ.

(9.56)

Set Dn := An − A =∑n
k=1 αk〈·, uk〉uk . Then we have limn ‖D − Dn‖1 = 0, and

hence limn ‖DRz(A) − DnRz(A)‖1 = 0, so that limn ΔAn,A(z) = ΔB,A(z) by
(9.32). Since ξ ∈ L1(R), the dominated convergence theorem (Theorem B.1) yields

∫

R

∑n
k=1 ξk(λ)

λ − z
dλ →

∫

R

∑∞
k=1 ξk(λ)

λ − z
dλ =

∫

R

ξ(λ)

λ − z
dλ as n → ∞.

Letting n → ∞ in (9.56) and using the preceding facts, we obtain (9.52).
To prove (9.28), we differentiate (9.52). By Lebesgue’s Theorem B.1, differenti-

ation and integration can be interchanged, since ξ ∈ L1(R). Thus, we derive

ΔB/A(z)−1 d

dz
ΔB/A(z) =

∫

R

ξ(λ)

(λ − z)2
dλ, z ∈C \R.

Comparing the left-hand side of this formula with (9.44), we obtain (9.28).
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Finally, we prove the uniqueness assertion. Let ζ1, ζ2 ∈ L1(R) be two func-
tions satisfying (9.52) on C \ R. Put fk(z) = ∫

R

ζk(λ)
λ−z

dλ for k = 1,2. Since

ef1(z) = ef2(z) by (9.52) for z ∈ C \ R, there exists an integer k(z) such that
f1(z) = f2(z)+2π ik(z). Since f1 and f2 are continuous on C\R, so is k(z). Hence,
k(z) is constant on both half-planes. Letting | Im z| → +∞ and using Lemma 9.22,
we conclude that these constants are zero, that is, f1(z) = f2(z) on C \ R. This
means that the Stieltjes transforms of the complex regular Borel measures ν1 and
ν2 coincide, where dνk(λ) := ζk(λ)dλ. By Theorem F.2 the Stieltjes transform
uniquely determines the corresponding measure. Therefore, ζ1 = ζ2 a.e. on R. �

Corollary 9.23 If the operator D has precisely n+ positive (resp. n− negative)
eigenvalues (counted with multiplicities), then ξ(λ) ≤ n+ (resp. ξ(λ) ≥ −n−) a.e.
on R. In particular, if D ≥ 0, then we have ξ(λ) ≥ 0 a.e. on R.

Proof Suppose that D has precisely n+ positive eigenvalues. Then n+ numbers αk

are positive, and all others are negative or zero. Then, by (9.27), n+ summands
ξk have values in [0,1], while all other summands have values in [−1,0]. Hence,
ξ =∑k ξk ≤ n+. A similar reasoning shows that ξ ≥ −n−. �

Definition 9.3 The function ξ(λ;B,A) := ξ(λ) of L1(R) from Theorem 9.21 is
called the spectral shift of the ordered pair {B,A}.

Let us reformulate Eq. (9.52). Suppose that f is a holomorphic function on an
open subset Ω of C. Recall from complex analysis (see, e.g., [BG, 1.6.28]) that
a holomorphic function g on Ω is called a branch of the function logf on Ω if
eg(z) = f (z) for all z ∈ Ω . Clearly, on connected components of Ω , two branches
differ by 2π ik for some constant k ∈ Z. Thus, Eq. (9.52) means that the function∫

ξ(λ)
λ−z

dλ is a branch of logΔB/A(z) on C \ R. Further, Eq. (9.54) holds, since

ξ ∈ L1(R), and
∫

ξ(λ)
λ−z

dλ is the unique branch of logΔB/A(z) which tends to zero
as | Im z| → ∞. In what follows, we fix this particular branch of logΔB/A(z) and
define argΔB/A(z) := Im(logΔB/A(z)) on C \ R. Then both formulas (9.26) and
(9.25) remain valid in this case.

Some further basic properties of the spectral shift are collected in Exercise 9.
Next, we investigate the function ξ on the discrete spectrum of A and B . Formula

(9.57) shows that ξ has a possible jump at isolated eigenvalues with finite multiplic-
ities of A and B and that ξ behaves like an index. This formula and the two formulas
in Corollary 9.25 below give some justification for the name “spectral shift”.

Proposition 9.24

(i) Let J be an open interval of R contained in ρ(A) ∩ ρ(B). Then there is an
integer n ∈ Z such that ξ(λ) = n for all λ ∈ J .

(ii) Let λ0 ∈ R be in the resolvent set or an isolated point of the spectrum of A and
B such that nA := dimN (A − λ0I ) < ∞ and nB := dimN (B − λ0I ) < ∞.
Then

ξ(λ0 + 0) − ξ(λ0 − 0) = nA − nB. (9.57)
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Proof (i): By Eq. (9.47), ΔB/A(z) is real on J , so ξ is integer-valued by (9.25).
Since ΔB/A(z) is holomorphic on J ⊆ ρ(A) ∩ ρ(B), ξ is constant on J .

(ii): From Proposition 9.20 it follows that there is a holomorphic function h at
λ0 such that ΔB/A(z) = (z − λ0)

nB−nAh(z) and h(λ0) 
= 0. We choose an open
disk M centered at λ0 such that h is holomorphic and nonzero on M . Let Cr ⊆
M be a circle with radius r > 0 centered at λ0 oriented counterclockwise. By the
argument principle of complex analysis [BG, p. 55] the change of argΔB/A(z) along
Cr is 2π(nA −nB). Since ΔB/A(z) = ΔB/A(z) by (9.47), the change of argΔB/A(z)

along the part of Cr in the upper half-plane is π(nA − nB). By (9.26) this means
that

ξ(λ0 + r) − ξ(λ0 − r) = π−1[argΔB/A(λ0 + r) − argΔB/A(λ0 − r)
]= nA − nB.

Letting r → +0, we obtain (9.57). �

We say that the spectrum of a self-adjoint operator A is discrete in an open inter-
val J if σess(A) ∩J = ∅, or equivalently, σ(A) ∩J is empty or consists of eigen-
values of finite multiplicities which have no accumulation point belonging to J .

Corollary 9.25

(i) Suppose that A has a discrete spectrum in the interval (a, b), where −∞ ≤ a <

b ≤ +∞. If a < c < d < b, then

ξ(d − 0) − ξ(c + 0) = Tr
[
EA

(
(c, d)

)− EB

(
(c, d)

)]

= dimEA

(
(c, d)

)
H− dimEB

(
(c, d)

)
H.

(ii) If A is lower semibounded and has a discrete spectrum in (−∞, b), then for all
λ < b, we have

ξ(λ − 0) = Tr
[
EA(λ − 0) − EB(λ − 0)

]

= dimEA

(
(−∞, λ)

)
H− dimEB

(
(−∞, λ)

)
H.

(All spectral projections occurring in these formulas have finite rank.)

Proof We only carry out the proof of (i); the proof of (ii) is similar.
Since B = A + D and D is trace class and hence compact, B has also a discrete

spectrum in (a, b) by Weyl’s theorem (Corollary 8.16). Let C denote A or B . Then
σ(C) ∩ (c, d) is empty or it consists of finitely many eigenvalues λ1 < · · · < λk

of finite multiplicities nC(λ1), . . . , nC(λk). Hence, it follows from Proposition 5.10
that

TrEC

(
(c, d)

)= dimEC

(
(c, d)

)
H =

k∑

j=1

nC(λj ).

Since ξ is constant on open intervals contained in ρ(A) ∩ ρ(B) by Proposi-
tion 9.24(i), the assertion is obtained at once from (9.57). �
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If C denotes one of the operators A or B in Corollary 9.25, then TrEC((c, d))

(resp. TrEC(λ − 0)) is just the sum of multiplicities of eigenvalues of C contained
in the interval (c, d) (resp. (−∞, λ)).

Example 9.9 (Example 9.3 continued) Let B be the self-adjoint operator Aα from
Example 9.3. Assume that α > 0 and λn < λn+1 for n ∈ N. Combining Corol-
lary 9.25 and formula (9.17), in this case the spectral shift ξ(·) ≡ ξ(·;B,A) is given
by

ξ(λ) = 1 if λk < λ < ν(α)k, ξ(λ) = 0 if λ < λ1 or ν(α)k < λ < λk+1. ◦

9.7 Krein’s Trace Formula

We retain the assumptions and the notation from the preceding section. Recall that
ξ(·) = ξ(·;B,A) denotes the spectral shift function of the ordered pair {B,A}.

Let f ∈ C1(R). We shall say that the Krein trace formula holds for the function
f if the operator f (B) − f (A) is of trace class and

Tr
[
f (B) − f (A)

]=
∫

R

ξ(λ)f ′(λ) dλ. (9.58)

In particular, formula (9.28) in Theorem 9.21 says that the Krein trace formula is
valid for each function f (λ) = (λ − z)−1, where z ∈C\R.

Theorem 9.27 below shows that the trace formula holds for a rather large class
of functions. The crucial technical step is contained in the following lemma.

Lemma 9.26 The Krein trace formula holds for ft (λ) = e−itλ, where t ∈R, and
∥
∥ft (B) − ft (A)

∥
∥

1 ≡ ∥∥e−itB − e−itA
∥
∥

1 ≤ |t |‖D‖1 for t ∈ R. (9.59)

Proof Let x ∈ D(A) = D(B). Then e−isAx ∈ D(A) = D(B) for all s ∈ R. There-
fore, using the Leibniz rule, we compute

d

ds

(
I − eisBe−isA)x = −eisB iBe−isAx − eisB(−iA)e−isAx = −ieisBDe−isAx,

so that
(
I − eitBe−itA)x = −i

∫ t

0
eisBDe−isAx ds. (9.60)

Since D ∈ B1(H), eisBDe−isA ∈ B1(H) for s ∈ R. First, we show that the map
R � s → eisBDe−isA ∈ (B1(H),‖ · ‖1) is continuous. For this, we write D as in
formula (9.55). Set Tk = 〈·, uk〉uk and Dn =∑n

k=1 αkTk . For s, s′ ∈ R,
∥
∥eisBTke

−isA − eis′BTke
−is′A∥∥

1

= ∥∥〈·, (eisA − eis′A)uk

〉
eisBuk + 〈·, eis′Auk

〉(
eisB − eis′B)uk

∥
∥

1

≤ ∥∥(eisA − e−is′A)uk

∥
∥+ ∥∥(eisB − e−is′B)uk

∥
∥.
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Hence, the map s → eisBTke
−isA is ‖ · ‖1-continuous, and so is s → eisBDne

−isA.
The ‖ · ‖1-continuity of the map s → eisBDe−isA follows now from
∥
∥eisBDe−isA − eisBDne

−isA
∥
∥

1 = ∥∥eisB(D − Dn)e
−isA

∥
∥

1 ≤ ‖D − Dn‖1 → 0.

Next, we consider the integral
∫ t

0 eisBDe−isA ds of the continuous function
eisBDe−isA with values in the Banach space (B1(H),‖ · ‖1). Since (9.60) holds
for all x from the dense subset D(A), this integral is i(I − eitBe−itA). Therefore,

e−itB − e−itA = e−itB(I − eitBe−itA)= −ie−itB
∫ t

0
eisBDe−isA ds, (9.61)

where the integral is meant in the norm ‖ · ‖1. Taking the trace norm in (9.61), we
get that the operator e−itB − e−itA is of trace class and (9.59) holds.

Next, we prove (9.58) for ft . Fix ε > 0. Let λ ∈ R. If C is a self-adjoint operator,
formula (6.18), applied to the unitary group t → e−itC with generator −iC, yields

Rλ+iε(C) = (C − (λ + iε)I
)−1 = −i

(−iC − (ε − iλ)I
)−1

= i
∫ ∞

0
e−(ε−iλ)t e−itC dt.

Therefore, if χ+ denotes the characteristic function of [0,∞), we have

Rλ+iε(B) − Rλ+iε(A) = i
∫

R

e(iλ−ε)tχ+(t)
(
e−itB − e−itA)dt.

As above, the integral can be considered with respect to the trace norm. Taking the
traces of both sides and interchanging integral and trace, we obtain

Tr
[
Rλ+iε(B) − Rλ+iε(A)

]= i
∫

R

eitλe−εtχ+(t)Tr
[
e−itB − e−itA]dt.

This shows that λ → (2π)−1/2 Tr[Rλ+iε(B) − Rλ+iε(A)] is the inverse Fourier
transform of the function t → ie−εtχ+(t)Tr[e−itB − e−itA] from L1(R) ∩ L2(R).
By the formula (C.2) for the inverse Fourier transform we have

ie−εt Tr
[
e−itB − e−itA]= (2π)−1

∫

R

e−itλTr
[
Rλ+iε(B) − Rλ+iε(A)

]
dλ

for t ≥ 0. Inserting formula (9.28) for z = λ + iε on the right-hand side, we get

ie−εt Tr
[
e−itB − e−itA]= −(2π)−1

∫

R

e−itλ
(∫

R

ξ(s)
(
s − (λ + iε)

)−2
ds

)

dλ.

Since ξ ∈ L1(R), by Fubini’s Theorem B.5 we can interchange the order of integra-
tions. Computing then the interior integral by the residue method, we derive

∫

R

e−itλ(s − (λ + iε)
)−2

dλ = −2πte−εt e−itλ.

Inserting the latter into the preceding formula and dividing by ie−εt , we obtain the
trace formula for the function ft (λ) = e−itλ when t ≥ 0. Passing to the complex
conjugates on both sides, we obtain the corresponding formula for t ≤ 0. �
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Let W1(R) denote the set of all functions f on R of the form

f (λ) := c +
∫

R

(
e−itλ − 1

)
it−1 dμ(t), λ ∈ R, (9.62)

where c ∈ C, and μ is a (finite) complex regular Borel measure on R. That is, W1(R)

is the set of functions f ∈ C1(R) for which there exists a (finite) complex regular
Borel measure μ on R such that

f ′(λ) =
∫

R

e−itλ dμ(t), λ ∈ R. (9.63)

The equivalence of both descriptions is easily shown by writing μ as a combination
of finite positive measures and interchanging differentiation and integration in (9.62)
by using Lebesgue’s dominated convergence theorem (Theorem B.1).

Theorem 9.27 Let f ∈ W1(R). Then the operator f (B) − f (A) is of trace class
and Krein’s trace formula (9.58) is satisfied for f . Moreover, if (9.62) holds, then

∥
∥f (B) − f (A)

∥
∥

1 ≤ |μ|(R)‖D‖1, (9.64)

where |μ| is the total variation of μ (see, e.g., (B.2) in Appendix B).

Proof We can assume without loss of generality that μ is a finite positive measure.
Then functional calculus and integration in (9.62) can be interchanged, so that

f (B) − f (A) =
∫

R

(
e−itB − e−itA)it−1 dμ(t). (9.65)

From formula (9.59) it follows that t → e−itB − e−itA is a continuous map of R into
the Banach space (B1(H),‖ · ‖1). Hence, the integral (9.65) converges also in the
trace norm, and the operator f (B) − f (A) is of trace class. By (9.59) we obtain

∥
∥f (B) − f (A)

∥
∥

1 ≤
∫

R

∥
∥e−itB − e−itA

∥
∥

1|t |−1 dμ(t)

≤
∫

R

‖D‖1 dμ(t) = μ(R)‖D‖1.

Further, using first (9.65), then the trace formula (9.58) for ft (λ) = e−itλ (by
Lemma 9.26), and finally (9.63), we derive

Tr
[
f (B) − f (A)

]=
∫

R

Tr
[
e−itB − e−itA]it−1 dμ(t)

=
∫

R

(∫

R

ξ(λ)
(−ite−itλ) dλ

)

it−1 dμ(t)

=
∫

R

ξ(λ)

(∫

R

e−itλ dμ(t)

)

dλ

=
∫

R

ξ(λ)f ′(λ) dλ.
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Since ξ ∈ L1(R) and μ(R) < ∞, by Fubini’s Theorem B.5 the change of integration
order in the line before last is justified. This proves that the trace formula (9.58) is
valid for the function f . �

The class W1(R) of functions for which the trace formula (9.58) holds is rather
large. Clearly, W1(R) contains the Schwartz space S(R). Indeed, if f ∈ S(R), the
inverse Fourier transform F−1(f ′) of f ′ is in L1(R), and (9.63) holds for the com-
plex regular Borel measure μ given by dμ(λ) = (2π)1/2F−1(f ′)(λ) dλ.

Taking the measures μ = δ0, μ = −isδs for s ∈ R, and dμ(t) = 1
2e−|t | dt in

(9.63), we obtain the functions f (λ) = λ, fs(λ) = e−isλ, and f (λ) = arctanλ, re-
spectively, belonging to the class W1(R).

The above assumption that the operator D = B − A is of trace class does not
cover all interesting cases. For instance, if T is a symmetric operator with finite
deficiency indices and A and B are self-adjoint extensions of T , this assumption is
not fulfilled in general, but the difference of the resolvents of A and B is a finite
rank operator and hence of trace class. This suggests the following definition.

Definition 9.4 Two self-adjoint operators A and B on H are called resolvent
comparable if the difference Rz(B) − Rz(A) of resolvents is of trace class for one
(and hence for all) z ∈ ρ(A) ∩ ρ(B).

The following fundamental result is due Krein [Kr5]; proofs can be found in
[Kr6, BY], and [Yf, Chap. 8, § 7].

Theorem 9.28 Let A and B be resolvent comparable self-adjoint operators on
a Hilbert space H. Then there exists a real-valued function ξ on R such that
(1 + λ2)−1ξ(λ) ∈ L1(R), and formula (9.28) holds for all z ∈ ρ(A) ∩ ρ(B). This
function ξ is uniquely determined up to an additive constant by these properties. It
can be derived from the generalized perturbation determinant Δ̃A/B , that is, there
is a real constant c such that

ξ(λ) = π−1 arg Δ̃B/A(λ + i0) + c := π−1 lim
ε→+0

Δ̃B/A(λ + iε) + c a.e. on R.

Here Δ̃A/B is defined by Δ̃A/B(z) := ΔRz0 (B)/Rz0 (A)(ζ ), where ζ = (z − z0)
−1

for some fixed z0 ∈ ρ(A) ∩ ρ(B). If another such number z0 is chosen, Δ̃A/B(z) is
multiplied by a constant, and hence a constant is added to arg Δ̃B/A(λ + i0).

In Theorem 9.21 the spectral shift from Theorem 9.12 was defined for trace class
perturbations. Likewise Theorem 9.6 extends to trace class perturbations as well.

The assertions of the following theorem under assumptions (i) and (ii) are called
the Kato–Rosenblum theorem and Kuroda–Birman theorem, respectively.

Theorem 9.29 Let A and B be self-adjoint operators on H. Suppose that one of
the following assumptions is fulfilled:
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(i) There is a trace class operator D on H such that B = A + D.
(ii) (B − zI)−1 − (A− zI)−1 is of trace class for one (hence all) z ∈ ρ(A)∩ρ(B).

Then the absolutely continuous parts Aac and Bac of A and B , respectively, are
unitarily equivalent. In particular, σac(A) = σac(B).

Theorem 9.29 is usually proved in scattering theory, where the unitary equiva-
lence of Aac and Bac is provided by means of the wave operators Ω±(A,B). We do
not carry out the proof and refer to [RS3, Theorems XI.8 and XI.9].

Let Pac(A) and Pac(B) be the orthogonal projections of H onto the absolutely
continuous subspaces Hac(A) and Hac(B), respectively, and define

D
(
Ω±(A,B)

)=
{
x ∈ H : lim

t→±∞ eitAe−itBPac(B)x exists
}
,

Ω±(A,B)x = lim
t→±∞ eitAe−itBPac(B)x, x ∈D

(
Ω±(A,B)

)
.

Then, under the assumptions of Theorem 9.29, U := Ω±(A,B)�Pac(B) is an iso-
metric linear operator of Pac(B)H onto Pac(A)H, and we have Aac = UBacU

∗.

9.8 Exercises

1. Let A be a self-adjoint operator. Show that the operator Ac has no eigenvalue.
2. Find a self-adjoint operator A such that σ(Ac) contains an eigenvalue of A.

Hint: Consider a multiplication operator on some measure space.
3. Define (Af )(t) = tnf (t), n ∈ N, on L2(0,1) and (Bf )(t) = t2f (t) on

L2(−1,1). Prove (without using the result of Example 9.2) that the self-adjoint
operators A and B are purely absolutely continuous.

4. Use formula (9.3) to describe the subspaces Hp(Aϕ), Hsing(Aϕ), Hsc(Aϕ),
and Hac(Aϕ) for the self-adjoint operator Aϕ in Example 9.2.

5. Replace in Example 9.4 the point measure δc by a finite sum
∑

j δcj
of point

measures δcj
, where cj ∈ (a, b), and determine the three parts of the spectrum.

6. Let A be a self-adjoint operator, and D a self-adjoint finite rank operator on
H. Prove that σac(A + D) = σac(A).
Hint: Decompose D as a sum of rank one operators and apply Theorem 9.6.

∗7. Suppose that T ∈ B1(H) and define DT (z) := det(I + zT ) for z ∈ C.
a. Prove that DT (z) is an entire function satisfying |DT (z)| ≤ e‖T ‖1|z|, z ∈C.
b. Let z ∈ C, z 
= 0, and let Cz be a smooth curve in C from 0 to z such that

−λn(T )−1 /∈ Cz for all nonzero λn(T ). Prove that

DT (z) = exp

(∫

Cz

TrT (I + ζT )−1 dζ

)

. (9.66)

Hint: Show that DT (z)−1 d
dz

DT (z) = TrT (I + zT )−1 when −z−1 ∈ ρ(T ).
∗8. Prove the continuity of det(I + T ) in the ‖ · ‖1-norm, that is, for any ε > 0,

there exists δ > 0 such that |det(I +T )−det(I +S)| < ε when ‖T −S‖1 < δ.
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Hints: First note that det(I + T ) = DT (1). Verify the inequality
∥
∥T (I + ζT )−1 − S(I + ζS)−1

∥
∥

1 ≤ ∥∥(I + ζS)−1
∥
∥‖T − S‖1

∥
∥(I + ζT )−1

∥
∥

and use it to show that

J (T ,S) :=
∫

C1

Tr
[
T (I + ζT )−1 − S(I + ζS)−1]dζ

is small when ‖T − S‖1 is small. Then apply (9.66) with z = 1 and write

det(I + T ) − det(I + S) = (det(I + T )
)(

1 − eJ (T ,S)
)
.

9. Let A be a self-adjoint operator on H. Let D and D1 be self-adjoint trace class
operators on H. Set B = A + D and B1 = A + D1.
a. Prove that ξ(·;B,A) = −ξ(·;A,B) a.e. on R.
b. Prove that ξ(·;B1,B) + ξ(·;B,A) = ξ(·;B1,A) a.e. on R.
c. Prove that ‖ξ(·;B1,A) − ξ(·;B,A)‖L1(R) ≤ ‖D1 − D‖1.
d. Prove that D1 ≥ D implies that ξ(·;B1,A) ≥ ξ(·;B,A) a.e. on R.

Hints: Use (9.44) for a., (9.42) for b., (9.53) and b. for c., and Corollary 9.23
for d.

10. Compute the spectral shift in Example 9.9 in the case α < 0.

9.9 Notes to Part IV

Chapter 8:
The Kato–Rellich theorem 8.5 was proved by Rellich [Re]. Its applications to

Schrödinger operators by Kato [K1] were a milestone in mathematical physics.
Proposition 8.6 was proved by Wüst [Wt], and Proposition 8.10 is a special case
of a result due to Strichartz [Str]. The invariance of the essential spectrum under
compact perturbations was discovered by Weyl [W1].

Chapter 9:
The Aronszajn–Donoghue theory was developed in [Ar] and [Dn2]; see, e.g.,

[AD, Sm3, SW] for further developments.
Standard references for infinite determinants are [GK, Sm1, Sm2], [RS4, Theo-

rem XIII.17], and [GGK].
The notion of a spectral shift was invented at a formal level by the theoretical

physicist Lifshits [Lf]. The mathematical theory of the spectral shift is due to Krein
[Kr4, Kr5]. A very readable exposition is given in Krein’s lectures [Kr6]. An ex-
cellent presentation of the theory can be found in Chap. 8 of the monograph [Yf].
A nice survey and essay around the spectral shift is [BY]. The papers [Kr5, Yf], and
[BY] treat the case of resolvent comparable self-adjoint operators in detail. There is
now an extensive literature about the spectral shift and its applications. We mention
only a few important papers such as [BK, BP, GMN, Kp, Sm2].
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Chapter 10
Semibounded Forms and Self-adjoint Operators

This chapter and the next are concerned with operators associated with forms and
with the interplay between forms and operators. Forms are basic tools for the def-
inition and the study of semibounded self-adjoint operators and of m-sectorial op-
erators. Often forms are easier to define and to deal with than operators, and form
domains are less sensitive and larger than operator domains.

In Sect. 10.2 basic concepts on forms are introduced. In Sect. 10.2 a one-to-one
correspondence between lower semibounded self-adjoint operators and lower semi-
bounded densely defined closed forms is established and studied in detail. Abstract
boundary problems and variational problems are investigated in this context. Sec-
tion 10.3 is devoted to the order relation of lower semibounded operators defined by
forms, while Sect. 10.4 deals with the Friedrichs extension of a lower semibounded
densely defined symmetric operator. Examples of differential operators defined by
forms are developed in Sects. 10.5 and 10.6. Section 10.7 is concerned with form
perturbations and form sums of lower semibounded self-adjoint operators. Form
sums allow one to treat Schrödinger operators having more singular potentials.

10.1 Closed and Closable Lower Semibounded Forms

Let us begin with a number of general notions and operations with forms.

Definition 10.1 A sesquilinear form (or briefly, a form) on a linear subspace D(t)

of a Hilbert space H is a mapping t[·,·] : D(t) ×D(t) → C such that

t[αx + βy, z] = αt[x, z] + βt[y, z], t[z,αx + βy] = αt[z1x] + βt[z, y]
for α,β ∈ C and x, y, z ∈D(t). The subspace D(t) is called the domain of t.

The quadratic form t[·] : D(t) → C associated with a form t is defined by

t[x] := t[x, x]. (10.1)

K. Schmüdgen, Unbounded Self-adjoint Operators on Hilbert Space,
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The sesquilinear form can be always uniquely recovered from its quadratic form by
the polarization identity

4t[x, y]
= t[x + y] − t[x − y] + it[x + iy] − it[x − iy], x, y ∈D(t). (10.2)

If s and t are forms on H and α ∈C, the sum s+ t and the scalar multiple αs are

(s+ t)[x, y] = s[x, y] + t[x, y], x, y ∈D(s+ t) := D(s) ∩D(t),

(αs)[x, y] = αs[x, y], x, y ∈D(αs) := D(s).

We denote by α the form α〈·,·〉. In particular, t+ α is the form given by

(t+ α)[x, y] := t[x, y] + α〈x, y〉, x, y ∈D(t+ α) = D(t).

A form t is called symmetric, or Hermitian, if

t[x, y] = t[y, x] for x, y ∈ D(t).

A symmetric form t is called lower semibounded if there is an m ∈R such that

t[x] ≥ m‖x‖2 for x ∈D(t).

In this case we write t ≥ m and call m a lower bound for t. The largest lower bound
of t is denoted by mt and given by the infimum of t[x]‖x‖−2 over all nonzero
x ∈D(t). The form t is said to be positive if t ≥ 0, that is, if t[x] ≥ 0 for all x ∈ D(t).

In the rest of this section we assume that t is a lower semibounded symmetric
form. Let m be a lower bound of t. Since t ≥ m, the equation

〈x, y〉t := t[x, y] + (1 − m)〈x, y〉, x, y ∈ D(t), (10.3)

defines a scalar product 〈·,·〉t on D(t), and the corresponding norm

‖x‖t := 〈x, x〉1/2
t = (

t[x] + (1 − m)‖x‖2)1/2
, x ∈D(t), (10.4)

satisfies ‖ · ‖t ≥ ‖ · ‖ on D(t). From the Cauchy–Schwarz inequality, applied to the
positive form t− m, and the relation ‖ · ‖ ≤ ‖ · ‖t we easily derive that

∣∣t[x, y]∣∣ ≤ (
1 + |m|)‖x‖t‖y‖t, x, y ∈D(t). (10.5)

That is, t is a bounded form on the pre-Hilbert space (D(t), 〈·,·〉t).
The following definition contains three basic concepts.

Definition 10.2 Let t be a lower semibounded form. We say that t is closed if
(D(t),‖ · ‖t) is complete, that is, if (D(t), 〈·,·〉t) is a Hilbert space, and that t is
closable if there exists a closed lower semibounded form which is an extension of t.
A linear subspace D of D(t) is called a core of t if D is dense in (D(t),‖ · ‖t).

Obviously, these notions do not depend on the particular lower bound m of t

appearing in (10.3), because another lower bound yields an equivalent norm ‖ · ‖t.
In applications to differential operators the space (D(t),‖ · ‖t) is often a Sobolev

space with some equivalent norm. In this case the form is closed, because Sobolev
spaces are complete.
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The following two propositions collect various characterizations of closedness
and closability of a lower semibounded form. They can be considered as counter–
parts of Propositions 1.4 and 1.5 for forms.

Recall that a function f : X → R ∪ {+∞} on a metric space X is called lower
semicontinuous if for each convergent sequence (xn)n∈N in X, we have

f
(

lim
n→∞xn

)
≤ lim

n→∞ inff (xn). (10.6)

An equivalent requirement is that the inverse image f −1((a,+∞]) of each interval
(a,+∞], a ∈ R, is open in X. From (10.6) it follows at once that the pointwise
supremum of any set of lower semicontinuous functions is again lower semicontin-
uous. Hence, monotone limits of continuous functions are lower semicontinuous.

We now extend the quadratic form t to a mapping t′ : H →R∪ {+∞} by setting
t′[x] = t[x] if x is in D(t) and t′[x] = +∞ if x is not in D(t).

Proposition 10.1 The following four conditions are equivalent:

(i) t is closed.
(ii) If (xn)n∈N is a sequence from D(t) such that limn→∞ xn = x in H for some

x ∈H and limn,k→∞ t[xn −xk] = 0, then x ∈D(t) and limn→∞ t[xn − x] = 0.
(iii) t′ is a lower semicontinuous function on H.
(iv) If (xn)n∈N is a sequence from D(t) such that limn→∞ xn = x in H for some

x ∈ H and the set {t[xn] : n ∈ N} is bounded, then we have x ∈ D(t) and
t[x] ≤ lim infn→∞ t[xn].

Proof (i) ↔ (ii): Since Cauchy sequences in (D(t),‖ ·‖t) converge in H, (ii) is only
a formulation of the fact that each Cauchy sequence of (D(t),‖ · ‖t) converges.

(iii) → (iv): Let (xn) be a sequence as in (iv). Then t′[x] ≤ lim inf t[xn] by the
lower semicontinuity of t′. Since the set {t[xn] : n ∈ N} is bounded, t′[x] < ∞, and
hence x ∈D(t).

(iv) → (ii): Let (xn) be a sequence as in (ii). Then (xn) is a Cauchy sequence in
(D(t),‖ · ‖t). Hence, the set {‖xn‖t} is bounded. By (ii), given ε > 0, there exists
n(ε) such that t[xk − xn] < ε for n, k ≥ n(ε). Fix k ≥ n(ε) and consider the se-
quence (x′

n := xk − xn)n∈N. Since t[x′
n] ≤ ‖x′

n‖t ≤ ‖xk‖t + t[xn] + (1 − m)‖xn‖2

and limn x′
n = xk − x, this sequence also satisfies the conditions in (iv). Therefore,

by (iv) we obtain xk − x ∈ D(t) and t[xk − x] ≤ lim infn→∞ t[xk − xn] ≤ ε. This
proves that x ∈ D(t) and limk t[xk − x] = 0.

The implication (i) → (iii) will be proved after Theorem 10.7 below. �

Corollary 10.2 The sum of finitely many lower semibounded closed forms of H is
also closed.

Proof The sum of finitely many lower semicontinuous functions is obviously lower
semicontinuous, so the assertion follows from Proposition 10.1, (i) ↔ (iii). �
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Let Ht denote the Hilbert space obtained by completing the pre-Hilbert space
(D(t), 〈·,·〉t). Since the embedding map (D(t),‖ · ‖t) → (H, ‖ · ‖) is continuous, it
has a unique extension It to a continuous linear mapping from Ht into H.

Proposition 10.3 The following statements are equivalent:

(i) t is closable.
(ii) For any sequence (xn)n∈N of vectors xn ∈ D(t) such that limn→∞ xn = 0 in H

and limn,k→∞ t[xn − xk] = 0, we have limn→∞ t[xn] = 0.
(iii) It :Ht →H is injective.

Proof (i) → (ii): Since t is closable, it has a closed extension s. Let m be a lower
bound for s. Then ‖·‖t = ‖·‖s on D(t). Let (xn) be a sequence as in (ii). By (10.4),
(xn) is a Cauchy sequence in (D(t), ‖ ·‖t) and so in (D(s), ‖ ·‖s). Since s is closed,
there exists x ∈ D(s) such that limn ‖xn − x‖s = 0. Then limn ‖xn − x‖ = 0, and
hence x = 0, because limn xn = 0 in H. From limn ‖xn‖t = limn ‖xn‖s = 0 we
obtain limn t[xn] = 0.

(ii) → (iii): Let x ∈ N (It). Then there is a sequence (xn) from D(t) such that
limn xn = x in Ht and limn xn = limn It(xn) = It(x) = 0 in H. Because (xn) is a
Cauchy sequence in Ht, limn,k t[xn − xk] = 0. Hence, limn t[xn] = 0 by (ii). This
and the fact that limn xn = 0 in H imply that limn xn = 0 in Ht. Therefore, x = 0.

(iii) → (i): Since It is injective, we can identify x ∈Ht and It(x) ∈H. Then Ht

becomes a linear subspace of H which contains D(t). By (10.5), t is bounded on
D(t), so it extends by continuity to a lower semibounded form, denoted by t, on Ht.
The scalar product of Ht and 〈·,·〉t are both continuous extensions of the scalar
product of D(t), so they coincide. Hence, t is closed, because Ht is complete. �

The form t in the preceding proof is called the closure of the closable form t.
By construction, t is the smallest closed extension of t. The domain D(t) consists

of all vectors x ∈ H which are limits in H (!) of a Cauchy sequence (xn)n∈N in
(D(t), ‖ · ‖t), that is, x ∈ H is in D(t) if and only if there is a sequence (xn)n∈N
from D(t) such that limn→∞ xn = x in H and limn,k→∞ t[xn − xk] = 0. If (xn) and
(yn) are such sequences for x and y in D(t), respectively, then

t[x, y] = lim
n→∞ t[xn, yn].

The latter implies in particular that t and t have the same greatest lower bounds.

Example 10.1 (Nonclosable forms) Let a, b ∈ R, a < b, c ∈ [a, b], and H =
L2(a, b). Define positive forms by

t1[f,g] = f (c)g(c),

t2[f,g] = 〈f,g〉 + f (c)g(c), f, g ∈D(t1) = D(t2) := C
([a, b]).

For any α ∈ C, there is a sequence (fn)n∈N from D(t1) = D(t2) such fn(c) = α for
all n ∈ N and limn fn = 0 in H. Then t1[fn] = |α|2 and limn t2[fn] = |α|2. Hence,
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both forms t1 and t2 are not closable by Proposition 10.3 (i) ↔ (iii). It is not difficult
to see that Htj =H⊕C and Itj (f,α) = f for f ∈H, α ∈ C, j = 1,2.

However, the positive form t3 defined by

t3[f,g] = 〈
f ′, g′〉 + f (c)g(c), f, g ∈D(t3) := H 1(a, b),

is closed. Indeed, by Lemma 1.12, the functional f → f (c) is continuous on the
Sobolev space H 1(a, b). Hence, the form norm ‖ · ‖t3 is equivalent to the norm of
H 1(a, b). Since H 1(a, b) is complete, t3 is closed. ◦

10.2 Semibounded Closed Forms and Self-adjoint Operators

In this section we assume that A is a self-adjoint operator on H. Let EA denote its
spectral measure. First, we associate a form tA with A. Define

D(tA) ≡D[A] := D
(|A|1/2) =

{
x ∈ H :

∫

R

|λ|d〈
EA(λ)x, x

〉
< ∞

}
, (10.7)

tA[x, y] ≡ A[x, y] =
∫

R

λd
〈
EA(λ)x, y

〉
for x, y ∈ D(tA). (10.8)

(By the definition of D[A] the existence of the integral (10.8) follows at once from
formula (4.19) in Lemma 4.8 applied with f (λ) = |λ|1/2 and g(λ) = f (λ) signλ.)

It is easily seen that tA is a densely defined symmetric form on H.

Definition 10.3 We call tA the form associated with the self-adjoint operator A and
D[A] the form domain of A.

It should be emphasized that “squared brackets” as in D[A] and A[·,·] always
refer to the form domain of A and the form associated with A, respectively.

Note that D(A) = D(|A|) ⊆ D(|A|1/2) = D[A]. If the operator A is unbounded,
the form domain D[A] is strictly larger than the domain D(A) of the operator A.

The next proposition gives a description of tA avoiding the use of the spectral
representation and shows how the operator A can be recovered from its form tA.

Proposition 10.4

(i) A[x, y] = 〈UA|A|1/2x, |A|1/2y〉 for x, y ∈ D[A], where UA is the partial
isometry from the polar decomposition A = UA|A| of A.

(ii) D(A) is the set of all x ∈ D[A] for which there exists a vector u ∈ H such that
A[x, y] = 〈u,y〉 for all y ∈D[A]. If this holds, then u = Ax, and hence

A[x, y] = 〈Ax,y〉 for all x ∈D(A) and y ∈D[A]. (10.9)

(iii) A is lower semibounded if and only if tA is lower semibounded. In this case

mA = mtA = inf
{
λ : λ ∈ σ(A)

}
. (10.10)
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Proof (i): Set f (λ) := signλ and g(λ) := |λ|1/2. Then we have f (A) = UA and
g(A) = |A|1/2 (see, e.g., Example 7.1). If x, y ∈ D[A], then x ∈ D((fg)(A)) and
y ∈D(g(A)), so formula (4.32) in Proposition 4.15 applies, and we compute

A[x, y] =
∫

λd
〈
EA(λ)x, y

〉 =
∫

(fg)(λ)g(λ)d
〈
EA(λ)x, y

〉

= 〈
(fg)(A)x,g(A)y

〉 = 〈
f (A)g(A)x,g(A)y

〉 = 〈
UA|A|1/2x, |A|1/2y

〉
.

(ii): Let x ∈ D(A) and y ∈ D[A]. Being functions of A, the operators UA and
|A|1/2 commute and UA|A|1/2x ∈ D(|A|1/2) by the functional calculus. Using the
self-adjointness of |A|1/2, the polar decomposition A = UA|A|, and (i), we obtain

A[x, y] = 〈
UA|A|1/2x, |A|1/2y

〉 = 〈|A|1/2UA|A|1/2x, y
〉

= 〈
UA|A|1/2|A|1/2x, y

〉 = 〈Ax,y〉.
Conversely, assume that for x∈D[A], there exists a vector u ∈ H such that

〈UA|A|1/2x, |A|1/2y〉 ≡ A[x, y] = 〈u,y〉 for all y ∈ D[A] = D(|A|1/2). Since
|A|1/2 is self-adjoint, we get u = |A|1/2UA|A|1/2x = UA|A|1/2|A|1/2x = Ax.

(iii): Since σ(A) = suppEA by Proposition 5.10, m := infσ(A) = inf suppEA.
Hence, A ≥ mI and tA ≥ m by (10.8), so that mA ≥ m and mtA ≥ m.

Let α > m. Since m = inf suppEA, there is a unit vector x ∈ EA([m,α])H. Then
〈Ax,x〉 ≤ α and tA[x] ≤ α by (10.8), so mA ≤ m and mtA ≤ m. �

The next two propositions relate properties of forms to properties of operators.

Proposition 10.5 Let A ≥ mI be a lower semibounded self-adjoint operator.

(i) For x, y ∈D[A] =D((A − mI)1/2), we have

A[x, y] = 〈
(A − mI)1/2x, (A − mI)1/2y

〉 + m〈x, y〉. (10.11)

(ii) tA is a (lower semibounded) closed form.
(iii) A linear subspace of D[A] is a core for the form tA if and only if it is a core

for the operator (A − mI)1/2.
(iv) D(A) is a core for the form tA.
(v) Let D be a core of tA. If B is a linear operator such that D(B) ⊆ D[A] and

A[x, y] = 〈Bx,y〉 for all x ∈D(B) and y ∈D, then B ⊆ A.

Proof (i): Clearly, D[A] =D(|A|1/2) =D(|A−mI |1/2) by (4.26). Since A ≥ m · I ,
we have A = ∫ ∞

m
λdEA(λ). Therefore, using (10.7) and (4.32), we derive

A[x, y] − m〈x, y〉 =
∫ ∞

m

(λ − m)d
〈
EA(λ)x, y

〉 = 〈
(A − mI)1/2x, (A − mI)1/2y

〉
.

(ii) and (iii): From (i) we conclude that the graph norm ‖ · ‖(A−mI)1/2 (defined by
(1.4)) and the form norm ‖ · ‖tA (defined by (10.4)) are equivalent on the domain
D((A−mI)1/2) =D[A]. Hence, since the operator (A−mI)1/2 is closed, the form
tA is closed, and the operator (A − mI)1/2 and the form tA have the same cores.

(iv) follows from (iii), since D(A) is a core for (A − mI)1/2 by Corollary 4.14.
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(v): Since the form tA and the scalar product of H are ‖ · ‖tA -continuous and
D is ‖ · ‖tA -dense in D[A], the equality A[x, y] = 〈Bx,y〉, x ∈ D(B), extends by
continuity to all y ∈D[A]. Now Proposition 10.4(ii) yields Bx = Ax for x ∈ D(B).
That is, B ⊆ A. �

If the self-adjoint operator A is positive, then by Proposition 10.5(i),

tA[x, y] ≡ A[x, y] = 〈
A1/2x,A1/2y

〉
for x, y ∈ D[A] =D

(
A1/2). (10.12)

For positive operators A, we may take (10.12) as the definition of the form tA.
In this case most proofs are essentially shorter; in particular, the use of the polar
decomposition and of formula (4.32) can be avoided in the preceding proofs.

The following proposition is similar to Proposition 5.12.

Proposition 10.6 Suppose that A is a lower semibounded self-adjoint operator and
m < mA. Then the following assertions are equivalent:

(i) The embedding map ItA : (D[A],‖ · ‖tA) → (H,‖ · ‖) is compact.
(ii) (A − mI)−1/2 is compact.

(iii) The resolvent Rλ(A) is compact for one, hence for all, λ ∈ ρ(A).
(iv) A has a purely discrete spectrum.

Proof Note that ‖(A − mI)1/2x‖ ≥ (mA − m)1/2‖x‖ by the functional calculus.
Hence, it follows from (10.11) that ‖ · ‖′

tA
:=‖(A − mI)1/2 · ‖ defines a norm on

D[A] = D((A − mI)1/2) which is equivalent to the form norm ‖ · ‖tA . Then we
have ‖(A − mI)−1/2y‖′

tA
= ‖y‖ for y ∈ H. The equivalence of (i) and (ii) will be

derived from the two preceding norm equalities.
(i) → (ii): Let M be a bounded subset of H. Then (A − mI)−1/2M is bounded

in D[A] by the second equality and hence relatively compact in H, because ItA is
compact by (i). This shows that (A − mI)−1/2 is compact.

(ii) → (i): Let N be a bounded set in D[A]. Then M = (A−mI)1/2N is bounded
in H by the first equality. Since (A − mI)−1/2 is compact, N = (A − mI)−1/2M is
compact in H. This proves that ItA is compact.

(ii) ↔ (iii): The bounded self-adjoint operator (A − mI)−1/2 is compact if and
only if its square Rm(A) = (A − mI)−1 = ((A − mI)−1/2)2 is compact. By the
resolvent identity (2.5), the latter implies that Rλ(A) is compact for all λ ∈ ρ(A).

The equivalence of (iii) and (iv) was already contained in Proposition 5.12. �

Now we proceed in reverse order by associating an operator with an arbitrary
densely defined form.

Definition 10.4 Let t be a densely defined form on H. The operator At associated
with the form t is defined by Atx := ux for x ∈D(At), where

D(At) = {
x ∈D(t) : There exists ux ∈ H such that t[x, y] = 〈ux, y〉 for y ∈D(t)

}
.
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Since D(t) is dense in H, the vector ux is uniquely determined by x, and the
operator At is therefore well defined and linear. By Definition 10.4, D(At) ⊆ D(t),
and

t[x, y] = 〈Atx, y〉 for x ∈D(At) and y ∈ D(t). (10.13)

Clearly, we have At+λ = At + λI for any λ ∈C.
The above definition is suggested by Proposition 10.4(ii) which says that each

self-adjoint operator A is just the operator A(tA) associated with its form tA.
The following representation theorem is the main result of this section.

Theorem 10.7 (Representation theorem for semibounded forms) If t is a densely
defined lower semibounded closed form on H, then the operator At is self-adjoint,
and t is equal to the form t(At) associated with At.

Proof Since At+λ = At + λI for λ ∈ R, we can assume that t ≥ 1. Then we can set
m = 1 in (10.3), so we have 〈·, ·〉t = t[·,·].

First, we prove that R(At) = H. Let u ∈ H. Since ‖ · ‖ ≤ ‖ · ‖t, the mapping
y → 〈y,u〉 is a continuous linear functional on (D(t), 〈·,·〉t). Because t is closed,
(D(t), 〈·,·〉t) is a Hilbert space, so by Riesz’ theorem there exists a vector x ∈ D(t)

such that 〈y,u〉 = 〈y, x〉t for y ∈ D(t). That is, t[x, y] = 〈u,y〉 for y ∈ D(t). From
Definition 10.4 it follows that x ∈ D(At) and At(x) = u. Thus, R(At) = H.

Because the form t is symmetric, the operator At is symmetric by (10.13). Since
R(At) =H, At is self-adjoint by Corollary 3.12.

Next, we show that D(At) is dense in the Hilbert space (D(t), 〈·,·〉t). Suppose
that y ∈ D(t) is orthogonal to D(At) in (D(t), 〈·,·〉t). Since R(At) = H, there is
a vector x ∈ D(At) such that Atx = y. Using formula (10.13), we obtain 〈y, y〉 =
〈Atx, y〉 = t[x, y] = 〈x, y〉t = 0. Hence, y = 0, so D(At) is dense in (D(t), 〈·,·〉t).

By (10.13) we have At ≥ I . Hence, s := t(At) is a lower semibounded
closed form by Proposition 10.5(ii). From (10.13) and (10.9) we obtain t[x, y] =
〈Atx, y〉 = s[x, y], and so 〈x, y〉t = 〈x, y〉s for x, y ∈ D(At). Recall that D(At)

is dense in (D(t), 〈·,·〉t) as shown in the preceding paragraph. Since s is the form
associated with At, D(At) is dense in (D(s), 〈·,·〉s) by Proposition 10.5(iv). Hence,
it follows that (D(t), 〈·,·〉t) = (D(s), 〈·,·〉s) and t= s. That is, t = t(At). �

The next corollary follows by combining Proposition 10.4 and Theorem 10.7.

Corollary 10.8 The mapping A → tA is a bijection of the set of lower semibounded
self-adjoint operators on a Hilbert space H on the set of densely defined lower
semibounded closed forms on H. The inverse of this mapping is given by t → At.

Having the form representation theorem (Theorem 10.7), it is now easy to pro-
vide the missing

Proof of Proposition 10.1 (i) → (iii). Upon replacing H by the closure of D(t)

we can assume that t is densely defined. Since t is lower semibounded and closed
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by (i), At is a lower semibounded self-adjoint operator by Theorem 10.7. Let At =∫ ∞
m

λdE(λ) be its spectral decomposition and set A(n) = ∫ m+n

m
λdE(λ), n ∈ N,

n > m. Then t′ is the limit of the monotone sequence of continuous quadratic forms
tA(n) on H. Hence, t′ is lower semicontinuous. �

The following theorem deals with a variational problem associated with forms.

Theorem 10.9 Let t be a densely defined lower semibounded closed form on H,
and let λ ∈R, λ < mt. For u ∈H, let Ju denote the functional on D(t) defined by

Ju(x) = t[x] − λ‖x‖2 − 2 Re〈u,x〉, x ∈ D(t). (10.14)

The (nonlinear) functional Ju attains its minimum over D(t) at precisely one ele-
ment xu ∈D(t), and we have xu = (At − λI)−1u. The minimum of Ju is

−〈
(At − λI)−1u,u

〉 = −t[xu] + λ‖xu‖2. (10.15)

Proof Upon replacing t by t− λ and At by At − λI we can assume without loss of
generality that λ = 0. Since then t ≥ mt > 0 and At ≥ mt·I by Proposition 10.4(iii),
we have A−1

t ∈ B(H). For x ∈D(t), we compute
∥∥A

1/2
t

(
x − A−1

t u
)∥∥2 = 〈

A
1/2
t

(
x − A−1

t u
)
,A

1/2
t

(
x − A−1

t u
)〉

= 〈
A

1/2
t x,A

1/2
t x

〉 − 〈
A

−1/2
t u,A

1/2
t x

〉

− 〈
A

1/2
t x,A

−1/2
t u

〉 + 〈
A

−1/2
t u,A

−1/2
t u

〉

= t[x] − 〈u,x〉 − 〈x,u〉 + 〈
A−1
t u,u

〉 = Ju(x) + 〈
A−1
t u,u

〉
.

From this equation it follows that Ju attains its minimum at x if and only if
‖A1/2

t (x − A−1
t u)‖ = 0, that is, if x = xu := A−1

t u. Further, this minimum is equal

to −〈A−1
t u,u〉 = −〈xu,Atxu〉= −‖A1/2

t xu‖2= −t[xu]. �

Suppose that t is a densely defined lower semibounded closed form on H and
λ < mt. Then λ ∈ ρ(At). We consider the following abstract boundary problem:

Given u ∈H, find x ∈D(t) such that

t[x, y] − λ〈x, y〉 = 〈u,y〉 for all y ∈D(t). (10.16)

By Definition 10.4, Eq. (10.16) holds if and only if x ∈ D(At) and Atx = λx + u.
Since λ ∈ ρ(At), problem (10.16) has a unique solution xu = (At − λI)−1u.

Theorem 10.9 states that this abstract boundary problem (10.16) is equivalent to
the following variational problem:

Given u ∈H, minimize the (nonlinear) functional

Ju(x) = t[x] − λ‖x‖2 − 2 Re〈u,x〉 for x ∈D(t). (10.17)

Thus, both problems (10.16) and (10.17) are equivalent reformulations of the equa-
tion Atx − λx = u in terms of the form t, and they have the same unique solution

xu = (At − λI)−1u.
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That both problems (10.16) and (10.17) (and so their special cases considered
in Sect. 10.6 below) are uniquely solvable and that their solutions coincide follows
already from elementary Hilbert space theory without using the operator At.

Indeed, since λ < mt and t is closed, D(t) is a Hilbert space Dt with scalar
product (·, ·)t := (t−λ)[·, ·] and norm |·|t. Since the linear functional Fu(·) := 〈·, u〉
is continuous on Dt, by Riesz’ theorem it is of the form (·, xu)t for some unique
vector xu ∈ Dt. This means that xu is the unique solution of the boundary problem
(10.16). Further, we have

|x − xu|2t = |xu|2t + |x|2t − 2 Re(x, xu)t = |xu|2t + (t− λ)[x] − 2 Re〈x,u〉
= |xu|2t + Ju(x).

Hence, the minimum of Ju is attained at xu, and it is −|xu|2t = −t[xu] + λ‖xu‖2.
That is, xu is the unique solution of the variational problem (10.17).

10.3 Order Relations for Self-adjoint Operators

In this section we use forms to define an order relation ≥ for self-adjoint operators.

Definition 10.5 Let A and B be symmetric operators on Hilbert spaces G and K,
respectively, such that G is a subspace of K. We shall write A � B (and B � A) if
D(A) ⊆ D(B) and 〈Ax,x〉 ≥ 〈Bx,x〉 for all x ∈D(A).

If A and B are self-adjoint operators, we write A ≥ B (and B ≤ A) if D[A] ⊆
D[B] and A[x] ≥ B[x] for all x ∈ D[A].

Obviously, for bounded self-adjoint operators defined on the same Hilbert space
G = K, both relations ≥ and � are the same.

If A is self-adjoint, it follows at once from Proposition 10.4(iii) that the relations
A ≥ m·I and A � m·I are equivalent.

If A and B are positive self-adjoint operators, by (10.12) we have

A ≥ B if and only if D
(
A1/2) ⊆ D

(
B1/2) and

∥∥A1/2x
∥∥ ≥ ∥∥B1/2x

∥∥, x ∈D
(
A1/2).

Lemma 10.10 If A and B are lower semibounded self-adjoint operators, then:

(i) A ≥ B if and only if D(A) ⊆ D[B] and A[y] ≥ B[y] for all y ∈D(A).
(ii) If A � B , then A ≥ B .

Proof Upon adding a multiple of the identity we can assume that A ≥ 0 and B ≥ 0.
(i): Since D(A) ⊆ D[A], the only if implication is trivial.
We prove the converse direction. From the above condition it follows that

∥∥A1/2y
∥∥ ≥ ∥∥B1/2y

∥∥ for y ∈ D(A) ⊆ D[B]. (10.18)
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Let x ∈ D(A1/2). Since D(A) is a core for A1/2, there is a sequence (xn)n∈N
from D(A) such that limn xn = x and limn A1/2xn = A1/2x. Applying (10.18) to
y = xn − xk , it follows that (B1/2xn) is a Cauchy sequence. Since B1/2 is closed,
we have x ∈D(B1/2) and limn B1/2xn = B1/2x. Setting y = xn in (10.18) and pass-
ing to the limit, we get ‖A1/2x‖ ≥ ‖B1/2x‖. This proves that A ≥ B .

(ii): Since A � B , we have ‖A1/2y‖2 = 〈Ay,y〉 ≥ 〈By,y〉 = ‖B1/2y‖2 for y in
D(A) ⊆D(B) ⊆D[B], that is, (10.18) holds. Hence, A ≥ B by (i). �

For semibounded self-adjoint operators, the order relation ≥ is finer and more
important than the relation �. We illustrate this by the following simple example.

Example 10.2 Let T be the set of self-adjoint extensions of a densely defined pos-
itive symmetric operator T on H. If A,B ∈ T and A � B , then D(A) ⊆ D(B), and
hence A = B , because A and B are restrictions of T ∗. That is, in the set T the re-
lation � is trivial, since A � B is equivalent to A = B . We shall see in Sects. 13.4
and 14.8 that the relation ≥ is not trivial in T ! For instance, the Friedrichs extension
defined in the next section is the largest element of T with respect to ≥.

The technical ingredient for our next results is the following lemma which relates
the form of a positive invertible self-adjoint operator to the form of its inverse.

Lemma 10.11 If T is a positive self-adjoint operator such that N (T ) = {0}, then

t
′
T −1[x] = sup

{∣∣〈x, y〉∣∣2
T [y]−1 : y ∈D[T ], y �= 0

}
for x ∈ H, (10.19)

where t′
T −1 [x] := T −1[x] if x ∈ D[T −1] and t′

T −1 [x] := +∞ if x /∈ D[T −1].

Proof First, let us note that T −1 is self-adjoint by Corollary 1.9, and D[T −1] =
D(T −1/2), because (T −1)1/2 = T −1/2 (see Exercise 5.9). Fix a nonzero x ∈ H.

Let y ∈D[T ] =D(T 1/2), y �= 0. If x ∈D[T −1], we have
∣∣〈x, y〉∣∣2 = ∣∣〈T −1/2x,T 1/2y

〉∣∣2 ≤ ∥∥T −1/2x
∥∥2∥∥T 1/2y

∥∥2 = t
′
T −1 [x]T [y].

(10.20)

Inequality (10.20) holds trivially if x /∈ D[T −1], because then t′
T −1 [x] = +∞ and

T [y] = ‖T 1/2y‖2 �= 0 by the assumption N (T ) = {0}.
Put En := ET ((n−1, n)) for n ∈ N, where ET is the spectral measure of T .

Then Enx ∈ D(T −1). Setting yn := T −1Enx, we have T [yn] = ‖T −1/2Enx‖2 and
|〈x, yn〉|2 = ‖T −1/2Enx‖4. Since x �= 0, T [yn] �= 0 for large n, and hence

∣
∣〈x, yn〉

∣
∣2

T [yn]−1 = ∥
∥T −1/2Enx

∥
∥2 ↗ t

′
T −1 [x] as n → ∞. (10.21)

Equality (10.19) follows by combining (10.20) and (10.21). �

Corollary 10.12 Let A and B be self-adjoint operators on H such that A ≥ B ≥ 0
and N (B) = {0}. Then we have N (A) = {0} and B−1 ≥ A−1.



232 10 Semibounded Forms and Self-adjoint Operators

Proof Let x ∈ N (A). Then, 0 = 〈Ax,x〉 = ‖A1/2x‖2 ≥ ‖B1/2x‖2, so that we have
x ∈N (B1/2) ⊆N (B), and therefore x = 0. Thus, N (A) = {0}.

By formula (10.19), the relation A ≥ B implies that D[B−1] ⊆ D[A−1] and
B−1[x] ≥ A−1[x] for x ∈D[B−1], that is, B−1 ≥ A−1. �

The following corollary characterizes the order relation A ≥ B in terms of the
usual order relation for bounded self-adjoint operators of the resolvents.

Corollary 10.13 Let A and B be lower semibounded self-adjoint operators on a
Hilbert space H, and let λ ∈ R, λ < mA, and λ < mB . Then λ ∈ ρ(A) ∩ ρ(B), and
the relation A ≥ B holds if and only if (B − λI)−1 ≥ (A − λI)−1.

Proof By Proposition 10.4(iii), we have λ ∈ ρ(A) ∩ ρ(B). Since tA−λI = tA − λ

and tB−λI = tB − λ, the relation A ≥ B is equivalent to A − λI ≥ B − λI . Hence,
we can assume without loss of generality that λ = 0. Then we have A ≥ B ≥ 0 and
0 ∈ ρ(A) ∩ ρ(B), so by Corollary 10.12, A ≥ B is equivalent to B−1 ≥ A−1. �

Theorem 10.9 provides an elegant proof for the only if part in Corollary 10.13.
Indeed, let JA

u and JB
u denote the functional from Theorem 10.9 for tA resp. tB . If

A ≥ B , we have JA
u ≥ JB

u by Definition 10.5, and hence by Theorem 10.9,

−〈
(A − λI)−1u,u

〉 = minJA
u ≥ minJB

u = −〈
(B − λI)−1u,u

〉

for arbitrary u ∈ H, so that (B − λI)−1 ≥ (A − λI)−1.
The following assertion is usually called the Heinz inequality.

Proposition 10.14 Let A and B be self-adjoint operators on H. If A ≥ B ≥ 0, then
Aα ≥ Bα for any α ∈ (0,1).

Proof Let T be a positive self-adjoint operator. By Proposition 5.16 we have

∥∥T α/2x
∥∥2 = π−1 sinπα

∫ ∞

0
tα−1〈T (T + tI )−1x, x

〉
dt (10.22)

for x ∈ D(T α/2) and a vector x ∈ H is in D(T α/2) if and only and if the integral in
(10.22) is finite.

Since A ≥ B ≥ 0, for any t > 0, we have by Corollary 10.13,

A(A + tI )−1 = I − t (A + tI )−1 ≥ I − t (B + tI )−1 = B(B + tI )−1.

Therefore, by the preceding result, applied to T = A and T = B , we conclude that
D(Aα/2) ⊆ D(Bα/2) and ‖Aα/2x‖ ≥ ‖Bα/2x‖ for x ∈ D(Aα/2). By Definition 10.5
the latter means that Aα ≥ Bα . �

Example 10.3 (A ≥ B ≥ 0 does not imply A2 ≥ B2) For the operators A and B on
the Hilbert space C

2 given by the matrices

A =
(

2 1
1 1

)
and B =

(
1 0
0 0

)
,
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it is obvious that A ≥ B ≥ 0, but A2
� B2, since

A2 − B2 =
(

4 3
3 2

)
.

It can be even shown that Aα �≥ Bα for each α > 1. ◦

Proposition 10.14 is a result from the theory of operator monotone functions.
Detailed treatments of this theory can be found in [Dn1] and [Ao].

Recall that a Nevanlinna function is a holomorphic function f on the upper half-
plane C+ with nonnegative imaginary part (see Appendix F). By Theorem F.1 a
function f on C+ is a Nevanlinna function if and only if there are a finite positive
regular Borel measure μ on R and numbers a ∈R and b ≥ 0 such that

f (z) = a + bz +
∫

R

1 + tz

t − z
dμ(t) (10.23)

for z ∈ C+. The measure μ and the numbers a, b are uniquely determined by f .
Let J be an open interval on R. A measurable function f on J is called operator

monotone on J if f (A) ≤ f (B) for all self-adjoint operators A and B on a Hilbert
space H such that σ(A) ⊆ J , σ(B) ⊆ J , and A ≤ B . (In fact it suffices to assume
this for Hermitian matrices A and B of arbitrary size with eigenvalues in J .)

A complete characterization of operator monotone functions is given by the fol-
lowing result which is Löwner’s theorem [Lö]; see [Dn1, pp. 26 and 85] for a proof.

Theorem 10.15 A function f on an open interval J is operator monotone on J
if and only if there are numbers a ∈ R, b ≥ 0, and a finite positive regular Borel
measure μ on R satisfying μ(J ) = 0 such that f (z) is given by (10.23) for z ∈ J .

Since μ(J ) = 0, the holomorphic function f on C+ given by (10.23) admits
then an analytic continuation across the interval J into the lower half-plane.

Theorem 10.15 implies in particular that for each operator monotone function
on R, we have μ(R) = 0, so it is of the form f (z) = a + bz with a ∈R and b ≥ 0.

10.4 The Friedrichs Extension of a Semibounded Symmetric
Operator

In this section we use the form representation theorem (Theorem 10.7) to construct
a distinguished self-adjoint extension, called the Friedrichs extension, of a densely
defined lower semibounded symmetric operator T . This extension is the largest with
respect to the order relation ≥ among all lower semibounded self-adjoint extensions
of T . The crucial step of this construction is contained in the following lemma.

Lemma 10.16 If T is a densely defined lower semibounded symmetric operator,
then the form sT defined by sT [x, y] = 〈T x, y〉, x, y ∈D(sT ):=D(T ), is closable.
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Proof We write s for sT . Let Hs denote the completion of (D(s), 〈·,·〉s). By Propo-
sition 10.3, it suffices to show that the embedding Is : Hs → H is injective.

Let x ∈ N (Is). Since D(s) is dense in Hs, there is a sequence (xn)n∈N from
D(s) such that limn xn = x in Hs and limn Is(xn) = limn xn = Is(x) = 0 in H.
Using that T is symmetric for arbitrary y ∈D(T ), we compute

〈x, y〉s = lim
n→∞〈xn, y〉s = lim

n→∞
(
s[xn, y] + (1 − m)〈xn, y〉)

= lim
n→∞

(〈T xn, y〉 + (1 − m)〈xn, y〉) = lim
n→∞

〈
xn,

(
T + (1 − m)I

)
y
〉 = 0.

Since D(T ) = D(s) is dense in Hs, x = 0. Thus, Is is injective, and s is closed. �

The closure t := sT of sT is a densely defined lower semibounded closed form.
By Theorem 10.7, the operator At associated with this form is self-adjoint.

Definition 10.6 The operator At is called the Friedrichs extension of T and denoted
by TF .

The first assertion of the following theorem says that TF is indeed an extension
of the symmetric operator T .

Theorem 10.17 Let T be a densely defined lower semibounded symmetric operator
on a Hilbert space H.

(i) TF is a lower semibounded self-adjoint extension of T which has the same
greatest lower bound as T .

(ii) If S is another lower semibounded self-adjoint extension of T , then TF ≥ S

and tTF
= sT ⊆ tS = sS .

(iii) D(TF ) = D(T ∗)∩D(sT ) and TF = T ∗ � D(sT ). Moreover, TF is the only self-
adjoint extension of T with domain contained in D(sT ).

(iv) (T + λI)F = TF + λI for λ ∈R.

Proof (i): If x ∈D(T ), then tTF
[x, y] = sT [x, y] = 〈T x,y〉 for all y ∈ D(T ). From

Proposition 10.5(v), applied to the core D(T ) = D(sT ) of tTF
= sT , we obtain

T ⊆ TF . Clearly, the greatest lower bound of T coincides with the greatest lower
bound of sF , so of sF , and hence of TF by Proposition 10.4(iii).

(ii): Let S be a lower semibounded self-adjoint extension of T . By (i), SF is a
self-adjoint extension of S, and so SF = S. Hence, sS = tSF

= tS by the definition
of SF . From S ⊇ T we obtain sS ⊇ sT , and hence tS = sS ⊇ sT = tTF

. The relation
tTF

⊆ tS implies that TF ≥ S according to Definition 10.5.
(iii): Since T ⊆ TF by (i), we have (TF )∗ = TF ⊆ T ∗, so TF = T ∗ � D(TF ) and

D(TF ) ⊆ D(T ∗) ∩ D(sT ) =: D(R). Let R := T ∗ � D(R) and x ∈ D(R). Using the
symmetry of tTF

, formula (10.9), and the relations sT = tTF
and T ⊆ TF , we obtain

tTF
[x, y] = tTF

[y, x] = 〈TF y, x〉 = 〈x,T y〉 = 〈
T ∗x, y

〉 = 〈Rx,y〉
for y ∈D(T ). Applying again Proposition 10.5(v) with D = D(T ), we get R ⊆ TF ,
and so D(R) ⊆ D(TF ). Thus, we have shown that D(TF ) = D(T ∗) ∩D(sT ).
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Let S be an arbitrary self-adjoint extension of T such that D(S) ⊆ D(sT ).
Clearly, T ⊆ S implies that S = S∗ ⊆ T ∗, so D(S) ⊆ D(T ∗) ∩ D(sF ) = D(TF ).
Since S = T ∗ � D(S) and TF = T ∗ � D(TF ), we get S ⊆ TF . Hence, S = TF .

(iv): Since sT +λI = sT +λ, t(T +λI)F = sT +λI = sT +λ = tTF
+λ = tTF +λI , and

hence (T + λI)F = TF + λI . �

10.5 Examples of Semibounded Forms and Operators

Let us begin with a simple but standard example for the Friedrichs extension.

Example 10.4 (Friedrichs extension of A = − d2

dx2 on D(A) = H 2
0 (a, b), a, b ∈ R)

From Example 1.4 we know that A is the square T 2 of the symmetric operator

T = −i d
dx

with domain D(T ) = H 1
0 (a, b) in L2(a, b) and A∗ = − d2

dx2 on D(A∗) =
H 2(a, b). Thus, A is a densely defined positive symmetric operator, and

sA[f ] = 〈Af,f 〉 = ‖Tf ‖2 = ∥∥f ′∥∥2 for f ∈D(sA) =D(A) = H 2
0 (a, b).

Hence, the form norm of sA coincides with the norm of the Sobolev space H 1(a, b).
Since C∞

0 (a, b) ⊆ H 2
0 (a, b), the completion D(sA) of (D(sA),‖·‖sA

) is H 1
0 (a, b).

Therefore, by Theorem 10.17(iii), the Friedrichs extension AF of A is the restriction
of A∗ to D(sA), that is,

AF f = −f ′′ for f ∈D(AF ) = {
f ∈ H 2(a, b) : f (a) = f (b) = 0

}
.

By Theorem D.1, the embedding of H 1
0 (a, b) =D(tAF

) into L2(a, b) is compact. It
follows therefore from Proposition 10.6 that AF has a purely discrete spectrum. One
easily computes that AF has the orthonormal basis {fn : n ∈ N} of eigenfunctions:

AF fn = π2(b − a)−2n2fn, where fn(x) = √
2(b − a)−1/2 sinπn

x − a

b − a
, n ∈ N.

The smallest eigenvalue of AF is π2(b − a)−2, so we have AF ≥ π2(b − a)−2·I .
Hence, tAF

≥ π2(b − a)−2, which yields the Poincaré inequality (see, e.g., (D.1))
∥
∥f ′∥∥ ≥ π(b − a)−1‖f ‖ for f ∈D[AF ] = H 1

0 (a, b). (10.24)
◦

Before we continue with other ordinary differential operators, we treat a simple
operator-theoretic example.

Example 10.5 Let T be a linear operator of a Hilbert space (H1, 〈·,·〉1) into a
Hilbert space (H2, 〈·,·〉2). Define a positive form t by

t[x, y] = 〈T x,T y〉2, x, y ∈D(t) := D(T ). (10.25)

Taking m = 0 as a lower bound of t, by (10.4) and (1.4), we have

‖x‖2
t = ‖T x‖2

2 + ‖x‖2
1 = ‖x‖2

T , x ∈ D(t),
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that is, form norm ‖ · ‖t and graph norm ‖ · ‖T coincide on D(t) =D(T ). Therefore,
the form t is closed if and only the operator T is closed. Likewise, t is closable if and
only if T is. In the latter case, we have t[x, y] = 〈T x,T y〉2 for x, y ∈D(t) =D(T ).
Further, a linear subspace of D(t) is a core of t if and only if it is a core of T .

Statement If D(T ) is dense in H1 and the operator T is closed, then At = T ∗T .

Proof For x ∈ D(At) and y ∈ D(T ), we have 〈T x,T y〉2 = t[x, y] = 〈Atx, y〉1.
This implies that T x ∈ D(T ∗) and T ∗T x = Atx. Thus, At ⊆ T ∗T . Since At is
self-adjoint and T ∗T is obviously symmetric, we get At = T ∗T . �

By Proposition 10.4(iv), D(At) =D(T ∗T ) is a core for t and so for T . Thus, we
have given another proof of Proposition 3.18(ii), which states that the operator T ∗T
is self-adjoint and D(T ∗T ) is a core for the densely defined closed operator T . ◦

Example 10.6 We apply the preceding example to the closed operators T = −i d
dx

with different domains in the Hilbert space L2(a, b), where a, b ∈R, a<b. The form
t is always given by the same expression

t[f,g] = 〈−if ′,−ig′〉 for f,g ∈D(t):=D(T ).

We define the operators T0 = −i d
dx

and T(α,β) = −i d
dx

for (α,β) ∈C
2 with domains

D(T0) := H 1
0 (a, b) and D(T(α,β)) = {

f ∈ H 1(a, b) : αf (a) = βf (b)
}
.

Since the functionals f (a) and f (b) on H 1(a, b) are continuous by Lemma 1.12,
the operators T0 and T(α,β) are closed. Similarly as in Example 1.4, we derive

T ∗
(0,0) = T0, T ∗

0 = T(0,0), and T ∗
(α,β) = T(β,α) for (α,β) �= (0,0).

Therefore, we obtain

D
(
T ∗

0 T0
) = {

f ∈ H 2(a, b) : f (a) = f (b) = 0
}
,

D
(
T0T

∗
0

) = {
f ∈ H 2(a, b) : f ′(a) = f ′(b) = 0

}
,

D
(
T ∗

(α,β)T(α,β)

) = {
f ∈ H 2(a, b) : αf (a) = βf (b), βf ′(a) = αf ′(b)

}

for (α,β) �= (0,0). By Example 10.5, the self-adjoint operator At associated with

the form t on D(t) = D(T ) is T ∗T . That is, Atf = − d2

dx2 with D(At) = D(T ∗T ),

where T is T0, T ∗
0 or T(α,β). In particular, T ∗

0 T0 is the differential operator − d2

dx2

with Dirichlet boundary conditions f (a) = f (b) = 0, while T0T
∗

0 is the operator

− d2

dx2 with the Neumann boundary conditions f ′(a) = f ′(b) = 0.
Clearly, T ∗

0 T0 is the Friedrichs extension AF of the operator A from Exam-
ple 10.4. Since A has finite deficiency indices, by Corollary 8.13 all other self-
adjoint extensions of A, in particular all above operators T ∗T , have purely discrete
spectra as well. Let λn(T

∗T ), n ∈ N, denote the eigenvalues of T ∗T enumerated
with multiplicities in increasing order. Since T ∗T ≤ AF by Theorem 10.17(ii), from
Corollary 12.3 below we conclude that λn(T

∗T ) ≤ π2(b − a)−2n2 for n ∈ N. ◦
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Example 10.7 In this example we keep the domain D(t) = H 1(R) fixed, and we
change the form t by adding a quadratic form of point evaluations.

Let a, b ∈ R, a < b, α,γ ∈R, β ∈ C. We define the form t on D(t) = H 1(R) by

t[f,g] = 〈−if ′,−ig′〉 + αf (a)g(a) + βf (a)g(b) + β f (b)g(a) + γf (b)g(b).

From the continuity of the functionals f (a) and f (b) on H 1(R) (by Lemma 1.12)
it follows easily that the form t is lower semibounded and that the form norm of t is
equivalent to the Hilbert space norm of H 1(R). Hence, t is a closed form.

Statement At is the operator − d2

dx2 with domain

D(At) = {
f ∈ H 2(−∞, a) ⊕ H 2(a, b) ⊕ H 2(b,+∞) : f (a+) = f (a−),

f (b+) = f (b−), f ′(b+) − f ′(b−) = βf (a) + γf (b),

f ′(a+) − f ′(a−) = αf (a) + βf (b)
}
.

Proof Define T0 = − d2

dx2 on D(T0) = {f ∈ H 2(R) : f (a) = f (b) = f ′(a) =
f ′(b) = 0}. As in Example 1.6, it follows that the adjoint operator T ∗

0 acts by
T ∗

0 f = −f ′′ for f ∈ D(T ∗
0 ) = H 2(−∞, a) ⊕ H 2(a, b) ⊕ H 2(b,+∞).

Let g ∈ H 1(R) and f ∈ D(T ∗
0 ). Since f ′(+∞) = f ′(−∞) = 0 by Lemma 1.11,

we obtain by partial integration

t[f,g] − 〈−f ′′, g
〉 = f ′(a−)g(a) + f ′(b−)g(b) − f ′(a+)g(a) − f ′(b+)g(b)

+ αf (a)g(a) + βf (a)g(b) + βf (b)g(a) + γf (b)g(b).

We use this equality two times. First, if f ∈ D(T0), it yields t[f,g] = 〈T0f,g〉 for
all g ∈ D(t), so that Atf = T0f . That is, we have T0 ⊆ At, and hence At ⊆ T ∗

0 .
Since D(At) ⊆D(t) = H 1(R), all functions from D(At) are continuous on R.

Now let f ∈ D(T ∗
0 ). Then f ∈ D(At) if and only if the expression after the

equality sign is zero. Since the numbers g(a) and g(b) are arbitrary if g runs through
H 1(R), this is true if and only if the coefficients of g(a) and g(b) vanish, that is, if
f satisfies the boundary conditions of the domain D(At). � ◦

Example 10.8 (Forms associated with Sturm–Liouville operators) Let J be an
open interval of R, and H = L2(J ). Let p and q be real functions from L∞(J ).
Suppose that there is a constant c > 0 such that p(x) ≥ c a.e. on J .

We define the symmetric form t on D(t) = H 1(J ) by

t[f,g] =
∫

J
p(x)f ′(x)g′(x) dx +

∫

J
q(x)f (x)g(x) dx. (10.26)

If M is a constant such that |p(x)| ≤ M and |q(x)| ≤ M a.e. on J , we estimate

M‖f ‖2
H 1(J )

≥ t[f ] ≥ c
∥∥f ′∥∥2 − M‖f ‖2 = c‖f ‖2

H 1(J )
− (M + c)‖f ‖2.

From these inequalities we conclude that t is lower semibounded and that the form
norm (10.4) on D(t) is equivalent to the norm of H 1(J ). Therefore, t is closed. By
Theorem 10.7 the operator At is self-adjoint and lower semibounded.
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For all functions p and q as above, the form domain D(t) =D[At] is H 1(J ). But
as we shall see from formula (10.27), the domains of the corresponding operators
At can be quite different! We will meet this phenomenon again in Sect. 14.8.

Now suppose that q = 0 and J = (a, b), a, b ∈ R. We then describe the operator
At “explicitly”. Indeed, using integration by parts, it can be shown that

Atf = −(
pf ′)′

,

D(At) = {
f ∈ H 1(J ) : pf ′ ∈ H 1(J ), f ′(a) = f ′(b) = 0

}
.

(10.27)

That the operator At from (10.27) is self-adjoint can be also derived from
Lemma 10.18 below. We sketch this argument. Indeed, we define T := −i d

dx
on

D(T ) = H 1(J ) and S := p1/2Tp1/2. Since T is closed, S is closed, and we have
S∗ = p1/2T ∗p1/2 by Lemma 10.18, applied with B = p1/2. Hence, S∗S is self-
adjoint, and so is p−1/2S∗Sp−1/2 by Lemma 10.18, now applied with B = p−1/2.
Since T ∗ = T0 = −i d

dx
on D(T0) = H 1

0 (J ), we have p−1/2S∗Sp−1/2 = T0pT , and
this is just the operator At given by (10.27). ◦

Lemma 10.18 Suppose that B ∈ B(H) has a bounded inverse B−1 ∈ B(H). If T

is a densely defined operator on H, then (B∗T B)∗ = B∗T ∗B . If T is closed or
self-adjoint, so is B∗T B .

Proof Put S := B∗T B . Clearly, S∗ ⊇ B∗T ∗B . Let x ∈ D(S∗). It suffices to prove
that x ∈ D(B∗T ∗B). If y ∈D(T ), then y′ := B−1y ∈D(T B) =D(S), and

〈Ty,Bx〉 = 〈
B∗Ty, x

〉 = 〈
Sy′, x

〉 = 〈
y′, S∗x

〉 = 〈
B−1y,S∗x

〉 = 〈
y,

(
B−1)∗

S∗x
〉
.

From this it follows that Bx ∈ D(T ∗). Thus, x ∈ D(T ∗B) =D(B∗T ∗B).
If T is closed, then T ∗∗ = T , and hence (B∗T B)∗∗ = B∗T ∗∗B = B∗T B by the

preceding, that is, B∗T B is also closed. �

10.6 Dirichlet and Neumann Laplacians on Domains of Rd

Let Ω be an open subset of R
d . In this section we apply the theory of forms to

develop two operator realizations on the Hilbert space H = L2(Ω) of the Laplacian

L = −Δ = − ∂2

∂x2
1

− · · · − ∂2

∂x2
d

.

For this, some results on Sobolev spaces on Ω from Appendix D are essentially
used. Recall that the minimal operator Lmin and the maximal operator Lmax associ-
ated with L have been defined in Sect. 1.3.2.
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10.6.1 Laplacian with Dirichlet Boundary Condition

To begin with, we define a positive form t with domain D(t) = H 1
0 (Ω) by

t[u,v] =
∫

Ω

∇u · ∇v dx ≡
∫

Ω

(∂1u∂1v + · · · + ∂du∂dv) dx. (10.28)

Then ‖u‖2
t = t[u]+ ‖u‖2 = ‖u‖2

H 1
0 (Ω)

, that is, the form norm ‖·‖t is just the Hilbert

space norm of H 1
0 (Ω). Therefore, (D(t),‖·‖t) is complete, and hence t is closed.

To derive the next formula (10.29), we argue as in the proof of Lemma 1.13.
Let u,v ∈ D(Lmin) = C∞

0 (Ω). We choose a bounded open set Ω̃ ⊆ Ω with C∞-
boundary such that suppu ⊆ Ω̃ and suppv ⊆ Ω̃ . Applying the Green formula (D.5)
twice to Ω̃ and using that all boundary terms on ∂Ω̃ vanish, we compute

〈Lminu,v〉 = 〈−Δu,v〉 = t[u,v] = 〈u,−Δv〉 = 〈u,Lminv〉. (10.29)

This shows that Lmin is a positive symmetric operator on H and that its form sLmin

(defined in Lemma 10.16) is the restriction of the form t to C∞
0 (Ω). Since C∞

0 (Ω)

is dense in H 1
0 (Ω), t is the closure of sLmin . Therefore, by Definition 10.6, the asso-

ciated operator At is the Friedrichs extension of Lmin, and D[At] =D(t) = H 1
0 (Ω).

We call the positive self-adjoint operator At = (Lmin)F the Dirichlet Laplacian on
Ω and denote it by −ΔD .

For general open sets Ω , the Dirichlet Laplacian −ΔD refers to vanishing bound-
ary values at ∂Ω in the sense that C∞

0 (Ω) is a form core for −ΔD . If the open set Ω

is C1, the trace map γ0 is defined on H 1(Ω) and H 1
0 (Ω) = {u ∈ H 1(Ω) : γ0(u) = 0}

by Theorem D.6. In this case any function f from the domain D(−ΔD) ⊆D[At] =
H 1

0 (Ω) has vanishing boundary values γ0(f ) ≡ f � ∂Ω = 0 at ∂Ω .
Recall from formula (1.22) that (Lmin)

∗ = Lmax, where Lmaxf = −Δf for f in
D(Lmax) = {f ∈ L2(Ω) : Δf ∈ L2(Ω)}. Therefore, by Theorem 10.17(iii),

D(−ΔD) =D(Lmax) ∩ H 1
0 (Ω),

−ΔDf = Lmaxf for f ∈ D(−ΔD).
(10.30)

If f ∈ H 2(Ω), then obviously Δf ∈ L2(Ω), so that f ∈D(Lmax). That is,

H 2(Ω) ∩ H 1
0 (Ω) ⊆D(−ΔD). (10.31)

In general, the domain D(Lmax) is much larger than H 2(Ω), see, e.g., Exercise 11.a.
Now we turn to the two fundamental problems (10.16) and (10.17) of Sect. 10.2.

Suppose that λ < mt. Then λ ∈ ρ(−ΔD). Inserting the definition (10.28) of the
form t and replacing h by h in (10.16), these problems are the following:

Given g ∈ L2(Ω), to find f ∈ H 1
0 (Ω) such that

∫

Ω

∇f · ∇hdx − λ

∫

Ω

f hdx =
∫

Ω

ghdx for all h ∈ H 1
0 (Ω), (10.32)

or to find f ∈ H 1
0 (Ω) which minimizes the functional

∫

Ω

(|∇f |2 − λ|f |2)dx −
∫

Ω

(gf + f g)dx. (10.33)
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These problems are referred to as the weak Dirichlet problem and the variational
Dirichlet problem for the Laplacian on Ω , respectively. It should be emphasized
that in (10.32) and (10.33) only first-order derivatives occur. From Sect. 10.2 we
know that both problems have the same unique solution given by

f = (At − λI)−1g = (−ΔD − λI)−1g. (10.34)

This function f is called a weak solution of the equation (−ΔD − λ)f = g. The
word “weak” stems from the fact that −ΔD acts on f ∈ D(−ΔD) = H 1

0 (Ω) ∩
D(Lmax) in distributional sense. The question of when a weak solution is “smooth
enough”, and thus a classical solution is the so-called regularity problem which is
treated in many books (see, e.g., [Ag, Br, LM]). A typical result reads as follows:

If Ω is bounded and of class Cm for sufficiently large m, g ∈ Hn(Ω), n, k ∈N0,
and n + 2 − k > d/2, then f ∈ Hn+2(Ω) ⊆ Ck(Ω).

From now on we assume that Ω is bounded. Then the embedding of H 1
0 (Ω)

into L2(Ω) is compact (by Theorem D.1) and (H 1
0 (Ω),‖·‖H 1

0 (Ω)) = (D(t),‖ · ‖t).
Therefore, it follows from Proposition 10.6 that the operator −ΔD has a purely
discrete spectrum.

Further, by the Poincaré inequality (D.1), we have t ≥ c, and hence −ΔD ≥ c·I
for some constant c = cΩ > 0. Therefore, σ(−ΔD) ⊆ [c,+∞). In particular, we
have 0 ∈ ρ(−ΔD), so we can set λ = 0 in problems (10.32) and (10.33).

From now on we suppose that Ω is bounded and of class C2 (see Appendix D).
Then, by Theorem D.10(i), for each g ∈ L2(Ω), the solution f = (−ΔD + I )−1g

of problem (10.32) with λ = −1 is in H 2(Ω). Thus, D(−ΔD) ⊆ H 2(Ω). Hence,
combining (10.30) and (10.31), it follows that

D(−ΔD) = H 2(Ω) ∩ H 1
0 (Ω). (10.35)

Next, we prove that on D(−ΔD) the graph norm of −ΔD and the norm ‖·‖H 2(Ω)

are equivalent. Since the trace map γ0 is continuous on H 1(Ω) and hence on H 2(Ω)

and H 1
0 (Ω) = N (γ0) by Theorem D.6, H 2(Ω) ∩ H 1

0 (Ω) is a closed subspace of
H 2(Ω). Hence, D(−ΔD) = H 2(Ω) ∩ H 1

0 (Ω) is complete in the graph norm of
−ΔD and also in the norm ‖ · ‖H 2(Ω). Clearly, ‖−ΔD · ‖ ≤ ‖ · ‖H 2(Ω). Therefore,
by the closed graph theorem, both norms are equivalent.

By definition, C∞
0 (Ω) is dense in D(Lmin) with respect to the graph norm of

−ΔD and in H 2
0 (Ω) with respect to the norm ‖ · ‖H 2(Ω). The equivalence of both

norms implies that D(Lmin) = H 2
0 (Ω).

We summarize some of the preceding results in the following theorem.

Theorem 10.19 Suppose that Ω ⊆R
d is an open bounded set of class C2. Then the

Dirichlet Laplacian −ΔD is the positive self-adjoint operator on L2(Ω) defined by

(−ΔD)f = −Δf for f ∈ D(−ΔD) = H 2(Ω) ∩ H 1
0 (Ω).

It is the Friedrichs extension of the operator Lmin with domain D(Lmin) = H 2
0 (Ω).

The graph norm of −ΔD is equivalent to the norm ‖ · ‖H 2(Ω) on D(−ΔD).
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The form of −ΔD is given by (10.28), and the form Hilbert space D[−ΔD] is
the Sobolev space H 1

0 (Ω). The operator −ΔD has a purely discrete spectrum con-
tained in [cΩ,+∞), where cΩ > 0 is the constant occurring in the Poincaré in-
equality (D.1).

10.6.2 Laplacian with Neumann Boundary Condition

In this subsection we assume that Ω ⊆ R
d is a bounded open set of class C2 (see

Appendix D). Let ν denote the outward normal unit vector to ∂Ω . By Theorem D.7
any function u ∈ H 2(Ω) has well-defined boundary values γ1(u) = ∂u

∂ν
� ∂Ω .

As in the preceding subsection, we define a positive form t by (10.28) but now on
the domain D(t) = H 1(Ω). Then the form norm of t is the norm of H 1(Ω). Hence,
t is closed. The positive self-adjoint operator At associated with this form t is called
the Neumann Laplacian on Ω and denoted by −ΔN . This name and this notation
will be justified by formula (10.39) for the domain D(−ΔN) given below.

Let us begin with the problems (10.16) and (10.17). We now have mt = 0 and
hence m−ΔN

= 0, since t[1,1] = 0. Hence, in contrast to the Dirichlet Laplacian,
we cannot take λ = 0. Assume that λ < 0. The problems (10.16) and (10.17) are as
follows:

Given g ∈ L2(Ω), to find f ∈ H 1(Ω) such that
∫

Ω

∇f · ∇hdx − λ

∫

Ω

f hdx =
∫

Ω

ghdx for all h ∈ H 1(Ω), (10.36)

or to find f ∈ H 1(Ω) such that f minimizes the functional
∫

Ω

(|∇f |2 − λ|f |2)dx −
∫

Ω

(gf + f g)dx. (10.37)

These problems are called the weak Neumann problem and the variational Neumann
problem for the Laplacian on Ω . Both problems have the same unique solution

f = (At − λI)−1g = (−ΔN − λI)−1g.

Now we turn to the description of the domain of the self-adjoint operator −ΔN .
Arguing as in the preceding subsection by using the Green formula (D.5), we

derive t[u,v] = 〈Lminu,v〉 for u ∈ C∞
0 (Ω) and v ∈ H 1(Ω). Therefore, by the defi-

nition of At we obtain Lmin ⊆ At = −ΔN . Hence, −ΔN ⊆ (Lmin)
∗ = Lmax.

Next, we prove that a function f ∈ H 2(Ω) is in the domain D(−ΔN) if and
only if it satisfies the Neumann boundary condition γ1(f ) ≡ ∂f

∂ν
= 0 on ∂Ω . Indeed,

since f ∈ H 2(Ω), we have f ∈D(Lmax), and the Green formula (D.5) implies

t[f, v] − 〈Lmaxf, v〉 =
∫

∂Ω

∂f

∂ν
v dσ for v ∈D(t) = H 1(Ω), (10.38)

where dσ is the surface measure on ∂Ω . Therefore, by Definition 10.4, f be-
longs to D(At) = D(−ΔN) if and only if the integral in (10.38) vanishes for all
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v ∈ H 1(Ω). From the definition of the class C2 (see Appendix D) it follows easily
that for each point x ∈ ∂Ω , there is a neighborhood Ux such that γ0(H

1(Ω)) is
dense in L2(∂Ω ∩Ux,dσ). Hence, γ0(H

1(Ω)) is dense in L2(∂Ω,dσ). Therefore,
by (10.38), f ∈D(−ΔN) if and only if γ1(f ) ≡ ∂f

∂ν
= 0 σ -a.e. on ∂Ω .

In order to derive a complete description of the domain D(−ΔN), we apply the
regularity Theorem D.10(ii) for the Neumann problem to conclude that any solution
f = (−ΔN + I )−1g of problem (10.36), where g ∈ L2(Ω), belongs to H 2(Ω).
Hence, D(−ΔN) ⊆ H 2(Ω). Therefore, by the result of the preceding paragraph,

D(−ΔN) =
{
f ∈ H 2(Ω) : γ1(f ) ≡ ∂f

∂ν
� ∂Ω = 0

}
. (10.39)

Since the embedding of H 1(Ω) = (D(t),‖ · ‖t) into L2(Ω) is compact according
to Theorem D.4, the operator At = −ΔN has a purely discrete spectrum by Propo-
sition 10.6.

Summarizing the preceding, we have proved the following theorem.

Theorem 10.20 Let Ω ⊆ R
d be an open bounded set of class C2. Then the Neu-

mann Laplacian −ΔN is the positive self-adjoint operator on L2(Ω) which acts by
(−ΔN)f = −Δf for f in the domain (10.39). The form Hilbert space D[−ΔN ] is
the Sobolev space H 1(Ω), and the form of −ΔN is given by (10.28). The operator
−ΔN has a purely discrete spectrum contained in [0,+∞).

The Dirichlet Laplacian was defined as the Friedrichs extension of the minimal
operator Lmin. It can be shown that the Neumann Laplacian can be obtained in a
similar manner as the Friedrichs extension of the operator LN = −Δ with domain

D
(
LN

) =
{
f ∈ C∞(Ω) : ∂f

∂ν
� ∂Ω = 0

}
,

where C∞( Ω) denotes the set of f ∈ C∞(Ω) all of whose partial derivatives can
be extended continuously to the closure Ω of Ω .

Indeed, for f,g ∈ D(LN), the boundary integral in the Green formula (D.5) van-
ishes, and we obtain 〈LNf,g〉 = t[f,g]. Hence, LN is a densely defined positive
symmetric operator whose form sLN (defined by Lemma 10.16) is the restriction
to D(LN) of t. It can be shown that D(LN) is dense in the Sobolev space H 1(Ω).
Taking this for granted, it follows that D(LN) is a core for the form t. Therefore,
the Friedrichs extension (LN)F coincides with the operator At = −ΔN .

The one-dimensional Examples 10.6 and 10.7 suggest that other types of bound-
ary conditions can be treated in this manner. For instance, there are mixed boundary
conditions (that is, a Dirichlet condition on a part Γ0 of the boundary and a Neu-
mann condition on the rest) and Robin conditions (that is, af + ∂f

∂ν
= 0 on ∂Ω for

some function a ∈ L∞(∂Ω,dσ)). In the first case one takes the form t defined by
(10.28) but on the domain {u ∈ H 1(Ω) : γ0(u) = 0 on Γ0}, while in the second case
the integral

∫
∂Ω

auv dσ has to be added in the definition (10.28) of t. For details,
we refer to the literature on elliptic differential operators.
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10.7 Perturbations of Forms and Form Sums

In this section we develop the form counterpart of the Kato–Rellich perturbation
Theorem 8.5, and we use it to define form sums of self-adjoint operators.

We begin with some definitions on relatively bounded forms.

Definition 10.7 Let t be a lower semibounded symmetric form on a Hilbert
space H. A form s on H is called relatively t-bounded if D(t) ⊆ D(s) and there
exist nonnegative numbers a, b such that

∣
∣s[x]∣∣ ≤ a

∣
∣t[x]∣∣ + b‖x‖2 for all x ∈D(t). (10.40)

The t-bound βt(s) is then the infimum over all a ≥ 0 for which there exists a number
b ≥ 0 such that (10.40) is satisfied.

Let A and B be self-adjoint operators on H such that A is lower semibounded.
We say that B is relatively A-form bounded if the form tB is relatively tA-bounded.
Then the number βtA(tB) is called the A-form bound of B and denoted by βA(B).

It is easily checked that s is relatively t-bounded if and only if s is relatively
(t + c)-bounded for any real number c and that βt+c(s) = βt(s). Hence, we can
assume without loss of generality that t and A are positive.

The next theorem is usually called the KLMN theorem named after T. Kato,
P. Lax, J. Lions, A. Milgram, and E. Nelson.

Theorem 10.21 (KLMN theorem) Let A be a positive self-adjoint operator on a
Hilbert space H. Suppose that s is a relatively tA-bounded symmetric form on H
with tA-bound βtA(s) < 1, that is, D[A] ⊆ D(s), and there are nonnegative real
numbers a < 1 and b such that

∣∣s[x]∣∣ ≤ aA[x] + b‖x‖2 for x ∈ D[A]. (10.41)

Then there exists a unique self-adjoint operator C, called the form sum of A and s

and denoted by A +̇ s, such that

D[A] =D[C] and C[x, y] = A[x, y] + s[x, y] for x, y ∈D[C].
The operator C has a lower bound mC ≥ (1 − a)mA − b. Any core for the form tA,
in particular, any core for the operator A, is a core for the form tC .

Proof We define the form t̃ by t̃[x, y] = A[x, y] + s[x, y] for x, y ∈ D(t̃) := D[A].
Let x ∈D(t̃). Since A − mAI ≥ 0, (A − mAI)[x] ≥ 0. Using (10.41), we derive

t̃[x] = A[x] + s[x] ≥ A[x] − a A[x] − b‖x‖2

= (1 − a) (A − mAI)[x] + (
(1 − a)mA − b

)‖x‖2 ≥ (
(1 − a)mA − b

)‖x‖2.

Hence, t̃ is a lower semibounded symmetric form.
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Using assumption (10.41) twice, we obtain for x ∈D(t̃),

(1 − a)A[x] = A[x] − (
aA[x] + b‖x‖2) + b‖x‖2

≤ A[x] + s[x] + b‖x‖2 = t̃[x] + b‖x‖2 ≤ (1 + a)A[x] + 2b‖x‖2.

These inequalities show that the form norms ‖ · ‖t̃ and ‖ · ‖tA defined by (10.4)
are equivalent. Hence, t̃ is closed, because tA is closed. By the form representation
Theorem 10.7, there is a unique self-adjoint operator C such that t̃ = tC . Since the
form norms of t̃ and tA are equivalent, both forms have the same cores.

The number (1 − a)mA − b is a lower bound of t̃ = tC by the first inequality
proved above and hence of C by Proposition 10.4(iii). �

Proposition 10.22 Let A and B be lower semibounded self-adjoint operators such
that D[A] ∩D[B] is dense in the underlying Hilbert space H.

(i) There is a unique self-adjoint operator C, called the form sum of A and B

and denoted by A +̇ B , such that D[C] = D[A] ∩D[B] and tC = tA + tB . The
operator C is also lower semibounded, and mC ≥ min (mA,mB).

(ii) If x ∈ D(A)∩D(B), then x ∈ D(C) = D(A +̇B) and (A+B)x = (A +̇B)x =
Cx. That is, A + B ⊆ A +̇ B .

Proof (i): Since the lower semibounded form tA + tB is densely defined by assump-
tion and closed by Corollary 10.2, the assertion follows at once from Theorem 10.7.

(ii): For x ∈ D(A) ∩D(B) and y ∈ D[C], we have

C[x, y] = A[x, y] + B[x, y] = 〈Ax,y〉 + 〈Bx,y〉 = 〈
(A + B)x, y

〉
.

Therefore, by Proposition 10.5(i), x ∈D(C) and Cx = (A + B)x. �

The next proposition contains an application of form sums to Schrödinger oper-
ators.

Proposition 10.23 Let F be a finite subset of Rd , and V a nonnegative Borel func-
tion on R

d such that V ∈ L1(K) for each compact set K ⊆ R
d satisfying K ∩F = ∅.

Then the form sum (−Δ) +̇ V (x) is a positive self-adjoint operator on L2(Rd).

Proof Obviously, D := C∞
0 (Rd\F) is dense in L2(Rd). Let f ∈ D. Then suppf is

compact, and (suppf ) ∩F = ∅, so by the assumption we have
∫

suppf

V (x)
∣∣f (x)

∣∣2
dx =

∫

Rd

∣∣V 1/2(x)f (x)
∣∣2

dx < ∞,

that is, f ∈ D(V 1/2) = D[V ]. Hence, D[V ] ∩ D[−Δ] contains the dense subset D
of L2(Rd), so Proposition 10.22 applies. �

We illustrate the preceding proposition by two examples.
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Example 10.9 Let α1, . . . , αk ∈ R, s1, . . . , sk ∈ R
d , and let f1, . . . , fk be nonnega-

tive functions from L∞(Rd). Then the potential

V (x) = f1(x)

‖x − s1‖α1
+ · · · + fk(x)

‖x − sk‖αk

satisfies the assumptions of Proposition 10.23. Hence, the positive self-adjoint op-
erator (−Δ) +̇ V (x) on L2(Rd) exists. ◦

Example 10.10 (Form sum versus operator sum) Let ω ∈ C∞
0 (R) be a nonnegative

function such that suppω ⊆ [−2,2] and ω(x) = 1 for x ∈ [−1,1]. Let {rn : n ∈ N}
be an enumeration of the rational numbers, and 1/2 ≤ α < 1. We define V (x) = 0
if x is rational and

V (x) =
∞∑

n=1

2−n ω(x − rn)

|x − rn|α

if x is irrational. Since the integral of |ω(x − rn)||x − rn|−α over R is finite and
does not depend on n, Fatou’s Lemma B.3 implies that V ∈ L1(R). Thus, by Propo-

sition 10.23, the form sum (− d2

dx2 ) +̇ V (x) is a positive self-adjoint operator on

L2(R).
But the domain of the operator sum (− d2

dx2 ) + V (x) consists only of the zero

vector! Indeed, assume to the contrary that there is an f �= 0 in D(− d2

dx2 ) ∩ D(V ).

Since D(− d2

dx2 ) ⊆ C(R), there exist numbers n ∈ N,1 > ε > 0, and δ > 0 such that
|f (x)| ≥ δ on I := (rn − ε, rn + ε). Since 2α ≥ 1, we have

∫

R

∣∣V (x)f (x)
∣∣2

dx ≥ 2−2n

∫

I
δ2|x − rn|−2α dx = +∞.

Hence, f is not in the domain D(V ), which is a contradiction. ◦

A large class of potentials on R
3 for which the form sum −Δ +̇ V exists by the

KLMN theorem is the Rollnik class R, that is, the set of real Borel functions V

on R
3 satisfying

‖V ‖R :=
∫

R6

|V (x)V (y)|
‖x − y‖2

dx dy < ∞. (10.42)

It can be shown (see [RS2]) that if V ∈ R + L∞(R3), then V is relatively (−Δ)-
form bounded with (−Δ)-form bound zero. Hence, the form sum −Δ +̇V exists by
the KLMN Theorem 10.21. Further, we have L3/2(R3) ⊆R.

For instance, if γ ∈ R and α < 2, then V (x) := γ ‖x‖−α ∈ L3/2(R3) ⊆ R, and
hence the form sum −Δ +̇ V (x) exists. Recall that the operator sum −Δ + V (x)

is a self-adjoint operator on L2(R3) by the Kato–Rellich Theorem 8.5 when α < 3
2 .

That is, the KLMN theorem allows one to treat “stronger singularities” than the
Kato–Rellich theorem.

All operators At in Example 10.7 are in fact form sums of the operator − d2

dx2 and
some forms of point evaluations. Here we reconsider only the simplest case.
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Example 10.11 (Form sum − d2

dx2 +̇ αδ) Let T = −i d
dx

and A := T 2= − d2

dx2 be the

self-adjoint operators on L2(R) from Example 1.7. Then t[f,g] = 〈Tf,T g〉 for
f,g ∈D(t) := D(T ) defines a positive closed form, and we have At = A by Exam-
ple 10.5. For α ∈R, we define the form

sα[f,g] = αf (0)g(0) for f,g ∈D(sα) := D(T ) = H 1(R).

From Lemma 1.12 it follows that the form sα is relatively t-bounded with t-bound
zero. Therefore, by Theorem 10.21 the self-adjoint operator Cα := A +̇ sα exists.
We write symbolically A +̇αδ for this operator Cα . By the definition of Cα we have

Cα[f,g] = A[f,g] + sα[f,g] = 〈−if ′,−ig′〉 + αf (0)g(0).

The latter form is the special case of Example 10.7 with a = 0 and β = γ = 0, so
the statement therein describes the operator A +̇ αδ explicitly in terms of boundary
conditions. That is, we have (A +̇ αδ)f = −f ′′ for f in the domain

D(A +̇ αδ) = {
f ∈ H 2(−∞,0) ⊕ H 2(0,+∞) :
f (+0) = f (−0), f ′(+0) − f ′(−0) = αf (0)

}
. ◦

We close this section by developing an operator-theoretic example in detail.

Example 10.12 (Rank one form perturbations of self-adjoint operators) Through-
out this example we assume that A is a self-adjoint operator on H such that A ≥ I .
Then B := A−1 is a bounded positive self-adjoint operator.

Let F be a linear functional on D[A] =D(A1/2). We define the form sF by

sF [x, y] := F(x)F (y) for x, y ∈D(sF ) := D[A].

Statement 1 sF is relatively tA-bounded if and only if there is a vector u ∈ H such
that F(x) = 〈A1/2x,u〉, x ∈D[A]. If this is true, the tA-bound of sF is zero.

Proof The if assertion is easily verified. We carry out the proof of the only if part.
Assume that sF is relatively tA-bounded. Then there are positive constants a, b

such that (10.40) is satisfied. Since A ≥ I , (10.40) implies that
∣∣sF [x]∣∣ = ∣∣F(x)

∣∣2 ≤ (a + b)
∥∥A1/2x

∥∥2 for x ∈ D[A],
so F is a continuous linear functional on the Hilbert space (D[A], 〈A1/2·,A1/2·〉).
By the Riesz’ theorem there is a w ∈D[A] such that F(x) = 〈A1/2x,A1/2w〉 for all
x ∈D[A]. Setting u = A1/2w, we get F(·) = 〈A1/2·, u〉.

Let ε > 0 be given. Since the domain D(A1/2) is dense in H, we can find a vector
v ∈D(A1/2) such that ‖u − v‖ <

√
ε/2. Then we obtain

∣
∣sF [x]∣∣ = ∣

∣F(x)
∣
∣2 = ∣

∣〈A1/2x,u
〉∣∣2 = ∣

∣〈A1/2x,u − v
〉 + 〈

A1/2x,A−1/2A1/2v
〉∣∣2

≤ (∥∥A1/2x
∥∥
√

ε/2 + ‖x‖∥∥A1/2v
∥∥)2 ≤ ε

∥∥A1/2x
∥∥2 + 2

∥∥A1/2v
∥∥2‖x‖2.

This proves that sF has the tA-bound zero. �
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The vector u in Statement 1 is uniquely determined by F , since A1/2D[A] = H.
Now suppose that sF is relatively tA-bounded and α ∈ R. Then the tA-bound of

αsF is zero, hence, the form sum A +̇αsF exists by the KLMN Theorem 10.21. Let
F(·) = 〈A1/2·, u〉 be as in Statement 1 and assume in addition that ‖u‖ = 1 and

u /∈ D[A] = D
(
A1/2). (10.43)

Let T be the restriction of A to D(T ) := D(A) ∩ N (F ) = {x ∈ D(A) : F(x) = 0},
and let P denote the projection of H onto C · B1/2u. Since F(·) = 〈A1/2·, u〉 is
obviously continuous in the graph norm of A, T is a closed symmetric operator.

Statement 2 D(T ) = B(I − P)H is dense in H, D(T ∗) = BH+C · B1/2u, and

T ∗(By + λB1/2u
) = y for y ∈ H, λ ∈ C. (10.44)

Proof Clearly, a vector x ∈H is in D(T ) if and only if x = By for some y ∈H and
F(x) = 〈A1/2x,u〉 = 〈y,B1/2u〉 = 0, or equivalently, x = B(I − P)y. This proves
that D(T ) = B(I − P)H.

If v ⊥ D(T ), then 〈v,B(I −P)y〉 = 〈Bv, (I −P)y〉 = 0 for all y ∈ H, and hence
Bv ∈ C · B1/2u. Since u /∈ D[A] = B1/2H by the assumption (10.43), the latter is
only possible when v = 0. Therefore, D(T ) is dense in H.

A vector x ∈H is in D(T ∗) if and only if there is a y(= T ∗x) ∈ H such that
〈
T B(I − P)v, x

〉 ≡ 〈
(I − P)v, x

〉 = 〈
B(I − P)v, y

〉

for all v ∈ H, or equivalently, x − By ∈ PH, that is, x ∈ BH + C · B1/2u. Then
y = T ∗x = T ∗(By + λB1/2u). �

Put vα:=(1 + α)Bu − α〈B1/2u,u〉B1/2u. Let Cα denote the restriction of T ∗ to
the domain D(Cα) := D(T ) +C · vα = B(I − P)H+C · vα . By (10.44),

Cα

(
B(I − P)y + λvα

) = (I − P)y + λ(1 + α)u for y ∈ H, λ ∈C.

Statement 3 Cα is a self-adjoint operator and equal to the form sum A +̇ αsF .

Proof In this proof we abbreviate β := 〈B1/2u,u〉, γ := 1 + α, and δ := −αβ . Let
x = B(I − P)y + λvα and x′ = B(I − P)y′ + λ′vα be vectors of D(Cα).

Using the preceding definitions and the fact that (I −P)H ⊥ B1/2u, we compute
〈
Cαx,x′〉 = 〈

(I − P)y + λγu,B(I − P)y′ + λ′(γBu + δB1/2u
)〉

= 〈
(I − P)y + λγu,B

(
(I − P)y′ + λ′γ u

)〉 + λλ′γ δβ = 〈
x,Cαx′〉.

This shows that Cα is symmetric. Clearly, the graph G(Cα) of Cα is equal to the
sum G(T ) +C · (vα,Cαvα). Therefore, since T is closed, Cα is closed.

Next, we note that vα /∈ D(T ) = B(I − P)H. Indeed, if α �= 0, this follows
at once from (10.43). If α = 0, then vα = Bu ∈ B(I − P)H would imply that
u ⊥ B1/2u, which is impossible, since B ≥ I . Hence, dimD(Cα)/D(T ) = 1. Since
D(T ∗) = D(T ) + Lin{BPH,B1/2u} by Statement 2, dimD(T ∗)/D(T ) ≤ 2. From
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T �= Cα we get T ∗ �= C∗
α , because Cα is closed. Since T ⊆ Cα ⊆ C∗

α ⊆ T ∗, the
preceding facts imply that Cα = C∗

α . That is, Cα is self-adjoint.
We prove that D(Cα) is a core for A1/2. Since A1/2 ≥ I , it suffices to show that

the orthogonal complement of D(Cα) in the Hilbert space (D[A], 〈A1/2·,A1/2·〉) is
trivial. Let x ∈ D[A] be orthogonal to D(Cα). Then 〈A1/2x,A1/2B(I − P)y〉 = 0
for all y ∈ H. This implies that x = λB1/2u for some λ ∈ C. Further, we have
0 = 〈A1/2x,A1/2vα〉 = λ〈u,γB1/2u + δu〉 = λ(γβ + δ) = λβ , so λ = 0 and x = 0.

Now we compute

A
[
x, x′] = 〈

A1/2x,A1/2x′〉

= 〈
B1/2(I − P)y + λ

(
γB1/2u + δu

)
,B1/2(I − P)y′ + λ′(γB1/2u + δu

)〉

= 〈
(I − P)y + λγu,B

(
(I − P)y′ + λ′γ u

)〉 + λλ′(2γ δβ + δ2),

F (x) = 〈
A1/2x,u

〉 = 〈
A1/2(B(I − P)y + λvα

)
, u

〉

= 〈
(I − P)y,B1/2u

〉 + λ
〈
γB1/2u + δu,u

〉 = 0 + λ(γβ + δ) = λβ,

and similarly F(x′) = λ′β , so that

αsF

[
x, x′] = αF(x) F

(
x′) = λλ′αβ2.

Since αβ2 + 2γ δβ + δ2 = γ δβ + αβ2 − (1 + α)αβ2 + (αβ)2 = γ δβ , from the pre-
ceding formulas for 〈Cαx,x′〉, A[x, x′], and αsF [x, x′] we conclude that

(tA + αsF )
[
x, x′] = A

[
x, x′] + αsF

[
x, x′] = 〈

Cαx,x′〉, x, x′ ∈D(Cα). (10.45)

As shown above, D(Cα) is a core for A1/2, hence it is a core for the form tA.
Since αsF is relatively tA-bounded, D(Cα) is also a core for the form tA + αsF .
Therefore, it follows from (10.45) and Proposition 10.5(v) that Cα ⊆ A +̇ αsF . But
both operators Cα and A +̇ αsF are self-adjoint. Hence, Cα = A +̇ αsF . � ◦

10.8 Exercises

1. Let A be the multiplication operator by a Borel function ϕ on an interval J on
H = L2(J ), that is, Af = f ·ϕ for f ∈ D(A) := {f ∈ L2(J ) : f ·ϕ ∈ L2(J )}.
a. Describe D[A] and show that D[A] =D(A) if and only if ϕ ∈ L∞(J ).
b. In the cases ϕ(x) = x,J = R and ϕ(x) = logx,J = (0,2), find elements

of D[A] which are not in D(A).
2. Let A be a self-adjoint operator on H. Let A+ and A− be its strictly positive

and strictly negative parts (see Example 7.1), respectively. Prove that

A[x, y] = 〈
A

1/2
+ x,A

1/2
+ y

〉 − 〈
(−A−)1/2x, (−A−)1/2y

〉
for x, y ∈ D(tA).

3. Describe the domains of the operators At1 and At2 associated with the forms
t1 and t2 in Example 10.1.

4. Let t[f,g] = 〈−if ′,−ig′〉 + αf (1)g(1). Describe the operator At in terms of
boundary conditions in the following six cases:
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a. D(t) = H 1(0,∞),
b. D(t) = H 1

0 (0,∞),
c. D(t) = H 1(0,2),
d. D(t) = H 1

0 (0,2),
e. D(t) = H 1(1,2),
f. D(t) = H 1

0 (1,2).
5. Prove relation (10.27) in Example 10.8.
6. a. Let A and B be symmetric operators. Show that A � B and B � A imply

that A = B .
b. Let A and B be lower semibounded self-adjoint operators. Show that the

relations A ≥ B and B ≥ A imply that A = B .
7. Let A and B be positive self-adjoint operators on H.

∗a. Show D(A) ⊆D(B) implies that D[A] =D(A1/2) ⊆D(B1/2) =D[B].
Sketch of proof. Use Lemma 8.4 to prove that there exists a c > 0 such
that ‖Bx‖ ≤ c‖(I + A)x‖ for x ∈ D(A). Then B2 ≤ (c(I + A))2 by
Lemma 10.10(i), and B ≤ c(I + A) by Proposition 10.14, which implies
the assertion.

b. Show that D(A) =D(B) implies that D[A] =D[B].
c. Suppose that N (B) = {0} and A ≥ B . Prove that logA ≥ logB . (That is,

the function f (x) = logx is operator monotone on the interval (0,+∞).)
Hint: Use Proposition 10.14 and Exercise 5.9.b.

8. Let A and B be positive self-adjoint operators on H. Prove that A ≤ B if and
only if there is an operator C ∈ B(H) such that ‖C‖ ≤ 1 and CB1/2 ⊆ A1/2.
Show that the operator C can be chosen such that N (B) ⊆ N (C) and that C

is then uniquely determined by these properties.
9. Find positive self-adjoint operators A and B on some Hilbert space H such

that D[A] ∩D[B] is dense in H, but D(A) ∩D(B) = {0}.
Hint: See Example 10.10.

10. Define operators T = − d2

dx2 and S = − d2

dx2 on L2(a, b), a, b ∈R, by

D(T ) = {
f ∈ H 2(a, b) : f ′(a) = f ′(b) = 0, f (a) = f (b)

}
,

D(S) = {
f ∈ H 2(a, b) : f (a) = f ′(b) = 0, f ′(a) = f (b)

}
.

a. Show that T and S are densely defined closed positive symmetric operators.
b. Show that D(T ∗) = {f ∈ H 2(a, b) : f ′(a) = f ′(b)}.
c. Show that D(S∗) = {f ∈ H 2(a, b) : f (a) = f ′(b)}.
d. Show that D(TF ) = {f ∈ H 2(a, b) : f (a) = f (b), f ′(a) = f ′(b)}.
e. Show that D(SF ) = {f ∈ H 2(a, b) : f (a) = f ′(b) = 0}.

11. Let L = −Δ, Ω0 := {(x, y) ∈R
2 : x2 + y2 < 1/4} and Ω := Ω0 \ {(0,0)}.

a. Prove that f (x, y) := log
√

x2 + y2 is in D(Lmax) on Ω , but f /∈ H 1(Ω).
Hint: f is harmonic on Ω . Verify that f ∈ L2(Ω) and fx /∈ L2(Ω).

b. Prove that f is not in D(Lmax) on Ω0.
Hint: (−Δ)f is a multiple of the delta distribution δ0 on Ω0.
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c. Prove that g(x, y) := log | log
√

x2 + y2| is in H 1(Ω0) and in H 1(Ω).
(Note that g is neither continuous on Ω0 nor bounded on Ω .)

∗12. Let d ∈ N. Prove that the linear subspace D := {f ∈ S(Rd) : f (0) = 0} is a
core for the self-adjoint operator −Δ on L2(Rd) if and only if d ≥ 4.
(The assertion remains valid if S(Rd) is replaced by C∞

0 (Rd), see, e.g.,
[RS2, p. 161].)
Sketch of proof. Since S(Rd) is invariant under the Fourier transform,
by Example 8.1, D is a core for −Δ if and only if E := {g ∈ S(Rd) :∫

g(x)dx = 0} is a core for the multiplication operator by ‖x‖2 on L2(Rd).
Note that E is the null space of the linear functional F defined by F(g) =∫

g dx. By Exercise 1.6.a, E is not a core for ‖x‖2 if and only if F

is continuous in the graph norm, or equivalently, by Riesz’ theorem, F

is of the form F(g) = ∫
gh(1 + ‖x‖4) dx for some function h satisfy-

ing
∫ |h|2(1 + ‖x‖4) dx < ∞. Since F(g) = ∫

g dx, we obtain h(x) =
(1 + ‖x‖4)−1. But

∫ |h|2(1 + ‖x‖4) dx < ∞ if and only if d ≤ 3. Therefore,
E is not a core fore for ‖x‖2 if and only if d ≤ 3.



Chapter 11
Sectorial Forms and m-Sectorial Operators

In this short chapter we are dealing with nonsymmetric forms. Our main aim are two
representation theorems, one for bounded coercive forms on densely and continu-
ously embedding Hilbert spaces in Sect. 11.1 and another one for densely defined
closed sectorial forms in Sect. 11.2. An application to second-order elliptic differ-
ential operators is given in Sect. 11.3.

11.1 Bounded Coercive Forms on Embedded Hilbert Spaces

First, we need some more terminology. Given a form t, the adjoint form t∗, the real
part Re t, and the imaginary part Im t of t are defined by

t
∗[x, y] = t[y, x] for x, y ∈D

(
t
∗) := D(t),

Re t= 1

2

(
t+ t

∗), Im t= 1

2i

(
t− t

∗).
(11.1)

Clearly, both forms Re t and Im t are symmetric, and we have t = Re t + i Im t.
Since the quadratic form of a symmetric form takes only real values, (Re t)[x] and
(Im t)[x] are indeed real and imaginary parts of the complex number t[x].

Let (V ,‖ · ‖V ) be a normed space which contains the domain D(t) as a linear
subspace. We say that the form t is bounded on V if there is a constant C > 0 such
that

∣∣t[u,v]∣∣ ≤ C‖u‖V ‖v‖V for u,v ∈ D(t) (11.2)

and that t is coercive on V if there exists a constant c > 0 such that
∣∣t[u]∣∣ ≥ c‖u‖2

V for u ∈D(t). (11.3)

The following simple lemma shows that it suffices to check the boundedness condi-
tion on quadratic forms only.

Lemma 11.1 A form t is bounded on V if and only if there is constant M > 0 such
that |t[u]| ≤ M‖u‖2

V for u ∈ D(t).
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Proof The only if direction is trivial by setting u = v in (11.2). Hence, it suffices
to verify the if part. If ‖u‖V ≤ 1 and ‖v‖V ≤ 1, then we have t[u + τv] ≤ 4M

for τ = 1,−1, i,−i, and hence 4|t[u,v]| ≤ 16M by the polarization identity (10.2).
This implies that |t[u,v]| ≤ 4M‖u‖V ‖v‖V for arbitrary u,v ∈ D(t). �

The considerations in this section are essentially based on the following result.

Lemma 11.2 (Lax–Milgram lemma) Let t be a bounded coercive form on a Hilbert
space (V , 〈·,·〉V ) such that D(t) = V . Then there exists an operator B ∈ B(V ) with
inverse B−1 ∈ B(V ) satisfying

t[u,v] = 〈Bu,v〉V for u,v ∈ V.

Moreover, if c and C are positive constants such that (11.2) and (11.3) hold, then

c ≤ ‖B‖V ≤ C and C−1 ≤ ‖B−1 |V ≤ c−1.

Proof Let u ∈ V . By (11.2), Fu(·) := t[u, ·] is a bounded linear functional on
V with ‖Fu‖ ≤ C‖u‖V . From the Riesz representation theorem it follows that
there is a unique element u′ ∈ V such that Fu(v) = 〈v,u′〉V , v ∈ V , and we have
‖u′‖V ≤ C‖u‖V . Defining Bu := u′, we obtain a linear operator B ∈ B(V ) such
that 〈Bu,v〉V = 〈u′, v〉V = Fu(v) = t[u,v] for u,v ∈ V and ‖B‖V ≤ C.

Next we show that B has a bounded inverse B−1 ∈ B(V ). Using (11.3), we have

‖Bu‖V ‖u‖V ≥ ∣∣〈Bu,u〉V
∣∣ = ∣∣t[u]∣∣ ≥ c‖u‖2

V ,

so that ‖Bu‖V ≥ c‖u‖V for all u ∈ V . The latter implies that B is injective and
R(B) is closed in V . If u0 ∈ V is orthogonal to R(B), then

0 = 〈Bu0, u0〉V = t[u0, u0] ≥ c‖u0‖2
V ,

and hence u0 = 0. Therefore, R(B) = V . Since ‖Bu‖V ≥ c‖u‖V as noted above,
B−1 ∈ B(V ) and ‖B−1‖V ≤ c−1. The two remaining norm inequalities are easily
checked. �

In the rest of this section we assume that (V , 〈·,·〉V ) is a Hilbert space which is
densely and continuously embedded into the Hilbert space (H, 〈·,·〉). This means
the following: V is a dense linear subspace of H, and the embedding J : V → H,
Jv = v for v ∈ V , is continuous, that is, there exists a number a > 0 such that

‖v‖ ≤ a‖v‖V for all v ∈ V. (11.4)

(A typical example is a Sobolev space V = Hn(Ω) embedded into H = L2(Ω).)
If no confusion can arise, we identify each element v of V with its image

Jv in H. Then any form t on V becomes a form on H, which is also denoted
by t. (Strictly speaking, the form on H is t̃[x, y] := t[J−1x,J−1y], x, y ∈ D(t̃) :=
J (D(t)), and we should write t[J−1x,J−1y] = 〈At̃x, y〉 for x, y ∈D(t̃).)

The main result of this section is the following form representation theorem.
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Theorem 11.3 Let t be a bounded coercive form on the Hilbert space (V , 〈·,·〉V ).
Then the operator At associated with t, considered as a form on H with domain
D(t) = V , according to Definition 10.4 is a densely defined closed operator on H
with bounded inverse A−1

t ∈ B(H). Moreover, we have:

(i) D(At) is a dense linear subspace of the Hilbert space (V ,‖ · ‖V ).
(ii) (At)

∗ = At∗ .
(iii) If the embedding J : V → H is compact, then Rλ(At) is compact for all

λ ∈ ρ(At), and the operator At has a purely discrete spectrum.

Proof The scalar product s := 〈·,·〉V of V is a positive form on H. Since the form
norm of s and the norm of V are equivalent by (11.4) and V is a Hilbert space, s
is closed. Let As be the operator associated with s according to Definition 10.4. By
Theorem 10.7, As is a positive self-adjoint operator on H and s= tAs

. Hence,

‖y‖V = ∥
∥A

1/2
s y

∥
∥ and

〈x, y〉V = 〈Asx, y〉, x ∈ D(As), y ∈ V =D(s) =D
(
A

1/2
s

)
.

From the inequality a−1‖y‖ ≤ ‖y‖V = ‖A1/2
s y‖ for y ∈ D(A

1/2
s ) by (11.4) it fol-

lows that 0 ∈ ρ(A
1/2
s ) by Proposition 3.10. Hence, A

−1/2
s ∈ B(H).

Let B denote the operator for the form t on V given by the Lax–Milgram
Lemma 11.2. We will prove that At = AsB .

By Lemma 11.2 we have ‖B−1‖V ≤ c−1 and t[u,v] = 〈Bu,v〉V for u,v ∈ V .
Setting S := B−1A

−1/2
s , we derive for x ∈H,

‖Sx‖ = ∥∥B−1A
−1/2
s x

∥∥ ≤ a
∥∥B−1A

−1/2
s x

∥∥
V

≤ ac−1
∥∥A

−1/2
s x

∥∥
V

= ac−1‖x‖,
so S ∈ B(H), and hence T := SA

−1/2
s = B−1A−1

s ∈ B(H). Clearly, T (H) ⊆ V ,

since R(A−1
s ) = D(As) ⊆D(A

1/2
s ) = V . Putting the preceding together, we get

t[T x,y] = t
[
B−1A−1

s x, y
] = 〈

A−1
s x, y

〉
V

= 〈x, y〉, x ∈ H, y ∈ V =D(t).

(11.5)

If T x = 0, then 〈x, y〉 = 0 for all y ∈ V by (11.5), and hence x = 0, because V is
dense in H by assumption. Thus, T is invertible.

Next, we prove that T −1 = At. Let u ∈D(T −1). Setting x = T −1u in (11.5), we
obtain t[u,y] = 〈T −1u,y〉 for y ∈ D(t). By the definition of At this implies that
u ∈ D(At) and T −1u = Atu. Thus, T −1 ⊆ At. Since D(T ) =H, T −1 is surjective.
If Atx = 0, then t[x] = 〈Atx, x〉 = 0, and so x = 0 by (11.3). That is, At is injective.
Therefore, Lemma 1.3 applies and yields T −1 = At. Hence, A−1

t = T ∈ B(H), and
At is closed. In particular, At = T −1 = (B−1A−1

s )−1 = AsB .
(i): Let v ∈ V be orthogonal to D(At) =R(T ) in (V , 〈·,·〉V ). By (11.5) we have

〈
x,

(
B−1)∗

v
〉 = 〈

A−1
s x,

(
B−1)∗

v
〉
V

= 〈
B−1A−1

s x, v
〉
V

= 〈T x, v〉V = 0

for all x ∈ H, where (B−1)∗ is the adjoint of B−1 ∈ B(V ). Thus, we obtain
(B∗)−1v = (B−1)∗v = 0, and hence v = 0. This shows that D(At) is dense in V . In
particular, the latter implies that the domain D(At) is dense in H.
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(ii): Obviously, t∗ is also a bounded coercive form on V . Let x ∈ D(At) and
y ∈D(At∗). Then x, y ∈D(t) =D(t∗), and from (11.1) we obtain

〈Atx, y〉 = t[x, y] = t∗[y, x] = 〈At∗y, x〉 = 〈x,At∗y〉.
From this equality we conclude that At∗ ⊆ (At)

∗. Since the inverse of the operator
associated with a bounded coercive form is in B(H) as shown above, At and At∗
are surjective. Hence, (At)

∗ is injective. Therefore, At∗ = (At)
∗ by Lemma 1.3.

(iii): Recall that ‖A1/2
s y‖ = ‖y‖V for y ∈ V = D(A

1/2
s ). From this relation it

follows easily that J : V → H is compact if and only if A
−1/2
s is compact (see,

e.g., Proposition 10.6, (i) ↔ (ii)), or equivalently, if (A
−1/2
s )2 = A−1

s = R0(At) is
compact. The other assertions of (iii) follow from Proposition 2.11. �

Corollary 11.4 Let t1 and t2 be bounded coercive forms on Hilbert spaces
(V1, 〈·,·〉V1) and (V2, 〈·,·〉V2) which are densely and continuously embedded into
the Hilbert space H. If At1 = At2 , then V1 = V2 (as vector spaces) and t1 = t2.

Proof Since t1[x, y] = 〈At1x, y〉 = 〈At2x, y〉 = t2[x, y] for all x, y ∈ D :=
D(At1) =D(At2), both forms t1 and t2 coincide on D. Therefore, from

ck‖u‖2
Vk

≤ ∣∣tk[u]∣∣ ≤ Ck‖u‖2
Vk

, u ∈ D, k = 1,2,

by (11.3) and (11.2) we infer that the norms ‖ · ‖V1 and ‖ · ‖V2 are equivalent on D.
By Theorem 11.3(i), D is dense in V1 and in V2. Hence, the Hilbert spaces V1 and
V2 coincide as vector subspaces of H, and they have equivalent norms. Because
each form tk is continuous on Vk by assumption, we conclude that t1 = t2. �

Corollary 11.5 Let t be a bounded coercive form on the Hilbert space (V , 〈·,·〉V ).
Then At is self-adjoint if and only if t is symmetric.

Proof By Theorem 11.3(ii), At is self-adjoint if and only if At = At∗ . By Corol-
lary 11.4, At = At∗ is equivalent to t= t∗. �

It might be instructive to look at the preceding from a slightly different perspec-
tive which is often used in the literature (see, e.g., [Tn]).

Let V ∗ denote the antidual of V , that is, V ∗ is the space of continuous conjugate
linear functionals on the Hilbert space V . Since the embedding J : H → V is con-
tinuous, the adjoint J ∗ : V ∗ → H∗ is also continuous. Since J has a dense range
in H, J ∗ is injective. Because J is injective, J ∗ has a dense range in V ∗. We iden-
tify H with its antidual H∗ by identifying x ∈H with the conjugate linear functional
〈x, ·〉 by Riesz’ theorem. Summarizing, we have a triplet of Hilbert spaces

V → H ∼H∗ → V ∗, (11.6)

where J and J ∗ are continuous embeddings with dense ranges. Note that J ∗(x) is
just the functional 〈x,J ·〉 on V .

Let u ∈ V . Since the form t is bounded on V , t[u, ·] is a continuous conjugate
linear functional on V and so an element u′ ∈ V ∗. Defining At(u) = u′, we obtain
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a linear mapping At : V → V ∗ such that At(u)(v) = t[u,v] for u,v ∈ V . Since t is
bounded and coercive, At is a Hilbert space isomorphism of V and V ∗. It follows
at once from Definition 10.4 that the operator At on H is the restriction of At to the
space of all elements u ∈ V for which At(u) is in H rather than in V ∗, that is,

D(At) = {
u ∈ V : At(u) ∈H

}
, At(u) =At(u) for u ∈D(At).

11.2 Sectorial Forms

In this section we investigate forms t for which the numerical range

Θ(t) := {
t[x] : x ∈ D(t), ‖x‖ = 1

}

of t is contained in a sector with opening angle less than π .

Definition 11.1 A form t on H is called sectorial if there are numbers c ∈ R and
θ ∈ [0,π/2) such that its numerical range Θ(t) lies in the sector

Sc,θ = {
λ ∈C : | Imλ| ≤ tan θ(Reλ − c)

} = {
λ ∈C : arg(λ − c) ≤ θ

}
. (11.7)

A sectorial form t is said to be closed if Re t is closed. It is called closable if there
is a closed sectorial form which extends t. A core of a sectorial form t is a dense
linear subspace of the pre-Hilbert space (D(t),‖ · ‖Re t).

Obviously, if t is sectorial, so are t∗ and t+ λ for λ ∈C.
The next proposition provides some characterizations of sectorial forms. Recall

that the closedness was defined only for lower semibounded forms, but the real part
of a sectorial form t is indeed lower semibounded as shown by Proposition 11.6(ii).

Proposition 11.6 For any form t on H, the following assertions are equivalent:

(i) t is sectorial.
(ii) Re t is lower semibounded, and Im t is bounded on (D(t),‖ · ‖Re t).

(iii) Re t is lower semibounded, and t is bounded on (D(t),‖ · ‖Re t).
(iv) There is a real number c such that Re t ≥ c and t+ 1 − c is a bounded coercive

form on (D(t),‖ · ‖Re t).

Further, if Θ(t) ⊆ Sc,θ , then Re t≥ c, and the form t+1−c is bounded and coercive
on (D(t),‖ · ‖Re t).

Proof To prove the boundedness of a form, by Lemma 11.1 it suffices to check the
continuity condition for the corresponding quadratic form. Further, we recall that
Im t[x] = (Im t)[x] and Re t[x] = (Re t)[x] for x ∈ D(t).

(i) → (ii): Assume that Θ(t) is contained in a sector Sc,θ . By (11.7) this yields
| Im t[x]| ≤ tan θ(Re t[x] − c‖x‖2) for all x ∈D(t). Hence, Re t≥ c.

Since (Re t)[x]−c‖x‖2 ≤ ‖x‖2
Re t by (10.4), we get |(Im t)[x]| ≤ tan θ‖x‖2

Re t for
x ∈D(t), that is, Im t is bounded on (D(t),‖ · ‖Re t).
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(ii) → (iii): Applying (10.5) to the lower semibounded (!) form Re t, we conclude
that Re t is always bounded on (D(t),‖ · ‖Re t). Hence, t is bounded by (ii).

(iii) → (iv): By (iii) there exists c ∈R such that Re t≥ c. Hence, by (10.4),

‖x‖2
Re t = (Re t+ 1 − c)[x] = Re

(
(t+ 1 − c)[x]) ≤ ∣∣(t+ 1 − c)[x]∣∣, x ∈ D(t),

whence t + 1 − c is coercive on (D(t),‖ · ‖Re t). By (iii), t is bounded, and so is
t+ 1 − c.

(iv) → (i): By (iv) we choose a c ∈R such that Re t ≥ c and t+1− c is bounded.
Hence, Im t is also bounded, that is, there exists a constant C > 0 such that

∣
∣Im t[x]∣∣ ≤ C‖x‖2

Re t = C(Re t+ 1 − c)[x] = C
(
Re t[x] + (1 − c)‖x‖2)

for all x ∈D(t). Choosing an angle θ ∈ [0,π/2) such that tan θ = C, this means that
Θ(t) ⊆ Sc−1,θ .

The last assertion was shown in the proofs of (i) → (ii) and (iii) → (iv). �

The next proposition is the counterpart to Lemma 10.16.

Proposition 11.7 Let T be a (not necessary densely defined) sectorial operator.
Then the form sT defined by sT [x, y] = 〈T x,y〉, x, y ∈D(sT ) := D(T ), is closable.
There is a unique closed sectorial extension sT of sT , and Θ(T ) is dense in Θ(sT ).

Proof Let us abbreviate s = sT . Since obviously Θ(T ) = Θ(s), s is sectorial, so
Re s is lower semibounded. By adding some constant we can assume without loss
of generality that Re s ≥ 1. Then ‖ · ‖2

Res = Re s[·]. By Proposition 11.6(iii), there
exists a constant C > 0 such that |s[x, y]| ≤ C‖x‖Res‖y‖Res for all x, y ∈ D(s).

We prove that Re s is closable and apply Proposition 10.3(iii). Let x ∈ N (IRes).
Then there is a sequence (xn)n∈N from D(s) such that limn xn = x in HRes and
limn xn = 0 in H. Since the converging sequence (xn) in HRes is bounded, we have
K := supn ‖xn‖Res < ∞. For n, k ∈N, from the preceding we obtain

‖xn‖2
Res = Re s[xn] ≤ ∣∣s[xn, xn]

∣∣ ≤ ∣∣s[xn, xn − xk]
∣∣ + ∣∣s[xn, xk]

∣∣

≤ C‖xn‖Res‖xn − xk‖Res + ∣∣〈T xn, xk〉
∣∣

≤ CK‖xn − xk‖Res + ∣∣〈T xn, xk〉
∣∣. (11.8)

Given ε > 0, there exists an Nε such that CK‖xn − xk‖Res ≤ ε for n, k ≥ Nε .
Fix n ≥ Nε . Letting k → ∞ in (11.8) and using that limk xk = 0 in H, we get
‖xn‖2

Res ≤ ε for n ≥ Nε . This proves that limn ‖xn‖Res = 0. Hence, x = 0, since
limn xn = x in HRes. Thus, IRes is injective, and Re s is closable by Proposi-
tion 10.3.

Let h be the closure of Re s. Since Im s is continuous on (D(s),‖ · ‖Res), it
extends by continuity to a symmetric form k on D(h). Clearly, s := h + ik is the
unique closed sectorial extension of s, and Θ(T ) = Θ(s) is dense in Θ(s). �

Theorem 11.8 (Representation theorem for sectorial forms) Suppose that t is a
densely defined closed sectorial form on H. Then the operator At is m-sectorial,
and we have:
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(i) D(At) is a dense linear subspace of the Hilbert space (D(t),‖ · ‖Re t).
(ii) (At)

∗ = At∗ .
(iii) If the embedding of (D(t),‖ · ‖Re t) into H is compact, then the resolvent

Rλ(At) is compact for all λ ∈ ρ(At), and At has a purely discrete spectrum.
(iv) If Θ(t) is contained in a sector Sc,θ for c ∈ R, θ ∈ [0,π/2), then σ(At) ⊆ Sc,θ .
(v) Let B be a linear operator on H such that D(B) ⊆ D(t), and let D be a core

for t. If t[x, y] = 〈Bx,y〉 for all x ∈D(B) and y ∈D, then B ⊆ At.

Proof Because t is closed, V := (D(t),‖ · ‖Re t) is a Hilbert space. Since D(t) is
dense in H and ‖ · ‖ ≤ ‖ · ‖Re t, the Hilbert space V is densely and continuously
embedded into H. By Proposition 11.6 there is a c ∈ R such that Θ(T ) ⊆ Sc,θ and
t− (c − 1) is a bounded coercive form on (D(t),‖ · ‖Re t). Therefore, Theorem 11.3
applies and shows that the closed operator At−(c−1) = At − (c − 1)I has a bounded
inverse in B(H). Hence, c − 1 ∈ ρ(At), so At is m-sectorial by Proposition 3.19(ii).

(i)–(iii) restate the corresponding assertions of Theorem 11.3. Since obviously
Θ(At) ⊆ Θ(t), by Proposition 3.19 the spectrum σ(At) is contained in Sc,θ when
Θ(t) is. Using Definition 11.1 of a core and the boundedness of t (by Proposi-
tion 11.6(iii)), the proof of (v) is the same as the proof of Proposition 10.5(v). �

Corollary 11.9 The map t → At gives a one-to-one correspondence between
densely defined closed sectorial forms and m-sectorial operators on a Hilbert space.

Proof The existence and injectivity of this mapping follow from Theorem 11.8 and
Corollary 11.4. It remains to prove the surjectivity.

Let T be an m-sectorial operator, and let t be the closure of the form sT from
Proposition 11.7. By Proposition 3.19(iii), T and hence t are densely defined. Since
t[x, y] = sT [x, y] = 〈T x,y〉 for x, y ∈ D(T ) and D(T ) is a core for t = sT , we
conclude that T ⊆ At by Theorem 11.8(v). Since T and At are m-sectorial, Propo-
sition 3.24 yields T = At. �

In the next section sectorial forms are applied to elliptic linear partial differential
operators. The following definition fits to these applications. As above, (V , 〈·,·〉V )

is a Hilbert space which is densely and continuously embedded into H.

Definition 11.2 A form t with domain D(t) = V is called elliptic if there exist
constants C > 0, γ > 0, and c ∈R such that

∣∣t[u,v]∣∣ ≤ C‖u‖V ‖v‖V for u,v ∈ V, (11.9)

(Re t)[u] − c‖u‖2 ≥ γ ‖u‖2
V for u ∈ V. (11.10)

Condition (11.9) means that the form t is bounded on the Hilbert space
(V , 〈·,·〉V ), while (11.10) is called the abstract Gårding inequality. Obviously,
(11.10) implies that the form Re t is lower semibounded with lower bound c.
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Let t be an elliptic form on V , and let v ∈ V . Using formulas (11.10), (10.4),
(10.5), and (11.4), we derive

γ ‖u‖2
V ≤ (Re t)[u] + (1 − c)‖u‖2 = ‖u‖2

Re t

≤ ∣∣t[u]∣∣ + (1 − c)‖u‖2 ≤ (
C + (

1 + |c|)a2)‖u‖2
V .

This shows that the form norm ‖ · ‖Re t of Re t and the Hilbert space norm ‖ · ‖V of
V are equivalent. Hence, Re t is closed, since V is a Hilbert space.

Because the norms ‖ · ‖Re t and ‖ · ‖V are equivalent, it follows from Proposi-
tion 11.6(iii) that each elliptic form is sectorial. Since elliptic forms are densely
defined (because V is dense in H) and closed, Theorem 11.8 applies to each elliptic
form.

Conversely, any densely defined closed sectorial form t is elliptic on the Hilbert
space (D(t),‖ · ‖Re t) which is densely and continuously embedded into H. Indeed,
by Proposition 11.6, (iii) and (iv), the form t is bounded, and t + 1 − c is coercive
on (D(t),‖ · ‖Re t). The latter implies that the Gårding inequality (11.10) holds.

Summarizing the preceding, we have shown that elliptic forms are in fact the
same as densely defined closed sectorial forms.

The formulation of the abstract boundary problem (10.16) carries over verbatim
to the case of an elliptic form t on H: Given u ∈ H, to find x ∈ D(t) such that

t[x, y] − λ〈x, y〉 = 〈u,y〉 for all y ∈D(t). (11.11)

By the definition of At, (11.11) holds if and only if x ∈ D(At) and Atx = λx + u.
Therefore, if λ ∈ ρ(At), this problem has a unique solution xu = (At − λI)−1u.

Remark A powerful tool for the study of sectorial forms are holomorphic semi-
groups of operators. If t is a densely defined closed sectorial form on H such that
Θ(t) ⊆ S0,θ , it can be shown that the operator −At is the infinitesimal generator of
a strongly continuous contraction semigroup e−tAt on H which is holomorphic in
the sector {z ∈C : | arg z| < π

2 − θ}. In this book we do not cover this topic and refer
to [Ka] or [Tn] for detailed treatments of this matter.

11.3 Application to Second-Order Elliptic Differential Operators

Let Ω be an open subset of R
d . Let akl(x), bk(x), ck(x), q(x) ∈ L∞(Ω), k, l =

1, . . . , d , be given. Throughout this section we assume that there is a constant α > 0
such that

Re
d∑

k,l=1

akl(x)ξlξk ≥ α

d∑

k=1

|ξk|2 for all ξ = (ξ1, . . . , ξd) ∈ C
d, x ∈ Ω.

(11.12)

This condition means that the differential expression L defined by Eq. (11.16) below
is uniformly elliptic on Ω .
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Let V be a closed subspace of the Hilbert space H 1(Ω) such that H 1
0 (Ω) ⊆ V .

Then the Hilbert space (V ,‖ · ‖H 1(Ω)) is densely and continuously embedded into
L2(Ω). We define a (not necessarily symmetric) form t with domain D(t) = V by

t[u,v] =
∫

Ω

∑

k,l

akl∂lu∂kv dx +
∫

Ω

∑

k

(bk∂ku v + cku∂kv) dx +
∫

Ω

quv dx.

Recall that ∂k denotes the partial derivative ∂
∂xk

.

Proposition 11.10 The form t on V is an elliptic form according to Definition 11.2.
More precisely, for any γ < α, there exists a real constant cγ such that

Re t[u] − cγ ‖u‖2 ≥ γ ‖u‖2
H 1(Ω)

, u ∈ V. (11.13)

Proof Since akl, bk, ck, q ∈ L∞(Ω), it follows at once from the Cauchy–Schwarz
inequality that t is bounded on V , that is, there is a constant C > 0 such that

∣∣t[u,v]∣∣ ≤ C‖u‖2
H 1(Ω)

‖v‖2
H 1(Ω)

, u, v ∈ V.

Thus, condition (11.9) is satisfied.
Now we prove the Gårding inequality (11.13). Recall that ‖ · ‖ is the norm of

L2(Ω). Let u ∈ V . Setting ξk = ∂ku(x) in (11.12) and integrating over Ω , we get

Re
∫

Ω

∑

k,l

akl∂lu∂kudx ≥ α

∫

Ω

∑

k

|∂ku|2 dx = α
(‖u‖2

H 1(Ω)
− ‖u‖2).

(11.14)

Fix ε > 0. Because the functions bk, ck, q are in L∞(Ω), there is a constant M > 0
such that |bk|, |ck|, |q| ≤ M a.e. on Ω . Using again the Cauchy–Schwarz inequality
and the elementary inequality 2ab ≤ εa2 + ε−1b2, a, b ∈ R, it follows that

∣∣∣
∣

∫

Ω

∑

k

(bk∂kuu + cku∂ku)dx +
∫

Ω

quudx

∣∣∣
∣

≤ M‖u‖2 + 2M
∑

k

‖∂ku‖‖u‖ ≤ Mdε‖u‖2
H 1(Ω)

+ M
(
1 + dε−1)‖u‖2.

Combining the latter inequality and (11.14) with the definition of Re t, we derive

(Re t)[u] = Re t[u] ≥ (α − Mdε)‖u‖2
H 1(Ω)

− (
α + M

(
1 + dε−1))‖u‖2.

Choosing ε > 0 such that Mdε ≤ α − γ and setting cγ = −(α + M(1 + dε−1)), we
obtain the Gårding inequality (11.13). This proves that t is an elliptic form. �

Since each elliptic form is densely defined, closed, and sectorial, Theorem 11.8
applies to the form t defined above. Hence, the corresponding operator At is m-
sectorial, and its spectrum is contained in a sector (11.7). If, in addition, the embed-
ding map of V into L2(Ω) is compact, then At has a purely discrete spectrum.
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From its definition it is clear that the form t is symmetric, provided that

akl(x) = alk(x), bk(x) = ck(x), q(x) = q(x) a.e. on Ω, k, l = 1, . . . , d.

(11.15)

In this case the symmetric form t = Re t is lower semibounded (by the Gårding
inequality (11.13)) and closed (since t is elliptic); hence, the operator At is self-
adjoint and lower semibounded by Theorem 10.7.

Though the form t is given by a fairly explicit and simple formula, for general
L∞-coefficients, it seems to be very difficult to describe the domain D(At) and the
action of operator At explicitly, say in terms of differentiations.

In the remaining part of this section we assume that all functions akl , bk , ck , q

are in C∞(Ω) ∩ L∞(Ω). In this case we can say more about the operator At.
Let us consider the partial differential expression

L = −
d∑

k,l=1

∂kakl∂l +
d∑

k=1

(bk∂k − ∂kck) + q. (11.16)

Since all coefficients are in C∞(Ω), we know from Sect. 1.3.2 that the formal ad-
joint L+ and the operators Lmin and Lmax are well defined. We obtain

L+ = −
d∑

k,l=1

∂lakl∂k +
d∑

k=1

(ck∂k − ∂kbk) + q.

Recall that Lmin is the closure of L0, where L0u = Lu for u ∈ D(L0) = C∞
0 (Ω),

and Lmaxv = Lv for v ∈ D(Lmax) = {f ∈ L2(Ω) : Lf ∈ L2(Ω)}.

Lemma 11.11 Lmin ⊆ At ⊆ Lmax.

Proof Let u ∈ C∞
0 (Ω). We argue in a similar manner as in the proof of Eq. (10.29).

We choose a bounded open set Ω̃ ⊆ Ω of class C2 such that suppu ⊆ Ω̃ and apply
the Green formula (D.5) to Ω̃ . Since u�∂Ω̃ = 0, we then obtain

〈L0u,v〉 = t[u,v] for v ∈ V. (11.17)

Hence, L0u = Atu by the definition of the operator At. That is, L0 ⊆ At. Since
Lmin is the closure of L0 and At is closed, the latter implies that Lmin ⊆ At.

Replacing L by L+ and t by t∗, we obtain (L+)0 ⊆ At∗ . Applying the adjoint
to this inclusion and using that At∗ = (At)

∗ (by Theorem 11.8(ii)) and ((L+)0)
∗ =

Lmax (by formula (1.22)), we derive At = (At∗)∗ ⊆ ((L+)0)
∗ = Lmax. �

The following propositions give descriptions of the operator At in the two ex-
treme cases V = H 1

0 (Ω) and V = H 1(Ω). In the first case V = H 1
0 (Ω) we say

that At is the Dirichlet operator of L and denote it by LD , while in the sec-
ond case V = H 1(Ω) the operator At is called the Neumann operator of L and
denoted by LN . The corresponding boundary problems (11.11) are called weak
Dirichlet problem resp. weak Neumann problem for L. This terminology will be
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justified by the boundary conditions occurring in Propositions 11.12 and 11.14. For
the Laplacian L = −Δ, these (and more) results have been already developed in
Sect. 10.6.

Proposition 11.12 Let V = H 1
0 (Ω) and akl, bk, ck, q ∈ C∞(Ω) ∩ L∞(Ω) for all

k, l. Assume that the ellipticity assumption (11.12) holds. Then At is the restriction
of the maximal operator Lmax to the domain D(At) = H 1

0 (Ω) ∩D(Lmax).

Proof Since At ⊆ Lmax by Lemma 11.11 and D(At) ⊆ D[At] = H 1
0 (Ω), we have

D(At) ⊆ H 1
0 (Ω) ∩D(Lmax).

Let u ∈ D(Lmax) ∩ H 1
0 (Ω). Using once more identity (11.17), but with L and t

replaced by L+ and t∗, and the equality Lmax = (L+)∗0 (by (1.22)), we obtain

t[u,v] = t∗[v,u] = 〈(
L+)

0v,u
〉 = 〈

u,
(
L+)

0v
〉 = 〈Lmaxu,v〉 (11.18)

for v ∈ C∞
0 (Ω). Since C∞

0 (Ω) is dense in H 1
0 (Ω) and hence a core for the form t,

we conclude from (11.18) and Theorem 11.8(v) that u ∈ D(At).
The preceding proves the equality D(At) = H 1

0 (Ω) ∩D(Lmax). �

Let V = H 1
0 (Ω), and let conditions (11.15) be satisfied. Then the form t and

hence the operator L0 = (L+)0 are symmetric and lower semibounded by (11.13).
Since C∞

0 (Ω) is dense in D(t) = H 1
0 (Ω), t is the closure of the form sL0 defined

in Lemma 10.16. Hence, the self-adjoint operator At is just the Friedrichs extension
of L0. The next corollary restates Proposition 11.12 in this case.

Corollary 11.13 Retain the assumptions of Proposition 11.12 and suppose that the
conditions (11.15) hold. Then the Friedrichs extension (L0)F of the lower semi-
bounded symmetric operator L0 and of its closure Lmin are given by

D
(
(L0)F

) = H 1
0 (Ω) ∩D(Lmax) and (L0)F f = Lmaxf for f ∈ D

(
(L0)F

)
.

Now we turn to the second extreme case V = H 1(Ω).

Proposition 11.14 Suppose that Ω is of class C2. For the operator LN , we have
Lmin ⊆ LN ⊆ Lmax. A function f ∈ H 2(Ω) belongs to D(LN) if and only if it
satisfies the boundary condition

d∑

k=1

νk

(
d∑

l=1

akl∂lf + ckf

)

= 0 σ -a.e. on ∂Ω, (11.19)

where ν(x) = (ν1, . . . , νd) denotes the outward unit normal vector at x ∈ ∂Ω , and
σ is the surface measure of ∂Ω .

Proof The relations Lmin⊆LN⊆Lmax are already contained in Lemma 11.11.
Let f ∈ H 2(Ω). Clearly, f ∈ D(Lmax). For v ∈ V = H 1(Ω), we compute
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t[f, v] − 〈Lmaxf, v〉 =
∫

Ω

∑

k,l

(
(akl∂lf )∂kv + (∂kakl∂lf )v

)
dx

+
∫

Ω

∑

k

(
(ckf )∂kv + (∂kckf ) v

)
dx

=
∫

∂Ω

∑

k

νk

(∑

l

akl∂lf + ckf

)
v dσ. (11.20)

For the first equality, only the definitions of t and L have been inserted, while the
second equality follows by applying the Gauss formula (D.4) to both integrals.

Since LN⊆Lmax, we have f ∈ D(LN) if and only if t[f, v] = 〈Lmaxf, v〉, or
equivalently, the integral (11.20) vanishes for all v ∈ V = H 1(Ω). Because the
range γ0(H

1(Ω)) of the trace map γ0 (see Appendix D) is dense in L2(Ω,dσ),
the latter is equivalent to the boundary condition (11.19). �

In Sect. 10.6 much stronger results on the domains D(LD) and D(LN) were
proved for the Laplacian L = −Δ, see (10.35) and (10.39). These descriptions
have been essentially derived from the regularity theorem (Theorem D.10) for weak
solutions. Under certain assumptions concerning the coefficients, similar results are
valid for general elliptic differential operators, see, e.g., [Ag, LM].

11.4 Exercises

1. Let (X,μ) be a measure space, and Mϕ the multiplication operator by a mea-
surable function ϕ on H = L2(X,μ) (see Example 3.8). Define a form by
t[f,g] = ∫

X
ϕf g dμ for f,g ∈D(t) = {f ∈ L2(X,μ) : f |ϕ|1/2 ∈ L2(X,μ)}.

a. Determine Θ(t).
b. Suppose that σ(Mϕ) ⊆ Sc,θ for some c ∈ R, θ ∈ [0,π/2). Show that t is a

closed sectorial form and At = Mϕ .
2. Let s and t be symmetric forms such that D(s) = D(t) and |t[u]| ≤ s[u] for all

u ∈D(s). Prove that |t[u,v]|2 ≤ s[u]s[v] for u,v ∈D(s).
(Compare this result with Lemma 11.1.)
Hints: Replacing u by zu for some |z| = 1, one can assume that t[u,v] is real.
Then 4t[u,v] = t[u + v] − t[u + v]. Consider t[u,v] = t[cu, c−1v] for some
c > 0.

3. Let α ∈ C and define t[f,g] = 〈f ′, g′〉 + αf (0)g(0) for f,g ∈ D(t) := H 1(R).
Show that t is a sectorial form.

4. Let (an)n∈N be a positive sequence, and (bn)n∈N a complex sequence. Define the
form t by t[(ϕn), (ψn)] = ∑∞

n=1(anϕnψn + bnϕnψn+1) on H = l2(N).
a. Find sufficient conditions on (an) and (bn) such that t becomes a (densely

defined closed) sectorial form on H and describe the domain D(t).
b. Describe the corresponding m-sectorial operator At.
c. Is D0 = {(ϕ1, . . . , ϕn,0, . . .) : ϕk ∈ C, n ∈N} a core for t or At?
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The following four exercises develop a number of simple examples of sectorial
forms in detail. Throughout J is an open interval, and H = L2(J ).

5. Let ϕ, ψ , η be bounded continuous functions on J such that ϕ, ψ are real-
valued, mϕ := inf{ϕ(x) : x ∈ J } > 0, and mψ := inf{ψ(x) : x ∈ J } > 0. Further,
put Mη := sup{|η(x)| : x ∈ J }. Suppose that 4mϕmψ − M2

η > 0. Define

t[f,g] = 〈
ϕf ′, g′〉 + 〈

ηf ′, g
〉 + 〈ψf,g〉, f, g ∈ D(t) := H 1(J ).

a. Show that t is a bounded coercive form on the Hilbert space H 1(J ).
b. Consider t as a form on L2(J ) and determine t∗, Re t, and Im t.
c. Show that t is a sectorial form on the Hilbert space L2(J ) and determine a

sector Sc,θ such that Θ(t) ⊆ Sc,θ .

Let D(t) be a linear subspace of H 1(J ) which contains H 1
0 (J ), and let α,β, γ ∈C.

Define the form t by

t[f,g] = 〈
f ′, g′〉 + α

〈
f ′, g

〉 + β
〈
f,g′〉 + γ 〈f,g〉, f, g ∈D(t).

6. a. Determine t∗, Re t, and Im t.
b. Show that the form norm of Re t is equivalent to the norm of H 1(J ).
c. Show that Re t is lower semibounded and that t is a closed sectorial form.

Hint: Use |〈f ′, f 〉| = |〈f,f ′〉| ≤ ‖f ′‖ ‖f ‖ ≤ ε‖f ′‖2 + ε−1‖f ‖2 for ε > 0.
7. Let J = (a, b), where a, b ∈R, a < b.

a. Let D(t) = {f ∈ H 1(J ) : zf (a) = wf (b)}, where z,w ∈ C, (z,w) �= (0,0).
Show that D(At) = {f ∈ H 2(J ) : z(f ′ + βf )(b) = w(f ′ + βf )(a)}.

b. Let D(t) = H 1(J ). Show that D(At) = {f ∈ H 2(J ) : (f ′ + βf )(b) =
(f ′ + βf )(a) = 0}.

c. Let D(t) = H 1
0 (J ). Show that D(At) = D(At∗) = H 2(J ).

d. Suppose that D(t) �= H 1
0 (J ) and γ ∈ R. Show that D(At) = D(At∗) if and

only if α = β , or equivalently, if t= t∗.
8. Let J = (a,∞), where a ∈R.

a. Show that D(At) = {f ∈ H 2(J ) : (f ′ + βf )(a) = 0} if D(t) = H 1(J ) and
D(At) = H 2(J ) if D(t) = H 1

0 (J ).
b. Deduce that if D(t) = H 1(J ), then D(At) = D(At∗) if and only if α = β .



 
     



Chapter 12
Discrete Spectra of Self-adjoint Operators

This chapter is concerned with eigenvalues of self-adjoint operators. The Fischer–
Courant min–max principle is an important and useful tool for studying and compar-
ing discrete spectra of lower semibounded self-adjoint operators. In Sect. 12.1 we
prove this result and derive a number of applications. Section 12.2 contains some
results about the existence of negative or positive eigenvalues of Schrödinger oper-
ators. In Sect. 12.3 we develop Weyl’s classical asymptotic formula for the eigen-
values of the Dirichlet Laplacian on a bounded open subset of Rd .

12.1 The Min–Max Principle

Let A be a lower semibounded self-adjoint operator on an infinite-dimensional
Hilbert space H. The min–max principle gives a variational characterization of the
eigenvalues below the bottom of the essential spectrum of A. It is crucial that only
the values 〈Ax,x〉 or A[x] enter into this description but not the eigenvectors of A.

To formulate the min–max principle, we define three sequences (μn(A))n∈N,
(μ̃n(A))n∈N, and (λn(A))n∈N associated with A. Let Fn = Fn(H) denote the set of
linear subspaces of H of dimension at most n. For n ∈ N, we set

μn(A) = sup
D∈Fn−1

inf
x∈D(A),‖x‖=1, x⊥D

〈Ax,x〉, (12.1)

μ̃n(A) = sup
D∈Fn−1

inf
x∈D[A],‖x‖=1, x⊥D

A[x]. (12.2)

By these definitions, μ1(A) = mA and μ̃1(A) = mtA . Hence, by formula (10.10),

μ1(A) = μ̃1(A) = inf
{

λ : λ ∈ σ(A)
}

. (12.3)

For the definition of the third sequence (λn(A))n∈N, we consider two cases.

Case 1 (σess(A) = ∅) Then σ(A) has no accumulation points and consists of
eigenvalues of finite multiplicities. Let λn(A), n ∈ N, be the eigenvalues of A
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counted according to their multiplicities and arranged in increasing order, that is,
λn(A) ≤ λn+1(A) for n ∈ N.

Case 2 (σess(A) 	= ∅) Let α = inf{λ : λ ∈ σess(A)} be the bottom of the essential
spectrum of A. The set of all eigenvalues λn(A) of A less than α will be enumerated
as in Case 1. If there are precisely k ∈ N eigenvalues less than α, we set λn(A) = α

for n > k. If there are no eigenvalues of A less than α, we put λn(A) = α for all
n ∈N.

From these definitions it follows at once that A has a purely discrete spectrum if
and only if limn→∞ λn(A) = +∞.

Theorem 12.1 (Min–max principle) Let A be a lower semibounded self-adjoint
operator on an infinite-dimensional Hilbert space H, and let EA denote its spectral
measure. Then we have

λn(A) = μn(A) = μ̃n(A) = inf
dimEA((−∞,λ))H≥n

λ for n ∈N. (12.4)

In the proof we use the following simple lemma.

Lemma 12.2 Set Eλ := EA((−∞, λ))H and d(λ) := dimEλ for λ ∈R. Then

d(λ) < n if λ < μn(A), (12.5)

d(λ) ≥ n if λ > μn(A). (12.6)

Proof Assume to the contrary that (12.5) is false, that is, d(λ) ≥ n and λ < μn(A).
Let D ∈ Fn−1 be given. Since d(λ) = dimEλ ≥ n, there exists a unit vector x ∈ Eλ

such that x⊥D. (Indeed, by choosing bases of Fn−1 and Eλ, the requirement x ⊥D
leads to at most n − 1 linear equations for at least n variables, so there is always
a nontrivial solution.) Since A is bounded from below and x = EA((−∞, λ))x, it
follows from the functional calculus that x ∈ D(A) and 〈Ax,x〉 ≤ λ‖x‖2 = λ. This
implies that μn(A) ≤ λ, which is a contradiction.

Suppose now that (12.6) is not true, that is, d(λ) < n and λ > μn(A). Then
Eλ ∈ Fn−1. If x ∈ D(A), ‖x‖ = 1, and x⊥Eλ, then EA((−∞, λ))x = 0, and hence
〈Ax,x〉 ≥ λ by the spectral theorem. Thus, μn(A) ≥ λ, which is a contradiction. �

Proof of Theorem 12.1 Let us abbreviate μn = μn(A) and λn = λn(A). From (12.5)
and (12.6) it follows at once that μn = inf{λ : d(λ) ≥ n} for all n ∈N.

To prove that μn = λn, we proceed by induction. By (12.3) we have μ1 = λ1.
Now suppose that μ1 = λ1, . . . ,μn−1 = λn−1. We shall prove that μn = λn.
First, we show that μn ∈ σ(A). Assume to the contrary that μn /∈ σ(A). Then

EA((μn −ε,μn +ε)) = 0 for some ε > 0 by Proposition 5.10(i), and hence Eμn+ε =
Eμn−ε/2. Therefore, n ≤ d(μn + ε) = d(μn − ε/2) < n by (12.6) and (12.5), which
is a contradiction. Thus, μn ∈ σ(A).

To complete the proof, we consider the following two distinct cases:
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Case I: d(μn + ε0) < ∞ for some ε0 > 0.
Since dimEA((μn − ε,μn + ε))H ≤ d(μn + ε0) < ∞ for 0 < ε < ε0 and

μn ∈ σ(A), Proposition 5.10(i) implies that μn is an isolated eigenvalue of finite
multiplicity. Hence, there exists δ > 0 such that σ(A) ∩ (μn − δ,μn + δ) con-
tains only μn. Therefore, by Proposition 5.10(i), EA((μn,μn + δ)) = 0, so that
dimEA((−∞,μn])H = d(μn + δ) ≥ n by (12.6). Hence, A has at least n eigenval-
ues (counted with multiplicities) in (−∞,μn]. These are λ1 ≤ . . . ≤ λn−1 ≤ λn. If
λn would be less than μn, then dimEA((−∞, λ))H = d(λ) ≥ n for λn < λ < μn.
This contradicts (12.5). Thus, μn = λn.

Case II: d(μn + ε) = ∞ for all ε > 0.
Since d(μn − ε) < n by (12.5), it follows that dimEA((μn − ε,μn + ε))H = ∞

for all ε > 0. Therefore, μn ∈ σess(A) by Proposition 8.11. Suppose that λ < μn

and choose δ > 0 such that λ + δ < μn. Then d(λ + δ) < n by (12.5), and hence
dimEA((λ−δ,λ+δ))H < n, so λ /∈ σess(A) again by Proposition 8.11. This proves
that μn = inf{μ : μ ∈ σess(A)}. By the definition of λn (Case 2) we therefore have
λn ≤ μn.

Assume that λn < μn. Then we have dimEA((−∞, λ))H = d(λ) ≥ n for λn <

λ < μn, which contradicts (12.5). The preceding proves that λn = μn.
The equality μ̃n(A) = λn(A) is proved by a similar reasoning. �

Theorem 12.1 has a number of important applications, both for theoretical in-
vestigations and for practical computations. As above, H is an infinite-dimensional
Hilbert space. Our first corollary shows that inequalities for (not necessarily com-
muting!) operators imply inequalities for the corresponding eigenvalues. The rela-
tions “≥” and “�” have been defined in Definition 10.5. For λ ∈ R, we denote by
N(A;λ) the number of n ∈N for which λn(A) < λ.

Corollary 12.3 Let A and B be lower semibounded self-adjoint operators on
(infinite-dimensional) Hilbert spaces G and H, respectively, such that G is a sub-
space of H. Suppose that A ≥ B or A � B . Then we have λn(A) ≥ λn(B) for all
n ∈ N and N(A;λ) ≤ N(B;λ) for λ ∈ R. If B has a purely discrete spectrum, so
has A.

Proof From the relation A ≥ B resp. A � B it follows immediately that μ̃n(A) ≥
μ̃n(B) resp. μn(A) ≥ μn(B) for n ∈ N, so λn(A) ≥ λn(B) by equality (12.4).
Obviously, the latter implies that N(A;λ) ≤ N(B;λ).

As noted above, a lower semibounded self-adjoint operator C has a purely dis-
crete spectrum if and only if limn λn(C) = +∞. Hence, A has a purely discrete
spectrum if B has. �

Corollary 12.4 Let A be a positive self-adjoint operator, and B a self-adjoint
operator on H. Suppose that B is relatively A-bounded with A-bound zero and
σess(A+βB) = [0,+∞) for β ≥ 0. Then the function β → λn(A+βB) on [0,+∞)

is nonincreasing for each n ∈N.
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Proof First, we note that by the Kato–Rellich Theorem 8.5 the operator A + βB is
self-adjoint on D(A+βB) =D(A). From the assumption σess(A+βB) = [0,+∞)

and the above definition of λn(·) it follows that λn(A+βB) ≤ 0 for all n ∈N. Recall
that λn(A + βB) = μn(A + βB) by (12.4). Therefore,

μn(A + βB) = sup
D∈Fn−1

inf
x∈D(A),‖x‖=1, x⊥D

min
{

0, 〈Ax,x〉 + β〈Bx,x〉}.

Since 〈Ax,x〉 ≥ 0, the function β → min{0, 〈Ax,x〉 + β〈Bx,x〉} is nonincreasing
on [0,∞) as easily seen, so is β → μn(A + βB) = λn(A + βB). �

In perturbation theory of quantum mechanics the variable β in the sum A+βB is
called the coupling constant. Then Corollary 12.4 says that the negative eigenvalues
λn(A + βB) are nonincreasing functions of the coupling constant β ∈ [0,+∞).
Hence, the number of negative eigenvalues of A + βB is increasing. It can also be
shown that the function β → λn(A + βB) is continuous on [0,+∞) and strictly
monotone at all point β where λn(A + βB) < 0.

Remarks 1. Exercises 1–4 contain additional facts concerning Theorem 12.1.
Exercise 1 shows that in Eqs. (12.1) and (12.2) supremum and infimum can be
replaced by maximum and minimum, respectively, while Exercises 2 and 3 state
“dual” versions to Theorem 12.1 (“max–min principles”).

2. Suppose that the Hilbert space H has dimension d ∈ N. Then the numbers
μn(A) and μ̃n(A) are not defined for n > d , since there is no unit vector x such that
x⊥H. But, as the corresponding proofs show, the assertions of Theorem 12.1 and
of Corollaries 12.3 and 12.4 remain valid for all n = 1, . . . , d .

Proposition 12.5 Let A be a lower semibounded self-adjoint operator on H. Let
V be a d-dimensional subspace of D(A), and AV := PA�V the compression of A

to V , where P is the orthogonal projection onto V . If λ1(AV ), . . . , λd(AV ) denote
the eigenvalues of the self-adjoint operator AV on V enumerated in increasing
order, then

λ1(A) ≤ λ1(AV ), λ2(A) ≤ λ2(AV ), . . . , λd(A) ≤ λd(AV ). (12.7)

Proof Let k ∈ {1, . . . , d}. Since λk(A) = μk(A) and λk(AV ) = μk(AV ) by (12.4)
(see, e.g., Remark 2.), it suffices to prove that μk(AV ) ≥ μk(A). By (12.1),

μk(AV ) = sup
D∈Fk−1(V )

inf
v∈V,‖v‖=1, v⊥D

〈AV v, v〉

= sup
D∈Fk−1(H)

inf
v∈V,‖v‖=1, v⊥PD

〈Av,v〉

= sup
D∈Fk−1(H)

inf
v∈V,‖v‖=1, v⊥D

〈Av,v〉

≥ sup
D∈Fk−1(H)

inf
x∈D(A),‖x‖=1, x⊥D

〈Ax,x〉 = μk(A).
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For the third equality, we used the fact that for v ∈ V , we have v ⊥ PD if and only
if v ⊥D, since 〈v,Py〉 = 〈Pv,y〉 = 〈v, y〉 for any y ∈ H. �

Inequalities (12.7) are estimates of the eigenvalues of A from above by finite-
dimensional approximations. They are the basic tools for the Rayleigh–Ritz method
which is useful for practical calculations of eigenvalues, see, e.g., [CH].

Derivation of lower bounds for the eigenvalues is more subtle. A simple result of
this kind is the next proposition, which contains a lower bound for the first eigen-
value.

Proposition 12.6 (Temple’s inequality) Let A be a lower semibounded self-adjoint
operator such that λ1(A) < λ2(A), and let α ∈ R, x ∈ D(A2), ‖x‖ = 1. Suppose
that 〈Ax,x〉 < α < λ2(A). Then

λ1(A) ≥ 〈Ax,x〉 − 〈A2x, x〉 − 〈Ax,x〉2

α − 〈Ax,x〉 = 〈Ax,x〉 − 〈(A − 〈Ax,x〉)2x, x〉
α − 〈Ax,x〉 .

Proof Set λ1 := λ1(A). Since λ1(A) < α < λ2(A), we have σ(A) ∩ (λ1, α) = ∅.
Hence,

〈

(A − λ1I )(A − αI)x, x
〉 =

∫

σ(A)

(t − λ1)(t − α)d
〈

EA(t)x, x
〉 ≥ 0,

which in turn implies that
〈

(A − αI)Ax,x
〉 ≥ λ1

〈

(A − αI)x, x
〉

. (12.8)

By assumption, 〈(A − αI)x, x〉 = 〈Ax,x〉 − α < 0. Therefore, (12.8) yields

λ1 ≥ 〈(A − αI)Ax,x〉
〈(A − αI)x, x〉 = 〈Ax,x〉 − 〈A2x, x〉 − 〈Ax,x〉2

α − 〈Ax,x〉 . �

Corollary 12.3 can be used to derive results by comparing eigenvalues of
Schrödinger operators with different potentials. A sample is the following propo-
sition.

Proposition 12.7 Let V be a nonnegative function of L∞
loc(R

d) such that
lim‖x‖→∞ V (x) = +∞. Then the form sum A = −Δ +̇V is a positive self-adjoint
operator with purely discrete spectrum.

Proof First, we note that the form sum A = −Δ +̇V is a well-defined positive self-
adjoint operator by Proposition 10.23, since V ∈ L∞

loc(R
d).

Let M > 0 be given. Since lim‖x‖→+∞ V (x) = +∞, there is an r > 0 such that
V (x) ≥ M if ‖x‖ ≥ r . Set Ur(x) = −M if ‖x‖ ≤ r , Ur(x) = 0 if ‖x‖ > r , and
define the form sum Br = −Δ +̇ (Ur + M). By construction, V (x) ≥ Ur(x) + M ,
and hence A ≥ Br . Therefore, λn(A) ≥ λn(Br) for n ∈ N by Corollary 12.3.

Since Ur is bounded and of compact support, −Δ + Ur is a self-adjoint operator
such that σess(−Δ+Ur) = [0,+∞) by Theorem 8.19. Obviously, −Δ+Ur is lower
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semibounded. Hence, there exists n0 such λn(−Δ+Ur) ≥ −1 for n ≥ n0. Since the
operator sum −Δ+ (Ur +M) is a self-adjoint operator by Theorem 8.8, it coincides
with the form sum Br by Proposition 10.22(ii). Thus, we have

λn(Br) = λn

(−Δ + (Ur+M)
) = M + λn(−Δ + Ur).

By the preceding, for n ≥ n0, we have

λn(A) ≥ λn(Br) = M + λn(−Δ + Ur) ≥ M − 1.

This proves that limn→∞ λn(A) = +∞, so A has a purely discrete spectrum. �

12.2 Negative or Positive Eigenvalues of Schrödinger Operators

Our first proposition collects some simple criteria concerning the existence of neg-
ative eigenvalues. As usual, eigenvalues are counted with their multiplicities.

Proposition 12.8 Let A be a self-adjoint operator on a Hilbert space H such that
σess(A) ⊆ [0,+∞).

(i) A has a negative eigenvalue if and only if 〈Ax,x〉 < 0 for some x ∈ D(A).
(ii) A has only a finite number of negative eigenvalues if and only if there exists a

finite-dimensional linear subspace D of H such that 〈Ax,x〉 ≥ 0 for all x in
D(A), x ⊥D. The number of negative eigenvalues is then less than or equal to
dimD.

(iii) A has infinitely many negative eigenvalues if and only if there is an infinite-
dimensional subspace E of D(A) such that 〈Ax,x〉 < 0 for all x ∈ E , x 	= 0.

Proof Let EA denote the spectral measure of A. We freely use the description of the
spectrum given in Proposition 5.10. Since σess(A) ⊆ [0,+∞), all points of σ(A) ∩
(−∞,0) are eigenvalues of finite multiplicities which have no accumulation point
in (−∞,0), and dimEA((−∞,0))H is the number of negative eigenvalues.

(i): A has no negative eigenvalues if and only if EA((−∞,0)) = 0, or equiva-
lently, if A ≥ 0.

(ii): First, suppose that A has n negative eigenvalues. Then D := EA((−∞,0))H
has dimension n. If x ∈ D(A) and x ⊥ D, then x ∈ EA([0,+∞))H, and hence
〈Ax,x〉 ≥ 0 by the functional calculus.

Conversely, suppose that there is a finite-dimensional subspace D such that
〈Ax,x〉 ≥ 0 for x ∈D(A)∩D⊥. If dimEA((−∞,0))H would be larger than dimD,
then there exists a nonzero vector y ∈ EA((−∞,0))H∩D(A) such that y ⊥D. But
then 〈Ay,y〉 < 0, contradicting 〈Ay,y〉 ≥ 0 by the assumption.

(iii): If A has infinitely many negative eigenvalues, E := EA((−∞,0))D(A) is
infinite-dimensional and has the desired property.

Conversely, assume that E is such a subspace. Let D be an arbitrary finite-
dimensional subspace of H. Since E has infinite dimension, we can find a nonzero
y ∈ E such that y ⊥ D. Hence, the condition in (ii) cannot hold, since otherwise
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we would have 〈Ay,y〉 ≥ 0. This contradicts 〈Ay,y〉 < 0 by the condition in (iii).
Therefore, by (ii), A has infinitely many negative eigenvalues. �

Now we turn to the existence of negative eigenvalues of Schrödinger operators.
In quantum mechanics the corresponding eigenfunctions are called bound states.
If a particle is in a bound state, it cannot leave the system without additional
energy.

Proposition 12.9 Let V be a real-valued function of L2(R3) + L∞(R3)ε . Suppose
that there exist positive constants c, R0, and δ such that δ < 2 and

V (x) ≤ −c‖x‖−δ for ‖x‖ ≥ R0. (12.9)

Then the self-adjoint operator −Δ + V has infinitely many negative eigenvalues.

Proof By Theorems 8.8 and 8.19, A := −Δ + V is a self-adjoint operator on
L2(R3) and σess(A) = [0,+∞). Hence, the assumptions of Proposition 12.8 are
satisfied.

Let us fix a function ϕ ∈ C∞
0 (R3) such that suppϕ ⊆ {x : 1 < ‖x‖ < 2} and

‖ϕ‖ = 1. Put ϕα(x) = α−3/2ϕ(α−1x) for α > 0. Then we have

〈Δϕα,ϕα〉 = α−2〈Δϕ,ϕ〉 and
〈‖x‖−δϕα,ϕα

〉 = α−δ
〈‖x‖−δϕ,ϕ

〉

. (12.10)

Since suppϕα ⊆ {x : α < ‖x‖ < 2α}, for α > R0, it follows from (12.9) and (12.10)
that

〈Aϕα,ϕα〉 = 〈−Δϕα,ϕα〉 + 〈V ϕα,ϕα〉 ≤ α−2〈−Δϕ,ϕ〉 − cα−δ
〈‖x‖−δϕ,ϕ

〉

.

Therefore, since δ < 2, there exists β > 0 such that 〈Aϕα,ϕα〉 < 0 for all α > β .
Set ψn := ϕ2nβ . Clearly, (ψn)n∈N is an orthonormal sequence of functions with

disjoints supports, so that 〈Aψn,ψk〉 = 0 for n 	= k. Hence, the linear span E of vec-
tors ψn is an infinite-dimensional linear subspace of D(A) such that 〈Aψ,ψ〉 < 0
for all ψ ∈ E , ψ 	= 0. Therefore, by Proposition 12.8(iii), A has infinitely many
negative eigenvalues. �

The condition δ < 2 is crucial in Proposition 12.9. It turns out that the potential
V0(x) = ‖x‖−2 is the borderline case for having infinitely many negative eigenval-
ues. In fact, the following result (see [RS4], Theorem XIII.6) is true:

Let V ∈ L2(R3) + L∞(R3)ε be real-valued. If there are positive constants R0
and b such that b < 1/4 and

V (x) ≥ −b‖x‖−2 for ‖x‖ ≥ R0,

then −Δ + V has only a finite number of negative eigenvalues.
Another application of the min–max principle are estimates for the num-

bers of negative eigenvalues of Schrödinger operators. This matter is treated
in great detail in [RS4, Chap. XIII, Sect. 3]. Here we state only the theo-
rem about the Birman–Schwinger bound (12.11) without proof (see [RS4, Theo-
rem XIII.10]):
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Let V be a real-valued Borel function on R
3 of the Rollnik class R (see

Sect. 10.7). If N(V ) denotes the number of negative eigenvalues of the self-adjoint
operator −Δ +̇V , then

N(V ) ≤ (4π)−2‖V ‖R, (12.11)

where ‖V ‖R is given by (10.42). In particular, N(V ) is finite.
The next result contains a criterion for the nonexistence of positive eigenvalues.

Proposition 12.10 Let V be a real-valued Borel function on R
d which is relatively

(−Δ)-bounded with (−Δ)-bound less than one. Suppose that there exists a number
β ∈ (0,2) such that

V (ax) = a−βV (x) for a ∈ (0,1) and x ∈ R
d, x 	= 0. (12.12)

Then the self-adjoint operator −Δ + V has no eigenvalue contained in [0,+∞).

Proof By the Kato–Rellich Theorem 8.5, the operator −Δ + V is self-adjoint
on D(−Δ). Let λ be an eigenvalue of −Δ + V with eigenvector f , ‖f ‖ = 1.
Put fa(x) = f (ax) for a ∈ (0,1). Using assumption (12.12) and the equation
−(Δf )(x) = −V (x)f (x) + λf (x), we derive

−(Δfa)(x) = −a2(Δf )(ax) = −a2V (ax)f (ax) + a2λf (ax)

= −a2−βV (x)fa(x) + a2λfa(x).

Using this relation and the fact that the operator −Δ is symmetric, we obtain

a2λ〈fa,f 〉 − a2−β〈Vfa,f 〉 = 〈−Δfa,f 〉 = 〈fa,−Δf 〉 = 〈fa,−Vf + λf 〉
= −〈Vfa,f 〉 + λ〈fa,f 〉,

which leads to the equation

λ〈fa,f 〉 = a2−β − 1

a2 − 1
〈Vfa,f 〉.

Letting a → 1 − 0, we conclude that λ = λ〈f,f 〉 = 2−β
2 〈Vf,f 〉. Hence,

〈−Δf,f 〉 = 〈−Vf + λf,f 〉 = −2(2 − β)−1λ + λ = λβ(β − 2)−1. (12.13)

Since 〈−Δf,f 〉 > 0 and β(β − 2) < 0, it follows from (12.13) that λ < 0. �

We illustrate the preceding results by the standard example of potentials.

Example 12.1 (Coulomb potential V (x) = −γ ‖x‖−1 on L2(R3)) First, suppose
that γ ∈ R. Recall from Example 8.5 that V ∈ L2(R3) + L∞(R3)ε , so V has the
(−Δ)-bound zero, and σess(−Δ+V ) = [0,+∞). Thus, by Corollary 12.4, the func-
tion β → λn(−Δ + βV ) is nonincreasing on [0,+∞).

The potential V satisfies the homogeneity condition (12.12) with β = 1. Hence,
by Proposition 12.10, the self-adjoint operator −Δ + V has no eigenvalue in
[0,+∞).
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Further, let λ be an eigenvalue of −Δ + V with normalized eigenfunction f .
Since 2−β

2 = 1
2 and hence λ = 1

2 〈Vf,f 〉 by the above proof, (12.13) yields

−〈−Δf,f 〉 = 1

2
〈Vf,f 〉 = λ. (12.14)

This assertion is called virial theorem (see, e.g., [Th], 4.1.4). Since 〈−Δf,f 〉 > 0,
Eq. (12.14) implies that λ < 0.

Now suppose that γ > 0. Then (12.9) is fulfilled with δ = 1, γ = c, R0 = 1.
Therefore, by Proposition 12.9, the operator −Δ + V has infinitely many negative

eigenvalues. It can be shown that these are precisely the eigenvalues −γ 2

4k2 , where

k ∈ N, with multiplicities k2 and the corresponding eigenfunctions are built from
spherical harmonics and Laguerre functions. This is carried out in detail in standard
books on quantum mechanics. ◦

12.3 Asymptotic Distribution of Eigenvalues of the Dirichlet
Laplacian

Let Ω be an open subset of Rd . The Dirichlet Laplacian −ΔD,Ω and the Neumann
Laplacian −ΔN,Ω on Ω have been studied extensively in Sect. 10.6. Here we only
recall that −ΔD,Ω and −ΔN,Ω are positive self-adjoint operators on L2(Ω) which
are defined by their quadratic forms tD,Ω and tN,Ω , where

D(tD,Ω) =D[−ΔD,Ω ] := H 1
0 (Ω),

D(tN,Ω) =D[ΔN,Ω ] := H 1(Ω),
(12.15)

and both forms are given by the same expression

t[f,g] =
∫

Ω

(∇f )(x) · (∇g)(x) dx. (12.16)

By (12.16) the form norm of −ΔD,Ω coincides with the norm of H 1
0 (Ω).

Suppose that Ω is bounded. Then the embedding of H 1
0 (Ω) into L2(Ω) is

compact by Theorem D.1. Hence −ΔD,Ω has a purely discrete spectrum by Propo-
sition 10.6. If, in addition, Ω is of class C1 (see Appendix D), the embedding of
H 1(Ω) into L2(Ω) is compact by Theorem D.4, so −ΔN,Ω has also a purely dis-
crete spectrum. The spectrum of −ΔD,Ω is formed by an increasing positive se-
quence λn(−ΔD,Ω), n ∈N, of eigenvalues counted with multiplicities and converg-
ing to +∞. The main result of this section (Theorem 12.14) describes the asymp-
totic behavior of this sequence for some “nice” open bounded sets Ω . To achieve
this goal, a number of preliminaries are needed.

Lemma 12.11 Let Ω and ˜Ω be open subsets of Rd .

(i) If Ω ⊆ ˜Ω , then −ΔD, ˜Ω ≤ −ΔD,Ω .
(ii) −ΔN,Ω ≤ −ΔD,Ω .
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Proof Both inequalities follow at once from the definitions of the order relation “≤”
(Definition 10.5) and the corresponding forms (12.15) and (12.16). �

Lemma 12.12 Let Ω1, . . . ,Ωq be pairwise disjoint open subsets of Rd .

(i) If Ω = ⋃q

j=1 Ωj , then −ΔD,Ω = ⊕q

j=1 −ΔD,Ωj
on L2(Ω) = ⊕q

j=1 L2(Ωj ).

(ii) Let Ω be an open subset of Rd such that
⋃q

j=1 Ωj ⊆ Ω and Ω\⋃q

j=1 Ωj is a

Lebesgue null set. Then
⊕q

j=1 −ΔN,Ωj
≤ −ΔN,Ω on L2(Ω) = ⊕q

j=1 L2(Ωj ).

Proof For a function f on Ω we denote its restriction to Ωj by fj .
(i): Since Ω is the union of the disjoint sets Ωj , for f,g ∈ C∞

0 (Ω), we have

tD,Ω [f,g] =
∫

Ω

∇f · ∇g dx =
q

∑

j=1

∫

Ωj

∇fj · ∇gj dx

=
q

∑

j=1

tD,Ωj
[fj , gj ] (12.17)

and C∞
0 (Ω) = ⊕q

j=1 C∞
0 (Ωj ). Hence, by continuity Eq. (12.17) extends to the clo-

sures of the corresponding forms and yields tD,Ω [f,g] = ∑q

j=1 tD,Ωj
[fj , gj ] for

f,g ∈ D(tD,Ω) = ⊕q

j=1 D(tD,Ωj
). Taking the operators associated with the forms

tD,Ω and tD,Ωj
, it follows that −ΔD,Ω = ⊕q

j=1 −ΔD,Ωj
.

(ii): Let f,g ∈ D(tN,Ω) = H 1(Ω). Then fj , gj ∈ D(tN,Ωj
) = H 1(Ωj ). Since

Ω\⋃q

j=1 Ωj has Lebesgue measure zero, we obtain

tN,Ω [f,g] =
∫

Ω

∇f · ∇g dx =
q

∑

j=1

∫

Ωj

∇fj · ∇gj dx

=
q

∑

j=1

tN,Ωj
[fj , gj ]. (12.18)

Clearly, the operator associated with the form on the right-hand side of (12.18)
is

⊕q

j=1 −ΔN,Ωj
on L2(Ω) = ⊕q

j=1 L2(Ωj ). Since D(tN,Ω) ⊆ ⊕q

j=1 D(tN,Ωj
),

(12.18) implies that
⊕q

j=1 −ΔN,Ωj
≤ −ΔN,Ω . �

For a self-adjoint operator A on H and λ ∈R we define

N ′(A;λ) := dimEA

(

(−∞, λ)
)

H.

If A = ⊕n
k=1 Aj is an orthogonal sum of self-adjoint operators Aj , we obviously

have EA(·) = ⊕n
j=1 EAj

(·), and hence

N ′(A;λ) =
n

∑

k=1

N ′(Ak;λ), λ ∈R. (12.19)
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If A has a purely discrete spectrum, N ′(A,λ) is just the number N(A,λ) of eigen-
values of A less than λ which appeared in Corollary 12.3. Further, we abbreviate

ND,Ω(λ) := N(−ΔD,Ω ;λ) and NN,Ω(λ) := N(−ΔN,Ω ;λ).

That is, if −ΔD,Ω resp. −ΔN,Ω has a purely discrete spectrum, then ND,Ω(λ) resp.
NN,Ω(λ) is the number of eigenvalues of −ΔD,Ω resp. −ΔN,Ω less than λ.

Example 12.2 (Ω = (a, a + l), d = 1, l > 0) In this case, −ΔD,Ω is the differential

operator − d2

dx2 with boundary conditions f (a) = f (a + l) = 0. Easy computations
show that −ΔD,Ω has the spectrum

σ(−ΔD,Ω) = {

n2π2l−2 : n ∈ N
}

consisting of simple eigenvalues n2π2l−2 and the corresponding eigenfunctions ϕn,
n ∈N, are

ϕ2k(x) = sin 2kπl−1(x − a − l/2),

ϕ2k+1(x) = cos(2k + 1)πl−1(x − a − l/2).

Clearly, −ΔN,Ω is the operator − d2

dx2 with boundary conditions f ′(a) =
f ′(a + l) = 0. Hence, the spectrum of −ΔN,Ω is formed by simple eigenvalues
n2π2l−2 with eigenfunctions ψn, n ∈N0. They are given by

σ(−ΔN,Ω) = {

n2π2l−2 : n ∈N0
}

,

ψ2k(x) = cos 2kπl−1(x − a − l/2),

ψ2k+1(x) = sin(2k + 1)πl−1(x − a − l/2). ◦

Example 12.3 (Ω = (a1, a1 + l) × · · · × (ad, ad + l) ⊆ R
d , l > 0) By separation

of variables we easily determine the spectra and the eigenfunctions of the operators
−ΔD,Ω and −ΔN,Ω and obtain

σ(−ΔD,Ω) = {(

n2
1 + . . . + n2

d

)

π2l−2 : n1, . . . , nd ∈N
}

, (12.20)

ϕn(x) = ϕn1(x1) · · ·ϕnd
(xd), n = (n1, . . . , nd) ∈N

d,

σ (−ΔN,Ω) = {(

n2
1 + . . . + n2

d

)

π2l−2 : n1, . . . , nd ∈N0
}

, (12.21)

ψn(x) = ψn1(x1) · · ·ψnd
(xd), n = (n1, . . . , nd) ∈N

d
0 . ◦

Let us denote by ωd the volume of the unit ball in R
d , that is,

ωd = πd/2Γ (d/2 + 1), d ∈N. (12.22)

Lemma 12.13 Let Ω = (a1, a1 + l) × · · · × (ad, ad + l) ⊆ R
d , l > 0. For λ > 0,



276 12 Discrete Spectra of Self-adjoint Operators

∣

∣ND,Ω(λ) − λd/2ωdld(2π)−d
∣

∣ ≤
d−1
∑

j=0

λj/2ωj l
j (2π)−j , (12.23)

∣

∣NN,Ω(λ) − λd/2ωdld(2π)−d
∣

∣ ≤
d−1
∑

j=0

λj/2ωj l
j (2π)−j . (12.24)

Proof From Example 12.3 and formula (12.20) it follows that ND,Ω(λ) is the num-
ber of points n = (n1, . . . , nd) ∈ N

d such that (n2
1 + . . . + n2

d)π2l−2 < λ, or equiv-
alently, the number of n ∈ N

d lying inside the ball Br centered at the origin with
radius r := √

λ lπ−1. Similarly, formula (12.21) implies that ND,Ω(λ) is the num-
ber of points n ∈ N

d
0 inside the ball Br .

For n ∈ N
d and k ∈ N

d
0 , we define the unit cubes Qn and Pk by

Qn = {x : nj − 1 ≤ xj < nj , j = 1, . . . , d},
Pk = {x : kj ≤ xj < kj + 1, j = 1, . . . , d}.

Let Br,+ = {x ∈ Br : x1 ≥ 0, . . . , xd ≥ 0} be the intersection of the positive octant
with Br . The union of all cubes Qn, where n ∈N

d ∩ Br , is disjoint and contained in
Br,+, while the union of cubes Pk , where k ∈ N

d
0 ∩ Br , is a disjoint cover of Br,+.

Therefore, by the preceding, we have

ND,Ω(λ) ≤ |Br,+| = 2−dωdrd = λ
d
2 ωdld(2π)−d ≤ NN,Ω(λ). (12.25)

Obviously, the difference NN,Ω(λ) − ND,Ω(λ) is just the number of points of
N

d
0\Nd within Br . This is the union of sets Rj , j = 0, . . . , d − 1, where Rj de-

notes the set of all n ∈ N
d ∩ Br for which precisely j of the numbers n1, . . . , nd are

nonzero. Repeating the above reasoning, we conclude that the number of points of
Rj does not exceed the volume of the positive octant Br,+,j of the ball centered at
the origin with radius r in j -dimensional space. Since |Br,+,j | = 2−jωj r

j , we get

0 ≤ NN,Ω(λ) − ND,Ω(λ) ≤
d−1
∑

j=0

2−jωj r
j =

d−1
∑

j=0

λj/2ωj l
j (2π)−j . (12.26)

Now the assertions (12.23) and (12.24) follow by combining inequalities (12.25)
and (12.26). �

In the preceding proof the points of Zd inside a ball played a crucial role. Esti-
mating the number of such lattice points is an important problem in number theory.

In order to formulate our main theorem, we recall the notion of the Jordan con-
tent. Let M be a bounded subset of R

d . Then there are numbers a, b ∈ R such
that M is contained in the closed cube Q = [a, b] × . . . × [a, b] in R

d . Let n ∈ N

and l := (b − a)/n. To any n-tuple k = (k1, . . . , kn) of numbers kj ∈ {1, . . . , n} we
associate a cube

Rk = [

a + (k1 − 1)l, a + k1l
] × · · · × [

a + (kd − 1)l, a + kd l
]

.

We call the set of all such cubes a partition of the cube Q and l its length.
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We denote by Jn(M) the volume of those cubes Rk contained in M and by
Jn(M) the volume of those Rk that intersect M. The bounded set M is said to
be Jordan measurable if supn J n(M) = infn J n(M); this common value is then
denoted by J (M) and called the (d-dimensional) Jordan content of M.

Bounded open subsets with piecewise smooth boundary are Jordan measurable.
If M is Jordan measurable, it is Lebesgue measurable and J (M) coincides with the
Lebesgue measure of M; see, e.g., [Ap] for more about the Jordan content.

Theorem 12.14 (Weyl’s asymptotic formula) Let Ω be a bounded open Jordan
measurable subset of Rd . Then we have

lim
λ→+∞ND,Ω(λ)λ− d

2 = (2π)−dωdJ (Ω). (12.27)

Proof Let us fix a cube Q which contains Ω and a partition of Q of length l.
We denote by Q1, . . . ,Qq the interiors of those cubes Rk contained in Ω . Since

Q := ⋃q

j=1 Qj ⊆ Ω , it follows from Lemmas 12.11(i) and 12.12(i) that

−ΔD,Ω ≤ −ΔD,Q =
q

⊕

j=1

−ΔD,Qj
. (12.28)

Obviously, the volume of Q is |Q| = qld . Applying first Corollary 12.3 and then
formula (12.19) to (12.28), and finally (12.23), we derive

ND,Ω(λ) ≥ ND,Q(λ) =
∑

j

ND,Qj
(λ) ≥ q

(

λ
d
2 ωdld(2π)−d −

d−1
∑

j=0

λ
j
2 ωj l

j (2π)−j

)

= λ
d
2 |Q|ωd(2π)−d − q

d−1
∑

j=0

λ
j
2 ωj l

j (2π)−j . (12.29)

Let P1, . . . ,Pp be the interiors of all cubes Rk which intersect Ω and let P be
the interior of the union

⋃p

j=1 Pj . Then Ω ⊆P and P\⋃p

j=1 Pj is a Lebesgue null
set. Therefore, applying Lemmas 12.11, (i) and (ii), and 12.12(ii), we obtain

−ΔD,Ω ≥ −ΔD,P ≥ −ΔN,P ≥
p

⊕

k=1

−ΔN,Pk
. (12.30)

Clearly, |P| = plp . Employing again Corollary 12.3 and formula (12.19) (now
applied to (12.30)) and finally (12.24), we get

ND,Ω(λ) ≤
∑

k

NN,Pk
(λ) ≤ λ

d
2 |P|ωd(2π)−d + p

d−1
∑

j=0

λ
j
2 ωj l

j (2π)−j .

(12.31)
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The highest order terms for λ on the right-hand sides of (12.29) and (12.31) are
λd/2. From (12.29) and (12.31) we therefore conclude that

(2π)−dωd |Q| ≤ lim inf
λ→+∞ND,Ω(λ)λ− d

2 ≤ lim sup
λ→+∞

ND,Ω(λ)λ− d
2 ≤ (2π)−dωd |P|.

By definition, |Q| = J n(Ω) and |P| = Jn(Ω). Since Ω is Jordan measurable, the
differences |P| − J (Ω) and J (Ω) − |Q| can be made arbitrary small. Hence, it fol-
lows from the preceding inequalities that the limit limλ→+∞ ND,Ω(λ)λ−d/2 exists
and is equal to (2π)−dωdJ (Ω). This proves Eq. (12.27). �

The function ND,Ω(λ) describes the eigenvalue distribution of the Dirichlet
Laplacian −ΔD,Ω . Formula (12.27) says that its asymptotic behavior is given by

ND,Ω(λ) ∼ λ
d
2 (2π)−dωdJ (Ω) as λ → +∞.

To put Theorem 12.14 into another perspective, let us think of the region Ω

as a (d-dimensional) membrane that is held fixed along the boundary of Ω . The
transverse vibration of the membrane is described by a function u(x, t) on Ω ×
[0,+∞) satisfying the wave equation Δu = c2utt , where c is the quotient of the
density of the membrane by the tension. Solutions of the form u(x, t) = v(x)eiμt

are called normal modes. They represent the pure tones of the membrane and the
numbers μ are the “pitches”. Clearly, such a function u(x, t) is a normal mode if
and only if

−Δv = c2μ2v, v�∂Ω = 0.

In operator-theoretic terms this means that c2μ2 is an eigenvalue of the Dirichlet
Laplacian −ΔD,Ω .

If we could listen to the membrane vibrations with a perfect ear and “hear” all
eigenvalues, or equivalently the spectrum of −ΔD,Ω , what geometrical properties
of Ω could we get out of this? Or considering Ω as a drum and repeating a famous
phrase of Kac [Kc], “Can we hear the shape of a drum?” By Weyl’s formula (12.27)
we can “hear” the dimension d and the volume J (Ω) of Ω . Further, the spectrum
determines the perimeter of Ω as also shown by Weyl (1912).

This question has an analog for the Laplace–Beltrami operator on a compact
Riemannian manifold: What geometrical or topological properties of the manifold
are encoded in the spectrum of this operator? This is the subject of a mathematical
discipline which is called spectral geometry, see, e.g., [Bd].

12.4 Exercises

In Exercises 1, 2, 3, 4, H denotes an infinite-dimensional separable Hilbert space.

∗1. Let A be a lower semibounded self-adjoint operator on H with purely discrete
spectrum. Let (λn(A))n∈N be the nondecreasing sequence of eigenvalues of
A counted with multiplicities, and let {xn : n ∈ N} be an orthonormal basis of
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corresponding eigenvectors of A, that is, Axn = λn(A)xn. Put D0 = {0} and
Dn = Lin{x1, . . . , xn}.
Show that the supremum in Eqs. (12.1) and (12.2) is attained for D = Dn−1
and that in this case the infimum becomes a minimum.
(This means that the assertion of Theorem 12.1 remains valid if “sup” and
“inf” in (12.1) and (12.2) are replaced by “max” and “min,” respectively. This
justifies the name “min–max principle”.)

∗2. (Max–min principle)
Let A and (λn(A))n∈N be as in Exercise 12.1. Show that for any n ∈ N,

λn(A) = inf
D∈Fn∩D(A)

sup
x∈D,‖x‖=1

〈Ax,x〉 = inf
D∈Fn∩D[A]

sup
x∈D,‖x‖=1

A[x].

Sketch of proof: Denote the number after the first equality sign by νn. Verify
that sup{〈Ax,x〉 : x ∈Dn,‖x‖ = 1} = λn(A). This implies that νn ≤ λn(A).
Conversely, if D ∈ Fn, choose a unit vector x ∈ D such that x⊥Dn−1. Then
〈Ax,x〉 ≥ λn(A), and hence νn ≥ λn(A).

3. (Another variant of the max–min principle)
Let A be a positive self-adjoint compact operator on H, and let (˜λn(A))n∈N
be the nonincreasing sequence of eigenvalues of A counted with multiplicities.
Show that

˜λn(A) = inf
D∈Fn−1

sup
x⊥D,‖x‖=1

〈Ax,x〉 for n ∈N.

4. Let A be a lower semibounded self-adjoint operator on H, and C ∈ B(H).
Prove that |λn(A + C) − λn(A)| ≤ ‖C‖ for n ∈ N.
Hint: Note that |〈(A + C)x, x〉 − 〈Ax,x〉| ≤ ‖C‖ for x ∈ D(A), ‖x‖ = 1.

5. Let T be an operator on a Hilbert space H, and x ∈ H, x 	= 0. Prove that the
Rayleigh quotient

〈T x, x〉
‖x‖2

is a unique complex number where inf{‖T x − λx‖ : λ ∈ C} is attained.
6. Let A be a self-adjoint operator with purely discrete spectrum. Let p ∈C[t] and

x ∈ D(p(A)) be such that 〈p(A)x, x〉 > 0. Show that the set {t ∈R : p(t) > 0}
contains at least one eigenvalue of A.

7. (Existence of negative eigenvalues)
Let V be a real-valued Borel function on R such that

lim|c|→∞

∫ c+1

c

∣

∣V (x)
∣

∣

2
dx = 0.

Define T = − d2

dx2 + V (x) on D(T ) = H 2(R). Recall that T is a self-adjoint
operator and σess(H) = [0,+∞) by Proposition 8.20 and Theorem 8.15.
a. Suppose that there exists an ε > 0 such that

∫

R
V (x)e−2εx2

dx < −√
επ/2.

Prove that T has at least one negative eigenvalue.
Hint: Set ϕε(x) = e−εx2

and compute 〈−ϕ′′
ε , ϕε〉 = ‖ϕ′

ε‖2 = √
επ/2.
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b. Suppose that there is a Borel set M such that
∫

M
V (x)dx exists, is negative,

and V (x) ≤ 0 on R \ M . Prove that T has at least one negative eigenvalue.
Hint: Use the fact that

∫

M
V (x)e−2εx2

dx → ∫

M
V (x)dx as ε → +0.

8. Let V (x) be a real-valued Borel function on R of compact support such that
∫

R
V (x)dx < 0. Show that the self-adjoint operator T = − d2

dx2 + V (x) on

L2(R) has at least one negative eigenvalue.
9. Find the counterpart of Exercise 7.a on L2(Rd) for arbitrary d ∈ N.

Hint: Compute 〈−Δϕε,ϕε〉 = dε
√

πd/(2ε)d .

10. Let a, b ∈ R, a < b, and let T = − d2

dx2 denote the operator with domain

D(T ) = {f ∈ H 2(a, b) : f ′(a) = f (b) = 0} in L2(a, b).
a. Show that T is a self-adjoint operator with purely discrete spectrum.
b. Determine the eigenvalues of T and the corresponding eigenfunctions.

12.5 Notes to Part V

Chapters 10 and 11:
That densely defined lower semibounded symmetric operators have self-adjoint

extensions with the same lower bounds was conjectured by von Neumann [vN1],
p. 103, and proved by Stone [St2], p. 388, and Friedrichs [F1]. Friedrichs’ work
[F1] was the starting point for the theory of closed symmetric forms. General forms
have been studied by various authors [LM, K3, Ls]. The Heinz inequality was ob-
tained in [Hz]. The KLMN Theorem 10.21 bears his name after Kato [K3], Lax and
Milgram [LaM], Lions [Ls], and Nelson [Ne2].

The standard reference for the theory of forms is Kato’s book [K2]. Our Theo-
rems 11.8 and 10.7 correspond to the first and second form representation theorems
therein. General treatments of forms are given in [EE, D2, RS2, BS].

Applications of forms and Hilbert space operators to differential equations are
studied in many books such as [Ag, D2, EE, Gr, LM, LU, Tl].

Example 10.11 is the simplest example of “point interaction potentials” studied
in quantum mechanics, see, e.g., [AGH] and the references therein.

Chapter 12:
The min–max principle was first stated by Fischer [Fi] in the finite-dimensional

case. Its power for applications was discovered by Courant [Cr, CH] and Weyl [W3].
Weyl’s asymptotic formula was proved in [W3], see, e.g., [W4] for some historical
reminiscences.
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Chapter 13
Self-adjoint Extensions: Cayley Transform
and Krein Transform

The subject of this chapter and the next is the self-adjoint extension theory of
densely defined symmetric operators. The classical approach, due to J. von Neu-
mann, is based on the Cayley transform. It reduces the problem of self-adjoint ex-
tensions of a symmetric operator to the problem of finding unitary extensions of
its Cayley transform. This theory is investigated in Sects. 13.1 and 13.2. A similar
problem is describing all positive self-adjoint extensions of a densely defined posi-
tive symmetric operator. One approach, due to M.G. Krein, uses the Krein transform
and is treated in Sect. 13.4. A theorem of Ando and Nishio characterizes when a (not
necessarily densely defined!) positive symmetric operator has a positive self-adjoint
extension and shows that in this case a smallest positive self-adjoint extension ex-
ists. This result and some of its applications are developed in Sect. 13.3. The final
Sect. 13.5 deals with two special situations for the construction of self-adjoint ex-
tensions. These are symmetric operators commuting with a conjugation or anticom-
muting with a symmetry.

Throughout this chapter, λ denotes a fixed complex number such that Imλ > 0.

13.1 The Cayley Transform of a Symmetric Operator

Let T denote the unit circle {z ∈ C : |z| = 1}. It is well known that the Möbius
transformation

t → (t − λ)(t − λ)−1

maps the real axis onto T\{1} and the upper (resp. lower) half-plane onto the set
inside (resp. outside) of T. The Cayley transform is an operator analog of this trans-
formation. It maps densely defined symmetric operators onto isometric operators V

for which R(I − V ) is dense, and it relates both classes of operators.
First, we develop some simple facts on isometric operators. An isometric

operator is a linear operator V on a Hilbert space H such that ‖V x‖ = ‖x‖ for
all x ∈ D(V ). By the polarization formula (1.2) we then have 〈V x,Vy〉 = 〈x, y〉
K. Schmüdgen, Unbounded Self-adjoint Operators on Hilbert Space,
Graduate Texts in Mathematics 265,
DOI 10.1007/978-94-007-4753-1_13, © Springer Science+Business Media Dordrecht 2012

283
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for x, y ∈D(V ). The domain D(V ) can be an arbitrary linear subspace of H. Obvi-
ously, if V is isometric, it is invertible, and its inverse V −1 is also isometric. Clearly,
V is closed if and only if D(V ) is a closed linear subspace of H.

Let V be an isometric operator on H. From the inequality
∥
∥(V − μI)x

∥
∥ ≥ ∣

∣‖V x‖ − |μ|‖x‖∣∣ = ∣
∣1 − |μ|∣∣‖x‖ for x ∈ D(V ) and μ ∈C

it follows that C\T ⊆ π(T ). Hence, by Proposition 2.4, the defect numbers of V are
constant on the interior of T and on the exterior of T. The cardinal numbers

di(V ) := dμ(V ) =R(V − μI)⊥ for |μ| < 1, (13.1)

de(V ) := dμ(V ) =R(V − μI)⊥ for |μ| > 1 (13.2)

are called the deficiency indices of the isometric operator V . A nice description of
these numbers is given by the next lemma.

Lemma 13.1 di(V ) = dimR(V )⊥ and de(V ) = dimD(V )⊥.

Proof By (13.1), we have di(V ) = d0(V ) = dimR(V )⊥.
Fix μ ∈ C, 0 < |μ| < 1. Since (V −1 − μ)V x = (I − μV )x = −μ(V − μ−1)x

for x ∈ D(V ), we obtain R(V −1 − μI) =R(V − μ−1I ), and therefore by (13.2),

de(V ) = dimR
(

V − μ−1I
)⊥ = dimR

(

V −1 − μI
)⊥

= di
(

V −1) = dimR
(

V −1)⊥ = dimD(V )⊥. �

Lemma 13.2 If V is an isometric operator on H and R(I −V ) is dense in H, then
N (I − V ) = {0}.

Proof Let x ∈ N (I − V ). For v ∈D(V ), we have
〈

(I − V )v, x
〉 = 〈v, x〉 − 〈V v,x〉 = 〈v, x〉 − 〈V v,V x〉 = 〈v, x〉 − 〈v, x〉 = 0.

Hence, x = 0, since R(I − V ) is dense. �

Let T be a densely defined symmetric linear operator on H. Since Imλ > 0, we
have λ ∈ π(T ) by Proposition 3.2(i). Hence, T − λI is invertible. The operator

VT = (T − λI)(T − λI)−1 with domain D(VT ) =R(T − λI) (13.3)

is called the Cayley transform of T . That is, VT is defined by

VT (T − λI)x = (T − λI)x for x ∈ D(T ). (13.4)

Some useful properties of the Cayley transform are collected in the next proposition.

Proposition 13.3

(i) The Cayley transform VT is an isometric operator on H with domain D(VT ) =
R(T − λI) and range R(VT ) =R(T − λI).

(ii) R(I − VT ) =D(T ) and T = (λI − λVT )(I − VT )−1.
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(iii) T is closed if and only if VT is closed.
(iv) If S is another symmetric operator on H, then T ⊆ S if and only if VT ⊆ VS .
(v) di(VT ) = d−(T ) and de(VT ) = d+(T ).

Proof (i): We write λ = α + iβ , where α,β ∈ R. Let x ∈ D(T ). Using that the
operator T is symmetric, we compute

〈

(T − αI)x ± iβx, (T − αI)x ± iβx
〉

= ∥
∥(T − αI)x

∥
∥

2 + |β|2‖x‖2 ± iβ
〈

x, (T − αI)x
〉 ∓ iβ

〈

(T − αI)x, x
〉

= ∥
∥(T − αI)x

∥
∥

2 + |β|2‖x‖2.

(The same computation appeared already in formula (3.2).) Setting y := (T −λI)x,
we have VT y = (T − λI)x, and hence

‖VT y‖ = ∥
∥(T − αI)x − iβx

∥
∥ = ∥

∥(T − αI)x + iβx
∥
∥ = ‖y‖,

so VT is isometric. The equality R(VT ) =R(T − λI) follows from (13.4).
(ii): Recall that λ − λ �= 0. Since (I − VT )y = (λ − λ)x, R(I − VT ) = D(T ).

Hence, N (I − VT ) = {0} by Lemma 13.2. (Of course, this follows also directly,
since (I − VT )y = (λ − λ )x = 0 implies that x = 0 and therefore y = 0.) Further,
from the equations (I − VT )y = (λ − λ)x and (λI − λVT )y = (λ − λ)T x it follows
that T x = (λI −λVT )(I −VT )−1x for x ∈D(T ). If x ∈ D((λI −λVT )(I −VT )−1),
then in particular x ∈ D((I − VT )−1) = R(I − VT ) = D(T ). By the preceding we
have proved that T = (λI − λVT )(I − VT )−1.

(iii): By Proposition 2.1, T is closed if and only if D(VT ) =R(T −λI) is closed
in H, or equivalently, the bounded operator VT is closed.

(iv) follows at once from formula (13.4).
(v): From Lemma 13.1 and from the descriptions of D(VT ) and R(VT ) we obtain

di(VT ) = dimR(VT )⊥ = dimR(T − λI)⊥ = d−(T ),

de(VT ) = dimD(VT )⊥ = dimR(T − λI)⊥ = d+(T ). �

Now we proceed in reverse direction and suppose that V is an isometric operator
on H such that R(I − V ) is dense. Since then N (I − V ) = {0} by Lemma 13.2,
I − V is invertible. The operator

TV = (λI − λV )(I − V )−1 with domain D(TV ) =R(I − V ) (13.5)

is called the inverse Cayley transform of V . By this definition we have

TV (I − V )y = (λI − λV )y for y ∈D(V ). (13.6)

Proposition 13.4 TV is a densely defined symmetric operator which has the Cayley
transform V .

Proof Let x ∈ D(TV ). Then x = (I − V )y for some y ∈ D(V ). Using the assump-
tion that V is isometric, we compute



286 13 Self-adjoint Extensions: Cayley Transform and Krein Transform

〈TV x, x〉 = 〈

TV (I − V )y, (I − V )y
〉 = 〈

(λI − λV )y, (I − V )y
〉

= λ‖y‖2 + λ‖Vy‖2 − λ〈y,Vy〉 − λ〈Vy,y〉
= 2 Reλ‖y‖2 − 2 Reλ〈y,Vy〉.

Hence, 〈TV x, x〉 is real. Therefore, TV is symmetric. Since D(TV ) = R(I − V ) is
dense by assumption, TV is densely defined. By (13.6) we have

(TV − λI)(I − V )y = (λ − λ)y, (TV − λI)(I − V )y = (λ − λ)Vy.

From these two equations we derive Vy = (TV − λI)(TV − λI)−1y for y ∈ D(V ).
Thus, we have shown that V ⊆ (TV − λI)(TV − λI)−1. Since

D
(

(TV − λI)(TV − λI)−1) ⊆D
(

(TV − λI)−1) =R(TV − λI) = D(V ),

we get V = (TV − λI)(TV − λI)−1, that is, V is the Cayley transform of TV . �

Combining Propositions 13.3(i) and (ii), and 13.4 we obtain the following theo-
rem.

Theorem 13.5 The Cayley transform T → VT = (T −λI)(T −λI)−1 is a bijective
mapping of the set of densely defined symmetric operators on H onto the set of all
isometric operators V on H for which R(I − V ) is dense in H. Its inverse is the
inverse Cayley transform V → TV = (λI − λV )(I − V )−1.

We derive a number of corollaries to Theorem 13.5.

Corollary 13.6 A densely defined symmetric operator T is self-adjoint if and only
if its Cayley transform VT is unitary.

Proof By Proposition 3.12, the symmetric operator T is self-adjoint if and only if
R(T − λI) = H and R(I − λI) = H. Since D(VT ) = R(T − λI) and R(VT ) =
R(T − λI), this holds if and only if the isometric operator VT is unitary. �

Corollary 13.7 A unitary operator V is the Cayley transform of a self-adjoint op-
erator if and only if N (I − V ) = {0}.

Proof By Theorem 13.5 and Corollary 13.6, V is the Cayley transform of a self-
adjoint operator if and only if R(I − V ) is dense. Since V is unitary, it is easily
checked that the latter is equivalent to the relation N (I − V ) = {0}. �

Corollary 13.8 If one of the deficiency indices d+(T ) or d−(T ) of a densely de-
fined symmetric operator T on H is finite, then each symmetric operator S on H
satisfying S ⊇ T is closed.

Proof We assume without loss of generality that d+(T ) < ∞ (otherwise, we re-
place T by −T and use the relation d±(T ) = d∓(−T )). By Proposition 13.3(iv),
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the Cayley transform VS of a symmetric extension S of T is an extension of VT . Let
us abbreviate Nλ := N (T ∗ − λI). Since D(VT ) = R(T − λI) is closed by Propo-
sition 13.3(iii), we have D(VT ) ⊕ Nλ = H by (1.7), so there is a linear subspace
E of Nλ such that D(VS) = D(VT ) ⊕ E . Since d+(T ) = dimNλ < ∞, E is finite-
dimensional. Hence, D(VS) is also closed, and so is S by Proposition 13.3(iii). �

The Cayley transform VT defined above depends on the complex number λ from
the upper half plane. In applications it is often convenient to take λ = i. We restate
the corresponding formulas in the special case λ = i:

VT = (T − iI )(T + iI )−1, D(VT ) =R(T + iI ), R(VT ) =R(T − iI ),

T = i(I + VT )(I − VT )−1, D(T ) =R(I − VT ), R(T ) =R(I + VT ),

y = (T + iI )x, VT y = (T − iI )x, 2ix = (I − VT )y,

2T x = (I + VT )y for x ∈D(T ) and y ∈D(VT ).

Recall that an operator V ∈ B(H) is called a partial isometry if there is a closed
linear subspace H1 of H such that ‖V x‖ = ‖x‖ for x ∈H1 and V z = 0 for z ∈ H⊥

1 .
The subspace H1 is called the initial space of V , and the space V (H1) is called the
final space of V . Some facts on partial isometries are collected in Exercise 7.1.

Suppose now that the symmetric operator T is closed. Then, by Proposition 13.3,
VT is an isometric operator defined on the closed linear subspace D(VT ) of H. It is
natural to extend VT to an everywhere defined bounded operator on H, denoted also
by VT with a slight abuse of notation, by setting VT v = 0 for v ∈ D(VT )⊥. That is,
the operator VT becomes a partial isometry with initial space D(VT ) =R(T − λI)

and final space R(VT ) =R(T −λI). Then Theorem 13.4 can be restated as follows:
The Cayley transform T → VT is a bijective mapping of the densely defined

closed symmetric linear operators on H onto the set of partial isometries V on H
for which (I − V )HV is dense in H, where HV denotes the initial space of V .

Let P± be the orthogonal projection of H onto N (T ∗ ∓ iI ). If we consider the
Cayley transform VT as a partial isometry, then we have in the case λ = i :

D(T ) = (I − VT )(I − P+)H, V ∗
T VT = I − P+, VT V ∗

T = I − P−, (13.7)

T
(

(I − VT )(I − P+)y
) = i(I + VT )(I − P+)y, (13.8)

(T + iI )x = 2i(I − P+)y, (T − iI )x = 2iVT (I − P+)y (13.9)

for y ∈ H and x = (I − VT )(I − P+)y.

13.2 Von Neumann’s Extension Theory of Symmetric Operators

By a symmetric (resp. self-adjoint) extension of T we mean a symmetric (resp. self-
adjoint) operator S acting on the same Hilbert space H such that T ⊆ S. It is clear
that a self-adjoint operator S on H is an extension of a densely defined symmetric
operator T if and only if S is a restriction of the adjoint operator T ∗. (Indeed, T ⊆ S
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implies that S = S∗ ⊆ T ∗. Conversely, if S ⊆ T ∗, then S = S∗ ⊇ T ∗∗ = T ⊇ T .)
Therefore, any self-adjoint extension S of T is completely described by its domain
D(S), since S = T ∗�D(S).

The Cayley transform allows us to reduce the (difficult) problem of describing all
symmetric extensions of T to the (easier) problem of finding all isometric extensions
of the Cayley transform VT . If S is a symmetric extension of T , then VS is an
isometric extension of VT . Conversely, let V be an isometric operator on H such that
VT ⊆ V . Since R(I − VT ) ⊆ R(I − V ) and R(I − VT ) is dense, so is R(I − V ).
Hence, V is the Cayley transform of a symmetric operator S and T ⊆ S.

This procedure leads to a parameterization of all closed symmetric extensions.
Recall that the symbol +̇ denotes the direct sum of vector spaces.

Theorem 13.9 Let T be a densely defined symmetric operator on H. Suppose that
G+ ⊆ N (T ∗ − λI) and G− ⊆ N (T ∗ − λI) are closed linear subspaces of H such
that dimG+ = dimG− and U is an isometric linear mapping of G+ onto G−. Define

D(TU ) = D(T ) +̇ (I − U)G+ and TU = T ∗ � D(TU ),

that is, TU(x + (I − U)y) = T x + λy − λUy for x ∈D(T ) and y ∈ G+.
Then TU is a closed symmetric operator such that T ⊆ TU . Any closed symmetric

extension of T on H is of this form. Moreover, d±(T ) = d±(TU ) + dimG±.

Proof Since any closed extension of T is an extension of T and (T )∗ = T ∗, we
can assume that T is closed. Then, by Proposition 13.3, D(VT ) is closed and
closed symmetric extensions of T are in one-to-one correspondence with isomet-
ric extensions V of VT for which D(V ) is closed. Clearly, the latter are given by
D(V ) = D(VT ) ⊕ G+,Vy = VT y for y ∈ D(VT ) and Vy = Uy for y ∈ G+, where
G± and U are as in the theorem. Put TU := (λI − λV )(I − V )−1. Then

D(TU ) = (I − V )
(

D(VT ) ⊕ G+
) = (I − VT )D(VT ) +̇ (I − U)G+

= D(T ) +̇ (I − U)G+.

The two last sums in the preceding equation are direct, because I − V is injective
by Lemma 13.2. Since T ⊆ TU and TU is symmetric, TU ⊆ (TU )∗ ⊆ T ∗, and hence
TU(x + (I − U)y) = T ∗(x + (I − U)y) = T x + λy − λUy for x ∈ D(T ), y ∈ G+.

By Lemma 13.1 and Proposition 13.3(v), dimD(V )⊥ = de(V ) = d+(TU ) and
dimD(VT )⊥ = de(VT ) = d+(T ). Since D(V ) = D(VT ) ⊕ G+, we have D(VT )⊥ =
D(V )⊥ ⊕G+, and hence d+(T ) = d+(TU )+dimG+. Similarly, d−(T ) = d−(TU )+
dimG−. �

The next result is J. von Neumann’s theorem on self-adjoint extensions.

Theorem 13.10 A densely defined symmetric operator T on H possesses a self-
adjoint extension on H if and only if d+(T ) = d−(T ).

If d+(T ) = d−(T ), then all self-adjoint extensions of T are given by the operators
TU , where U is an isometric linear mapping of N (T ∗ −λI) onto N (T ∗ −λI), and
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D(TU ) =D(T ) +̇ (I − U)N
(

T ∗ − λI
)

,

TU

(

x + (I − U)z
) = T x + λz − λUz

for x ∈D(T ) and z ∈N (T ∗ − λI).

Proof By Corollary 13.6, an operator TU from Theorem 13.9 is self-adjoint if and
only if its Cayley transform is unitary, or equivalently, if G+ = N (T ∗ − λI) and
G− = N (T ∗ − λI) in Theorem 13.9. Hence, the description of all self-adjoint ex-
tensions of T stated above follows at once from Theorem 13.9.

Clearly, an isometric operator of a closed subspace H1 onto another closed sub-
space H2 exists if and only if dimH1 = dimH2. Hence, T has a self-adjoint exten-
sion on H, that is, there exists an isometric map of N (T ∗ − λI) onto N (T ∗ − λI),
if and only if d+(T ) ≡ dimN (T ∗ − λI) is equal to d−(T ) ≡ dimN (T ∗ − λI). �

As an easy application of Theorem 13.10, we give another proof of Proposi-
tion 3.17 on self-adjoint extensions in larger spaces.

Corollary 13.11 Each densely defined symmetric operator T on H has a self-
adjoint extension acting on a possibly larger Hilbert space.

Proof Define a symmetric operator S := T ⊕ (−T ) on the Hilbert space K :=
H⊕H. Since S∗ = T ∗ ⊕ (−T ∗), we have N (S∗ ± iI ) =N (T ∗ ± iI )⊕N (T ∗ ∓ iI ).
Therefore, S has equal deficiency indices, so S has a self-adjoint extension A on K
by Theorem 13.10. If we identify H with the subspace H⊕ {0} of K, we obviously
have T ⊆ S ⊆ A. �

Summarizing, for a densely defined symmetric operator T , there are precisely
three possible cases:

Case 1 [d+(T ) = d−(T ) = 0] Then T is the unique self-adjoint extension of T on
H, so T is essentially self-adjoint.

Case 2 [d+(T ) = d−(T ) �= 0] Then there are infinitely many isometric mappings
of N (T ∗ − λI) onto N (T ∗ − λI) and hence infinitely many self-adjoint extensions
of T on H.

Case 3 [d+(T ) �= d−(T )] Then there is no self-adjoint extension of T on H.

We close this section by reconsidering the closed symmetric operator T = −i d
dx

on D(T ) = H 1
0 (J ) on the Hilbert space L2(J ), where J is a either bounded

interval (a, b) or (0,+∞) or R. The deficiency indices of T have been computed
in Example 3.2. If J = R, then d+(T ) = d−(T ) = 0, so we are in Case 1, and T is
self-adjoint. If J = (0,+∞), we have d+(T ) = 1 and d−(T ) = 0; hence we are in
Case 3, and T has no self-adjoint extension on H. Finally, if J = (a, b), we are in
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Case 2, since d+(T ) = d−(T ) = 1. The following example illustrates how all self-
adjoint extensions of T on L2(a, b) can be derived by von Neumann’s method. The
same result is obtained in Example 14.3 below by a much shorter argument using a
boundary triplet.

Example 13.1 (Examples 1.4 and 1.5 continued) Let us abbreviate N±i :=
N (T ∗∓iI ) and recall from Example 3.2 that Ni = C · e−x and N−i = C · ex . We
apply Theorem 13.10 with λ = i.

Since ea+b−x ∈ Ni and ex ∈ N−i have equal norms in L2(a, b), the isomet-
ric mappings of Ni onto N−i are parameterized by w ∈ T and determined by
Uw(ea+b−x) = wex . Let us write Tw for TUw . By Theorem 13.10, each f ∈ D(Tw)

is of the form f (x) = f0(x) + α(I − Uw)ea+b−x , where f0 ∈ D(T ) and α ∈ C. In
particular, f ∈ H 1(a, b). Since f (b) = α(ea − web) and f (a) = α(eb − wea), the
function f (x) fulfills the boundary condition

f (b) = z(w)f (a), where z(w) := (

ea − web
)(

eb − wea
)−1

. (13.10)

Conversely, if f ∈ H 1(a, b) satisfies (13.10), setting α := f (b)(ea − web)−1 and
f0(x) := f (x) − α(I − Uw)ea+b−x , one verifies that f0(a) = f0(b) = 0. Hence,
f ∈D(Tw). By the preceding we have proved that

D(Tw) = {

f ∈ H 1(a, b) : f (b) = z(w)f (a)
}

. (13.11)

It is easily checked that the map w → z(w) is a bijection of T and that its inverse
z → w(z) is given by the same formula, that is, w(z) := (ea − zeb)(eb − zea)−1.

By (13.11), Tw is just the operator Sz(w) from Example 1.5. Since w(z(w)) = w,
we also have Tw(z) = Sz. In particular, this shows that the operators Sz, z ∈ T, from
Example 1.5 exhaust all self-adjoint extensions of T on L2(a, b). ◦

13.3 Existence of Positive Self-adjoint Extensions
and Krein–von Neumann Extensions

Throughout this section, T is a positive symmetric operator on a Hilbert space H.
We do not assume that T is closed or that T is densely defined.

If T is densely defined, we know from Theorem 10.17 that T admits a positive
self-adjoint extension on H and that there is a largest such extension, the Friedrichs
extension TF . However, if T is not densely defined, it may happen that T has no
positive self-adjoint extension on H; see Example 13.2 and Exercise 9.b below.

The next theorem gives a necessary and sufficient condition for the existence of
a positive self-adjoint extension on H, and it states that in the affirmative case there
is always a smallest positive self-adjoint extension.

To formulate this theorem, we introduce some notation. For y ∈H, we define

νT (y) := sup
x∈D(T )

|〈T x,y〉|2
〈T x, x〉 , (13.12)
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where we set 0
0 := 0. We denote by E(T ) the set of vectors y ∈ H for which

νT (y) < ∞, or equivalently, there exists a number cy ≥ 0 such that
∣
∣〈T x, y〉∣∣2 ≤ cy〈T x, x〉 for all x ∈ D(T ). (13.13)

Clearly, νT (y) is the smallest number cy satisfying (13.13) for y ∈ E(T ). Some
properties of νT and E(T ) can be found in Exercise 8.

Theorem 13.12 (Ando–Nishio theorem) A positive symmetric operator T on H
admits a positive self-adjoint extension on H if and only if E(T ) is dense in H.
If this is true, there exists a unique smallest (according to Definition 10.5) among
all positive self-adjoint extensions of T on H. It is called the Krein–von Neumann
extension of T and denoted by TN . Then

D[TN ] =D
(

T
1/2
N

) = E(T ),

TN [y] = ∥
∥T

1/2
N y

∥
∥2 = νT (y), y ∈ E(T ).

(13.14)

In the proof of this theorem we use the following simple lemma.

Lemma 13.13 D(A) ⊆ E(T ) for any positive symmetric extension A of T .

Proof By the Cauchy–Schwarz inequality, for x ∈D(T ) and y ∈D(A),
∣
∣〈T x, y〉∣∣2 = ∣

∣〈Ax,y〉∣∣2 ≤ 〈Ax,x〉〈Ay,y〉 = 〈Ay,y〉〈T x, x〉,
so that νT (y) ≤ 〈Ay,y〉 < ∞, that is, y ∈ E(T ). �

Proof of Theorem 13.12 If T has a positive self-adjoint extension A on H, then
E(T ) is dense in H, since it contains the dense set D(A) by Lemma 13.13.

Conversely, suppose that E(T ) is dense. First, we define an auxiliary Hilbert
space KT . If T x = T x′ and Ty = Ty′ for x, x′, y, y′ ∈ D(T ), using that T is sym-
metric, we obtain 〈T x, y〉−〈T x′, y′〉 = 〈T (x−x′), y〉+〈x′, T (y−y′)〉 = 0. Hence,
there is a well-defined positive semidefinite sesquilinear form 〈·,·〉′ on R(T ) given
by

〈T x,T y〉′ := 〈T x,y〉, x, y ∈ D(T ). (13.15)

If 〈T x,T x〉′ ≡ 〈T x, x〉 = 0, it follows from (13.13) that T x ⊥ y for y ∈ E(T ). Thus,
T x = 0, because E(T ) is dense in H. Hence, 〈·,·〉′ is a scalar product. We denote by
KT the Hilbert space completion of (R(T ), 〈·, ·〉′) and by ‖ · ‖′ the norm of KT .

Next, we define the linear operator J : KT → H with domain D(J ) = R(T ) by
J (T x) = T x for x ∈ D(T ). A vector y ∈H is in the domain D(J ∗) if and only if the
linear functional T x → 〈J (T x), y〉 ≡ 〈T x,y〉 on R(T ) is ‖ · ‖′-continuous. Since
〈T x, x〉1/2 = ‖T x‖′, this holds if and only if (13.13) is satisfied for some cy ≥ 0,
that is, y ∈ E(T ). Thus, D(J ∗) = E(T ). Note that J ∗ : H → KT . By assumption,
E(T ) = D(J ∗) is dense in H, so the operator J is closable. Hence, TN := JJ ∗ ≡
J ∗∗J ∗ is a positive self-adjoint operator by Proposition 3.18(ii).
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We show that T ⊆ TN . Let y ∈ D(T ). Since 〈J (T x), y〉 = 〈T x, y〉 = 〈T x,T y〉′
for x ∈ D(T ), we conclude that y ∈ D(J ∗) and J ∗y = Ty. Hence, we have Ty =
J (T y) = J (T y) = JJ ∗y = TNy. This proves that T ⊆ TN .

Now we verify formula (13.14). Let y ∈ E(T ). From Lemma 7.1 and from the
relations T

1/2
N = (J ∗∗J ∗)1/2 = |J ∗| it follows that

D
(

T
1/2
N

) =D
(∣
∣J ∗∣∣) =D

(

J ∗) = E(T ),
∥
∥T

1/2
N y

∥
∥ = ∥

∥
∣
∣J ∗∣∣y

∥
∥ = ∥

∥J ∗y
∥
∥

′
.

(13.16)

We have |〈T x, y〉| = |〈JT x, y〉| = |〈T x,J ∗y〉′| for x ∈ D(T ). Therefore, since
S := {T x : ‖T x‖′ ≡ 〈T x,x〉1/2 = 1, x ∈ D(T )} is the unit sphere of the dense
normed subspace (R(T ),‖ · ‖′) of the Hilbert space KT , we have

νT (y) = sup
{∣
∣〈T x, y〉∣∣ : T x ∈ S

} = sup
{∣
∣
〈

T x,J ∗y
〉′∣∣ : T x ∈ S

} = ∥
∥J ∗y

∥
∥′

.

Combined with (13.16), the latter implies (13.14).
Finally, let A be an arbitrary positive self-adjoint extension of T on H. Fix a

vector y ∈D[A] =D(A1/2). For x ∈D(T ), we deduce that

∣
∣〈T x,y〉∣∣2 = ∣

∣
〈

A1/2x,A1/2y
〉∣
∣2 ≤ ∥

∥A1/2y
∥
∥2〈

A1/2x,A1/2x
〉 = ∥

∥A1/2y
∥
∥2〈T x, x〉.

Therefore, y ∈ E(T ) = D[TN ] = D(T
1/2
N ) and ‖T 1/2

N y‖ = νT (y) ≤ ‖A1/2y‖
by (13.14). Thus, TN ≤ A according to Definition 10.5. This proves that TN is
the smallest positive self-adjoint extension of T on H. �

Remark Krein [Kr3] called the Friedrichs extension TF the hard extension and the
Krein–von Neumann extension TN the soft extension of T .

The proof of Theorem 13.12 gives an interesting factorization of the Krein–
von Neumann extension TN . That is, by the above proof and formula (13.16) therein,

TN = JJ ∗ ≡ J ∗∗J ∗ and TN [x, y] = 〈

J ∗x,J ∗y
〉′ for x, y ∈D[TN ] =D

(

J ∗),

where J is the embedding operator, that is, J (T x) = T x for x ∈ D(J ) = R(T ),
from the auxiliary Hilbert space KT defined in the preceding proof into H. This
description of the Krein–von Neumann extension TN is of interest in itself.

We now develop a similar factorization for the Friedrichs extension thereby giv-
ing a second approach to the Friedrichs extension.

Let T be a densely defined positive symmetric operator on H. Then E(T ) is
dense in H, since E(T ) ⊇ D(T ) by Lemma 13.13. Therefore, by the above proof
of Theorem 13.12, the Hilbert space KT is well defined, the operator J : KT → H
defined by J (T x) = T x for x ∈ D(T ) = R(T ) is closable, D(T ) ⊆ D(J ∗), and
J ∗x = T x for x ∈ D(T ).

Now we define Q := J ∗�D(T ). By the properties stated in the preceding para-
graph we have Q : H → KT and Qx = T x for x ∈ D(Q) = D(T ). Since Q∗ ⊇
J ∗∗ ⊇ J and D(J ) =R(T ) is dense in KT , the operator Q is closable.
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Proposition 13.14 The Friedrichs extension TF of the densely defined positive sym-
metric operator T and its form are given by

TF = Q∗Q ≡ Q∗Q∗∗ and TF [x, y] = 〈Qx,Qy〉′ for x, y ∈ D[TF ] =D(Q).

Proof Since D(T ) = D(Q) is dense, Q is a densely defined closed operator of H
into KT . Let t be the corresponding closed form defined in Example 10.5, that is,

t[x, y] = 〈Qx,Qy〉′ for x, y ∈D(t) := D(Q).

Let x ∈D(T ). Then x ∈ D(TF ). Using the above formulas, we obtain

TF x = T x = JT x = Q∗T x = Q∗Qx = Q∗Qx,

so that

tTF
[x] = ∥

∥T
1/2
F x

∥
∥2 = 〈TF x, x〉 = 〈

Q∗Qx,x
〉 = (‖Qx‖′)2 = t[x]. (13.17)

By the definition of the Friedrichs extension, D(T ) is a core for the form tTF
.

Clearly, D(T ) = D(Q) is a core for Q and hence for the form t. Therefore, (13.17)
implies that the closed forms tTF

and t coincide, that is, TF [x, y] = 〈Qx,Qy〉′ for
x, y ∈ D[TF ] = D(Q). Hence, the operators associated with tTF

and t are equal.
These are TF (see Corollary 10.8) and Q∗Q (as shown in Example 10.5), respec-
tively. Thus, TF = Q∗Q. �

Now we derive a few corollaries from Theorem 13.12.

Corollary 13.15 Let T be a densely defined positive symmetric operator on H.
Then the Friedrichs extension TF is the largest, and the Krein–von Neumann exten-
sion TN is the smallest among all positive self-adjoint extensions of T on H. That
is, TN ≤ A ≤ TF for any positive self-adjoint extension A of T on H.

Proof Since E(T ) ⊇ D(T ) by Lemma 13.13, E(T ) is dense in H, so by Theo-
rem 13.12 the Krein–von Neumann extension TN exists and is the smallest positive
self-adjoint extension. By Theorem 10.17(ii), the Friedrichs extension TF is the
largest such extension. �

Corollary 13.16 Let S be a given positive self-adjoint operator on H. Then T has
a positive self-adjoint extension A on H satisfying A ≤ S if and only if

∣
∣〈T x, y〉∣∣2 ≤ 〈T x, x〉〈Sy,y〉 for all x ∈D(T ), y ∈ D(S). (13.18)

Proof First, we assume that (13.18) holds. Then D(S) ⊆ E(T ), so E(T ) is dense
and the Krein–von Neumann extension TN exists by Theorem 13.12. Using (13.14),
(13.12), and (13.18), we conclude that TN [y] = νT (y) ≤ 〈Sy,y〉 = S[y] for y in
D(S) ⊆ E(T ) = D[TN ]. Then TN ≤ S by Lemma 10.10(i), so A := TN is a self-
adjoint extension of T satisfying A ≤ S.

Conversely, suppose that there exists a positive self-adjoint extension A of T

such that A ≤ S. Then TN ≤ A ≤ S. Therefore, if y ∈D(S), then y ∈D[S] ⊆D[TN ]
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and νT (y) = TN [y] ≤ S[y] = 〈Sy,y〉 by (13.14). Inserting the definition (13.12) of
νT (y), the latter implies (13.18). �

The special case of Corollary 13.16 when S = γ I and γ is a positive number
gives the following:

Corollary 13.17 The operator T has a bounded positive self-adjoint extension A

on H such that ‖A‖ ≤ γ if and only if ‖T x‖2 ≤ γ 〈T x, x〉 for all x ∈D(T ).

The next results relate the inverse of the Friedrichs (resp. Krein–von Neumann)
extension of T to the Krein–von Neumann (resp. Friedrichs) extension of T −1.

Proposition 13.18 Suppose that D(T ) is dense in H and N (T ) = {0}. Then T −1

has a positive self-adjoint extension on H if and only if N (TF ) = {0}. If this is
fulfilled, then (TF )−1 = (T −1)N .

Proof Obviously, T −1 is also positive and symmetric. Suppose that S is a posi-
tive self-adjoint extension of T −1. Since R(S) contains the dense set D(T ), we
have N (S) = R(S)⊥ = {0}. By Corollary 1.9, S−1 is self-adjoint. Clearly, S−1 is
a positive self-adjoint extension of T . Since TF is the largest positive self-adjoint
extension of T , we have S−1 ≤ TF . Hence, N (TF ) = {0} and (TF )−1 ≤ S by Corol-
lary 10.12. This shows that (TF )−1 is the smallest positive self-adjoint extension of
T −1, that is, (TF )−1 = (T −1)N .

Conversely, if N (TF ) = {0}, then N (T ) = {0} and (TF )−1 is self-adjoint (by
Corollary 1.9). Hence, (TF )−1 is a positive self-adjoint extension of T −1. �

Proposition 13.19 Suppose that E(T ) is dense in H. Then we have N (TN) = {0} if
and only if R(T ) is dense in H. If this is true, then T −1 is a densely defined positive
symmetric operator and (T −1)F = (TN)−1.

Proof Since TN = J ∗∗J ∗, we have N (TN) = N (J ∗) = R(J )⊥ = R(T )⊥. There-
fore, N (TN) is trivial if and only if R(T ) is dense in H.

Suppose that R(T ) is dense in H. Then, since T is symmetric, N (T ) = {0} and
T −1 is a densely defined positive symmetric operator on H.

Let S be an arbitrary positive self-adjoint extension of T on H. Since R(S) ⊇
R(T ) is dense, we have N (S) = {0}. Then S−1 is a positive self-adjoint extension
of T −1, and hence S−1 ≤ (T −1)F by Theorem 10.17(ii). From Corollary 10.12 it
follows that S ≥ ((T −1)F )−1. It is obvious that ((T −1)F )−1 is an extension of T .
Thus, we have shown that ((T −1)F )−1 is the smallest positive self-adjoint extension
of T on H. Therefore, ((T −1)F )−1 = TN , and hence (T −1)F = (TN)−1. �

For the next example, we need the following simple technical lemma.
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Lemma 13.20 Let A be a positive self-adjoint operator on a Hilbert space H such
that N (A) = {0}. A vector y ∈H belongs to D(A−1/2) if and only if

ϕA(y) := sup
x∈D(A1/2), x �=0

|〈x, y〉|
‖A1/2x‖ < ∞.

If ϕA(y) < ∞, then ϕA(y) = ‖A−1/2y‖.

Proof Throughout this proof all suprema are over x ∈ D(A1/2), x �= 0.
First, suppose that y ∈ D(A−1/2). Since N (A) = {0}, we have N (A1/2) = {0}.

Therefore, R(A1/2) is dense in H, and hence

ϕA(y) = sup
|〈x, y〉|
‖A1/2x‖ = sup

|〈A1/2x,A−1/2y〉|
‖A1/2x‖ = ∥

∥A−1/2y
∥
∥ < ∞.

Conversely, assume that ϕA(y) < ∞. Let A = ∫ +∞
0 λdE(λ) be the spectral de-

composition of A. Set Mn := [ 1
n
, n] and yn = E(Mn)y for n ∈ N. Then we have

yn ∈ D(A−1/2) by (4.26) and ‖A1/2E(Mn)x‖ ≤ ‖A1/2x‖ for x ∈ D(A1/2). Since
ϕA(yn) = ‖A−1/2yn‖ as shown in the preceding paragraph,

∥
∥A−1/2yn

∥
∥ = ϕA(yn) = sup

|〈x, yn〉|
‖A1/2x‖ ≤ sup

|〈E(Mn)x, y〉|
‖A1/2E(Mn)x‖ ≤ ϕA(y).

Since E({0}) = 0 (by N (A) = {0}) and λ−1χMn(λ) → λ−1 for λ ∈ (0,+∞), using
Fatou’s Lemma B.3 and the functional calculus, we derive

∫ +∞

0
λ−1 d

〈

E(λ)y, y
〉 ≤ lim

n→∞

∫ +∞

0
λ−1χMn(λ)d

〈

E(λ)y, y
〉

= lim
n→∞‖A−1/2yn‖2 ≤ ϕA(y)2 < ∞.

Therefore, y ∈ D(A−1/2) by (4.26). �

Example 13.2 Let H1 be a closed linear subspace of H, and H2 := H⊥
1 . Let A be a

bounded positive self-adjoint operator on H1 such that N (A) = {0}, and let B be a
bounded operator from H1 into H2. Define an operator T by T x1 = Ax1 + Bx1 for
x1 ∈D(T ) := H1. It is easily checked that T is bounded, symmetric, and positive.

Let C be a self-adjoint operator on H2. Since the operators A and B are bounded,
it is straightforward to show that the operator matrix

S =
(

A B∗
B C

)

defines a self-adjoint extension S of T on H = H1 ⊕ H2 with domain D(S) =
H1 ⊕D(C) and that any self-adjoint extension of T on H is of this form.

Statement The self-adjoint operator S is positive if and only if

B∗x2 ∈D
(

A−1/2) and
∥
∥A−1/2B∗x2

∥
∥2 ≤ 〈Cx2, x2〉 for x2 ∈ D(C).

(13.19)



296 13 Self-adjoint Extensions: Cayley Transform and Krein Transform

Proof Clearly, S is positive if and only if
〈

S(x1 + λx2), x1 + λx2
〉 = 〈Ax1, x1〉 + 2 Reλ

〈

B∗x2, x1
〉 + |λ|2〈Cx2, x2〉 ≥ 0

for x1 ∈ H1, x2 ∈ D(C), and all (!) complex numbers λ, or equivalently,
∣
∣
〈

x1,B
∗x2

〉∣
∣
2 ≤ 〈Ax1, x1〉〈Cx2, x2〉 for x1 ∈H1, x2 ∈D(C),

or equivalently, ϕA(B∗x2)
2 ≤ 〈Cx2, x2〉 for all x2 ∈ D(C). Now Lemma 13.20

yields the assertion. �

Having the preceding statement, we can easily construct interesting examples:
• Suppose that the operator A−1/2B∗ from H2 into H1 is not densely defined.

Since D(C) is dense in H2, it follows then from the above statement that T has
no positive self-adjoint extension on H. This situation can be achieved if A−1 is
unbounded and B∗ is a rank one operator with range C · u, where u /∈D(A−1/2).

• Let H1 ∼= H2 and define Bx1 = x1 for x1 ∈ H1. From the above statement and
Lemma 10.10(i) we then conclude that S is positive if and only if A−1/2 ≤ C1/2.
Therefore, if A−1 is unbounded, C has to be unbounded; then T has no bounded
positive self-adjoint extension on H, but it has unbounded ones (for instance, by
taking C = A−1). ◦

13.4 Positive Self-adjoint Extensions and Krein Transform

Positive self-adjoint extensions of positive symmetric operators can be also studied
by means of the Krein transform which is the real counterpart of the Cayley trans-
form. The Krein transform reduces the construction of unbounded positive self-
adjoint extensions to norm preserving self-adjoint extensions of (not necessarily
densely defined !) bounded symmetric operators.

13.4.1 Self-adjoint Extensions of Bounded Symmetric Operators

Let B be a bounded symmetric operator on a Hilbert space H. We do not assume
that the domain D(B) is closed or that it is dense. We want to extend B to a bounded
self-adjoint operator on H having the same norm ‖B‖ as B .

Clearly, B+ := ‖B‖ · I + B and B− := ‖B‖ · I − B are positive symmetric oper-
ators. For x ∈ D(B) =D(B±), we have

‖B±x‖2 = ‖B‖2‖x‖2 + ‖Bx‖2 ± 2‖B‖〈Bx,x〉
≤ 2‖B‖〈(‖B‖ · I ± B

)

x, x
〉 = 2‖B‖〈B±x, x〉.

Therefore, by Corollary 13.17, the operator B± admits a bounded positive self-
adjoint extension D± on H such that ‖D±‖ ≤ 2‖B‖. Then, by Theorem 13.12,
there exists a smallest positive self-adjoint extension C± of B± on H. Since we
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have 0 ≤ C± ≤ D± and ‖D±‖ ≤ 2‖B‖, the operator C± is bounded and satisfies
C± ≤ 2‖B‖ · I .

Proposition 13.21 Cm := C+ − ‖B‖ · I is the smallest, and CM := ‖B‖ · I − C−
is the largest among all bounded self-adjoint extensions of B on H which have the
same norm as B .

Proof By construction, Cm ⊇ B+ − ‖B‖ · I = B and CM ⊇ ‖B‖ · I − B− = B .
Clearly, the relations 0 ≤ C± ≤ 2‖B‖ · I imply that −‖B‖ · I ≤ Cm ≤ ‖B‖ · I and
−‖B‖ · I ≤ CM ≤ ‖B‖ · I . Since trivially ‖B‖ ≤ ‖Cm‖ and ‖B‖ ≤ ‖CM‖, we there-
fore have ‖Cm‖ = ‖CM‖ = ‖B‖.

Now let C be an arbitrary bounded self-adjoint extension of B with norm ‖B‖.
Then ‖B‖ · I ± C is a positive self-adjoint extension of B± = ‖B‖ · I ± B . Since
C± was the smallest positive self-adjoint extension of B±, we have C± ≤ ‖B‖I ±C

and hence Cm = C+ − ‖B‖ · I ≤ C ≤ ‖B‖ · I − C− = CM . �

13.4.2 The Krein Transform of a Positive Symmetric Operator

The Krein transform and its inverse are operator analogs of the bijective mappings

[0,∞) � λ → t = (λ − 1)(λ + 1)−1 ∈ [−1,1),

[−1,1) � t → λ = (1 + t)(1 − t)−1 ∈ [0,∞).

It plays a similar role for positive symmetric operators as the Cayley transform does
for arbitrary symmetric operators.

Let P(H) denote the set of all positive symmetric operators on a Hilbert space
H, and let S1(H) be the set of all bounded symmetric operators B on H such that
‖B‖ ≤ 1 and N (I −B) = {0}. Note that operators in P(H) and S1(H) are in general
neither densely defined nor closed.

If S ∈P(H), then obviously N (S + I ) = {0}. The operator

BS := (S − I )(S + I )−1 with domain D(BS) = R(S + I )

is called the Krein transform of S.
Let B ∈ S1(H). Since N (I − B) = {0}, I − B is invertible. The operator

SB := (I + B)(I − B)−1 with domain D(SB) = R(I − B)

is called the inverse Krein transform of B . This is justified by the following:

Proposition 13.22 The Krein transform S → BS is a bijective mapping of P(H)

onto S1(H). Its inverse is the inverse Krein transform B → SB .

Proof Let S ∈ P(H). We first show that BS ∈ S1(H). Let x, x′ ∈ D(S) and put
y = (S + I )x, y′ = (S + I )x′. Then BSy = (S − I )x and BSy′ = (S − I )x′. If
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y ∈ N (I − BS), then (I − BS)y = 2x = 0, and so y = 0. Thus, N (I − BS) = {0}.
Using that S is symmetric and positive, we compute

〈

BSy, y′〉 = 〈

(S − I )x, (S + I )x′〉 = 〈

Sx,Sx′〉 − 〈

x, x′〉

= 〈

(S + I )x, (S − I )x′〉 = 〈

y,BSy′〉,

‖y‖2 = ‖Sx‖2 + ‖x‖2 + 2〈Sx, x〉 ≥ ‖Sx‖2 + ‖x‖2 − 2〈Sx, x〉 = ‖BSy‖2.

The preceding shows that BS ∈ S1(H).
We have 2Sx = (I + BS)y and 2x = (I − BS)y for x ∈ D(S). Hence, D(S) =

R(I − BS) = D(S(BS)) and Sx = (I + BS)(I − BS)−1x = S(BS)x. This proves that
S is the inverse Krein transform S(BS) of BS .

Suppose now that B ∈ S1(H). Let y ∈ D(B). Setting x := (I − B)y, we have
SBx = (I + B)y. Using the symmetry of B and the fact that ‖B‖ ≤ 1, we derive

〈SBx, x〉 = 〈

(I + B)y, (I − B)y
〉 = ‖y‖2 − ‖By‖2 ≥ 0.

In particular, 〈SBx, x〉 is real for x ∈ D(SB). Hence, SB is symmetric. Thus, SB is
in P(H). The relations (SB + I )x = 2y and (SB − I )x = 2By imply that D(B) =
R(SB + I ) = D(B(SB)) and By = (SB − I )(SB + I )−1y. This shows that B is the
Krein transform B(SB) of SB . �

Proposition 13.23 For S,S1, S2 ∈P(H) we have:

(i) S is self-adjoint if and only if D(BS) =H, that is, if BS is self-adjoint.
(ii) S1 ⊆ S2 if and only if BS1 ⊆ BS2 .

(iii) Suppose that S1 and S2 are self-adjoint. Then S1 ≥ S2 if and only if BS1 ≥ BS2 .
(iv) If S is unbounded, then ‖BS‖ = 1.

Proof (i): Since S ≥ 0, Proposition 3.2(i) implies that −1 is in π(S). Hence, S is
self-adjoint if and only if R(S + I ) ≡D(BS) is H by Proposition 3.11.

(ii) is obvious.
(iii): By Proposition 10.13, S1 ≥ S2 if and only if (S2 + I )−1 ≥ (S1 + I )−1. Since

BS = I − 2(S + I )−1, the latter is equivalent to BS1 ≥ BS2 .
(iv): Because S is unbounded, there is a sequence (xn)n∈N of unit vectors xn in

D(S) such that limn→∞ ‖Sxn‖ = +∞. Set yn := (S + I )xn. Then we have BSyn =
Sxn − xn, and hence

1 ≥ ‖BS‖ ≥ ∥
∥BS(yn)

∥
∥‖yn‖−1 ≥ (‖Sxn‖ − 1

)(‖Sxn‖ + 1
)−1 → 1

as n → ∞. This proves that ‖BS‖ = 1. �

The next theorem summarizes some of the results obtained in this section.

Theorem 13.24 Let S be a densely defined positive symmetric operator on H. If C

is a bounded self-adjoint extension of the Krein transform BS such that ‖C‖ ≤ 1,
then C ∈ S1(H), and the inverse Krein transform SC is a positive self-adjoint exten-
sion of S. Any positive self-adjoint extension of S is of this form.
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Proof Since C is symmetric, N (I −C)⊥R(I −C). Therefore, since D(S) is dense
and D(S) = R(I − BS) ⊆ R(I − C), it follows that N (I − C) = {0}. Thus, C ∈
S1(H). Because C = B(SC) is a self-adjoint extension of BS , SC is a positive self-
adjoint extension of S by Propositions 13.22 and 13.23, (i) and (ii).

Conversely, suppose that T is a positive self-adjoint extension of S. Then BT

is a bounded self-adjoint extension of BS , ‖BT ‖ ≤ 1, and T = S(BT ) by Proposi-
tions 13.22 and 13.23. �

Suppose that S is a densely defined positive symmetric operator on H.
If S is bounded, the closure S is obviously the unique (positive) self-adjoint

extension of S on H.
Suppose that S is unbounded. Then ‖BS‖ = 1 by Proposition 13.23(iv). Proposi-

tion 13.21 implies that the set of all bounded self-adjoint extensions C of BS on H
having the norm ‖BS‖ = 1 contains a smallest operator Cm and a largest operator
CM . From Theorem 13.24 it follows that Cm,CM ∈ S1(H) and

Sm = (I + Cm)(I − Cm)−1 and SM = (I + CM)(I − CM)−1

are positive self-adjoint extensions of S. Let A be an arbitrary positive self-adjoint
extension of S on H. Then BA is a self-adjoint extension of BS , and ‖BA‖ = ‖BS‖ =
1, so Cm ≤ BA ≤ CM by the definitions of Cm and CM , and hence Sm ≤ A ≤ SM by
Proposition 13.23(iii). Thus, we have shown that Sm is the smallest and SM is the
largest among all positive self-adjoint extensions of S on H. Therefore, by Corol-
lary 13.15, Sm is the Krein–von Neumann extension SN , and SM is the Friedrichs
extension SF of the operator S.

13.5 Self-adjoint Extensions Commuting with a Conjugation
or Anticommuting with a Symmetry

In this section we investigate two particular cases of self-adjoint extensions.

Definition 13.1 A conjugation on a Hilbert space H is a mapping J of H into itself
that is an antiunitary involution, that is, for α,β ∈C and x, y ∈ H,

J (αx + βy) = αJ (x) + βJ (y), 〈Jx,Jy〉 = 〈y, x〉, J 2x = x. (13.20)

An operator T on H is called J -real if JD(T ) ⊆ D(T ) and JT x = T Jx for
x∈D(T ).

Example 13.3 The standard example of a conjugation J is the complex conjuga-
tion of functions on a Hilbert space L2(X,μ), that is, (Jf )(t) = f (t). Obviously, a
multiplication operator Mϕ is J -real if and only if ϕ(t) is real μ-a.e. on X. ◦

Proposition 13.25 Let J be a conjugation, and let T be a densely defined symmetric
operator on a Hilbert space H. Suppose that T is J -real. Then we have:
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(i) T ∗ is J -real.
(ii) If TU is a self-adjoint extension of T obtained by Theorem 13.10, then TU is

J -real if and only if JUJUx = x for all x ∈ N (T ∗ − λI).
(iii) T has a J -real self-adjoint extension on H.
(iv) If d+(T ) = 1, then each self-adjoint extension of T on H is J -real.

Proof In this proof we abbreviate Nλ := N (T ∗ − λI) and Nλ := N (T ∗ − λI).
(i): For u,v ∈ H, it follows from (13.20) that

〈u,Jv〉 = 〈

J 2u,Jv
〉 = 〈v,Ju〉. (13.21)

Suppose that y ∈D(T ∗). Let x ∈D(T ). Then Jx ∈ D(T ) and T Jx = JT x. Apply-
ing (13.21) twice, with u = T x, v = y and with u = T ∗y, v = x, we derive

〈T x,Jy〉 = 〈y,JT x〉 = 〈y,T Jx〉 = 〈

T ∗y,Jx
〉 = 〈

x,JT ∗y
〉

.

This implies that Jy ∈D(T ∗) and T ∗Jy = JT ∗y, which proves that T ∗ is J -real.
(ii): First, we verify that JNλ = Nλ. Let u ∈ Nλ. Using that T ∗ is J -real by

(i) and the first equation of (13.20), we obtain T ∗Ju = JT ∗u = J (λu) = λJu, so
Ju ∈ Nλ and JNλ ⊆ Nλ. Applying the latter to λ instead of λ, we obtain Nλ =
J 2Nλ ⊆ JNλ. Hence, JNλ =Nλ.

Now suppose that TU is a J -real self-adjoint extension of T . Let x ∈ Nλ. Then
(I − U)x ∈ Nλ + Nλ. Since JNλ = Nλ as just shown and hence Nλ = J 2Nλ =
JNλ, it follows that J (I −U)x ∈ Nλ +Nλ. On the other hand, (I −U)x ∈D(TU ),
and hence J (I − U)x ∈ D(TU ), because TU is J -real. The formula for D(TU ) in
Theorem 13.10 implies that D(TU ) ∩ (Nλ + Nλ) ⊆ (I − U)Nλ. Hence, there is a
y ∈Nλ such that J (I −U)x = (I −U)y. Using once again the equalities JNλ =Nλ

and JNλ = Nλ, we conclude that Jx = −Uy and −JUx = y. Thus, JUJUx =
JU(−y) = JJx = x.

Conversely, assume that JUJUx = x for x∈Nλ. Then we have UJUx = Jx,
and hence J (I − U)x = (I − U)(−JUx). Since −JUx ∈ JNλ = Nλ, this shows
that J (I −U)Nλ ⊆ (I −U)Nλ. Because T is J -real and hence JD(T ) ⊆D(T ), we
conclude that JD(TU ) ⊆ D(TU ). Since T ∗ is J -real, we therefore obtain JTUx =
JT ∗x = T ∗Jx = TUJx for x ∈ D(TU ), that is, TU is J -real.

(iii): It suffices to prove that there exists a U such that the self-adjoint operator
TU is J -real. Let {ei} be an orthonormal basis of Nλ. Then {Jei} is an orthonormal
basis of Nλ. We define an isometric linear map U of Nλ onto Nλ by U(ei) = Jei ,
that is, U(

∑

i αiei) = ∑

i αiJ ei . Then we have JUJUei = JUJJei = JUei =
JJei = ei , and hence JUJUx = x for all x ∈Nλ. Therefore, TU is J -real by (ii).

(iv): Let TU be an arbitrary self-adjoint extension of T on H. By the assumption
d+(T ) = 1 we have Nλ = C · x for some x ∈ Nλ, x �= 0. Since JUx ∈ JNλ = Nλ,
there is z ∈C such that JUx = zx. Since U is isometric and J is antiunitary, z ∈ T.
Then JUJUx = JU(zx) = zJUx = zzx = x. Hence, TU is J -real by (ii). �

Example 13.4 (Examples 1.4 and 1.5 continued) Let J be the conjugation on
H = L2(−a, a), a > 0, given by (Jf )(x) = f (−x). Then the symmetric operator
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T = −i d
dx

with domain D(T ) = H 1
0 (−a, a) is J -real. Indeed, if f ∈ D(T ), then

Jf ∈D(T ), and

(JTf )(x) = (Tf )(−x) = i
d

dx
f (−x) = −if ′(−x) = (T Jf )(x).

As shown in Example 13.1, all self-adjoint extensions of T on H are the operators
Sz = −i d

dx
with domains D(Sz) = {f ∈ H 1(−a, a) : f (a) = zf (−a)}, where z ∈ T,

see, e.g., Example 1.5. Since |z| = 1, we have JD(Sz) ⊆ D(Sz). Therefore, since
T ∗ is J -real, each self-adjoint operator Sz is J -real. This is in accordance with
Proposition 13.25(iv), because d±(T ) = 1. ◦

Definition 13.2 A symmetry of a Hilbert space H is a self-adjoint operator Q on H
such that Q2 = I .

Let Q be a symmetry. Clearly, σ(Q) ⊆ {−1,1}. If P± denotes the projection on
N (Q ∓ I ), then P+ + P− = I and Q = P+ − P− = 2P+ − I = I − 2P−.

Conversely, if P+ is an orthogonal projection on H, then Q := 2P+ − I is a
symmetry such that N (Q − I ) = P+H and N (Q + I ) = (I − P+)H.

Proposition 13.26 Let Q be a symmetry, and T be a densely defined symmetric
linear operator on H such that QT ⊆ −T Q. Let P± := 1

2 (I ± Q).
Then there exist unique self-adjoint extensions T+ and T− of T on H such that

P∓x ∈ D(T ) for x ∈ D(T±). Moreover, QT± ⊆ −T±Q, P±D(T±) = P±D(T ∗),
P∓D(T±) = P∓D(T ), and

D(T±) = {

x ∈ D
(

T ∗) : P∓x ∈ D(T )
}

. (13.22)

Proof Let H± := P±H. The assumption QT ⊆ −T Q yields (I ±Q)T ⊆ T (I ∓Q),
and so P±T ⊆ T P∓. Hence, P±D(T ) ⊆ D(T ), and S∓ := T �P±D(T ) maps H±
into H∓. Since P+ + P− = I , it follows from the preceding that the operators Q

and T act as operator block matrices on H =H+ ⊕H−:

Q =
(

I 0
0 −I

)

, T =
(

0 S+
S− 0

)

.

Since T is densely defined and symmetric, D(S∓) = P±D(T ) is dense in H±, and
S± ⊆ (S∓)∗. It is easily checked that the operators T and T ∗ acts by the matrices

T =
(

0 S+
S− 0

)

and T ∗ =
(

0 S∗−
S∗+ 0

)

.

Using the relations (S±)∗∗ = S± and S± ⊆ (S∓)∗, it follows that the operators

T+ :=
(

0 S+
S∗+ 0

)

and T− :=
(

0 S∗−
S− 0

)

are self-adjoint on H and extensions of T . Clearly, P±D(T±) =D(S∗±) = P±D(T ∗)
and P∓D(T±) = D(S± ) = P∓D(T ). By a simple computation we verify that
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QT± ⊆ −T±Q. A vector x ∈D(T ∗) belongs to D(T±) if and only if P∓x ∈ D(S± ),
or equivalently, P∓x ∈ D(T ). This proves (13.22).

We verify the uniqueness assertion. Fix τ ∈ {+,−} and let A be a self-adjoint
extension of T on H such that P−τ x ∈ D(T ) for x ∈ D(A). Since A ⊆ T ∗, we
then have D(A) ⊆D(Tτ ) by the definition of Tτ . Because Tτ and A are self-adjoint
restrictions of T ∗, the latter yields A ⊆ Tτ , and hence A = Tτ . �

Example 13.5 (“Doubling trick”) Let S be a densely defined closed symmetric
operator on H0, and let z ∈ T. Define a closed symmetric operator T and a symmetry
Qz on H =H0 ⊕H0 by

T =
(

S 0
0 −S

)

, Qz =
(

0 z

z 0

)

.

Clearly, QzT ⊆ −T Qz, so the assumptions of Proposition 13.26 are fulfilled. Since

T ∗ =
(

S∗ 0
0 −S∗

)

and P− = 1

2

(

1 −z

−z 1

)

,

by (13.22) the self-adjoint operator T+ acts by T+(x, y) = (S∗x,−S∗y) on

D(T+) = {

(x, y) : x, y ∈ D
(

S∗), x − zy ∈D(S)
}

.

This general construction remains valid if the number z ∈ T is replaced by a unitary
operator U on H0 satisfying S = USU∗.

We illustrate the preceding by a simple example. Let S be the operator −i d
dx

with
domain D(S) = H 1

0 (J ) on H0 = L2(J ) for an open interval J . From Sect. 1.3.1
we know that S∗ = −i d

dx
and D(S∗) = H 1(J ). Hence, the operator T+ acts by

T+(f, g) = (−if ′, ig′). We still have to describe the domain D(T+).
Let J = (a, b), where a, b ∈R, a < b. Then the domain of T+ is given by

D(T+) = {

(f, g) : f,g ∈ H 1(a, b), f (a) = zg(a), f (b) = zg(b)
}

.

Let J = (0,+∞). Then D(T+) = {(f, g) : f,g ∈ H 1(0,+∞), f (0) = zg(0)}.
In this case if z runs through T, these operators T+ exhaust all self-adjoint exten-
sions of T on H. We now slightly reformulate this example.

Let R denote the operator −i d
dx

on D(R) = H 1
0 (−∞,0) on the Hilbert space

H1 = L2(−∞,0). Clearly, (Uf )(x) = f (−x) is a unitary transformation of H1
onto H0 = L2(0,+∞) such that URU∗ = −S and UR∗U∗ = −S∗. Therefore, if
we identify f ∈ H1 with Uf ∈H0, then (up to unitary equivalence) the operators T

and T+ act as −i d
dx

with domains D(T ) = H 1
0 (−∞,0) ⊕ H 1

0 (0,+∞) and

D(T+) = {

f ∈ H 1(−∞,0) ⊕ H 1(0,+∞) : f (+0) = zf (−0)
}

. ◦

13.6 Exercises
1. (Restrictions of self-adjoint operators)

Let A be a self-adjoint operator on H, and let V = (A − iI )(A + iI )−1 be
its Cayley transform. Let K be a closed linear subspace of H. Let Kn be the
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closure of K+ V ∗K+ · · · + (V ∗)(n−1)K. We denote by T the restriction of A

to the domain D(T ) = (I − V )K⊥. Let n, k ∈N, k < n.
a. Show that T is a closed symmetric operator on H.
b. Show that D(T n) is dense in H if and only if D(A) ∩ Kn = {0}.

In particular, D(T ) is dense in H if and only if D(A) ∩K = {0}.
∗c. Show that D(T n) is a core for T k if and only if D(An−k) ∩ Kn ⊆

(A − iI )k−nKk .
d. Show that if K is finite-dimensional, then D(T n) is a core for T k , k < n.

∗2. Let A be a densely defined closed operator on a separable Hilbert space H.
Suppose that A is not bounded. Show that there exists a closed linear subspace
K of H such that

D(A) ∩K =D(A) ∩K⊥ = {0}. (13.23)

Sketch of proof. (See [Sch2]) Upon replacing A by |A| there is no loss of gen-
erality to assume that A is self-adjoint. Since A is not bounded, use the spectral
theorem to show that there is an orthonormal basis {xkn : k ∈ N, n ∈ Z} such
that for all k ∈N, there exists nk ∈ N such that

∥
∥(A − iI )−1xkn

∥
∥ ≤ 1

|n|! when |n| ≥ nk. (13.24)

Let K denote the linear subspace of all vectors y ∈H such that for all k ∈ Z,
∑

n∈Z
〈y, xkn〉eint = 0 a.e. on [0,π].

Note that (〈y, xkn〉)n∈Z → ∑

n〈y, xkn〉eint is a unitary map of the closed
subspace Kk spanned by the vectors xkn, n ∈ Z, on the subspace of functions
f of L2(−π,π) for which f = 0 a.e. on [0,π]. This implies that K is closed
and that K⊥ is the set of all vectors y ∈H such that

∑

n∈Z〈y, xkn〉eint = 0 a.e.
on [−π,0] for all k ∈N.

Suppose that y ∈ D(A). Writing y = (A + iI )−1x and using (13.24), it
follows that fk(z) = ∑

n∈Z〈y, xkn〉zn is a holomorphic function on C \ {0}.
If y is in K or in K⊥, then fk = 0 a.e. on a half of the unit circle T. Hence,
fk ≡ 0 on T for all k, which implies that y = 0.

3. (A classical result of J. von Neumann [vN2])
Let A and H be as in Exercise 2. Show that there exists a unitary operator on
H such that D(A) ∩D(UAU∗) = {0}.
Hint: Set U = I − 2P , where P is the projection on a subspace satisfying
(13.23).

4. (Restrictions of unbounded self-adjoint operators continued)
Let A be an (unbounded) self-adjoint operator on H with Cayley transform
V = (A − iI )(A + iI )−1. Suppose that K is a closed linear subspace of H
satisfying (13.23). Let T1 and T2 denote the restrictions of A to the domains
D(T1) = (I − V )K and D(T2) = (I − V )K⊥.

Show that T1 and T2 are densely defined closed symmetric operators such
that
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D(T1) ∩D(T2) = {0} and D
(

T 2
1

) =D
(

T 2
2

) = {0}.
Hint: Use Exercise 1.
(Details and more results concerning Exercises 1–4 are given in [Sch2].)

∗5. (Cayley transform and bounded transform of a symmetric operator)
Let T be a densely defined closed symmetric operator on H. Let P± denote
the projection of H on N (T ∗ ∓ iI ), and let VT be the Cayley transform of
T considered as a partial isometry with initial space (I − P+)H and final
space (I − P−)H; see (13.7) and (13.9). Let ZT = T (I + T ∗T )−1/2 be the
bounded transform of T . Set W±(T ) := ZT ± i(I − (ZT )∗ZT )1/2; see, e.g.,
Exercise 7.7.
a. Show that 4 (I + T ∗T )−1 = (I − VT − P−)∗(I − VT − P−).
b. Show that 4T (I + T ∗T )−1 = i(VT − (VT )∗ − P+ + P−).
c. Show that VT = W−(T )W+(T )∗ and P± = I − W±(T )W±(T )∗.

(See, e.g., [WN, p. 365].)

6. Let T = − d2

dx2 with domain D(T ) = H 2
0 (0,+∞) on H = L2(0,+∞).

a. Show that d±(T ) = 1 and determine the deficiency spaces N (T ∗ ∓ iI ).
b. Use von Neumann’s Theorem 13.10 to describe all self-adjoint extension

of T in terms of boundary conditions at 0.
7. (Another formally normal operator without normal extension [Sch4])

Let S be the unilateral shift operator (see, e.g., Example 5.5), B := S +S∗, and
A := i(S + I )(I −S)−1. Show that T := A+ iB is a formally normal operator
which has no normal extension in a possibly larger Hilbert space.
Hint: Use the fact that dimD(T ∗)/D(T ) = 1.

8. Let T be a (not necessarily closed or densely defined) positive symmetric op-
erator on H. Let νT be defined by (13.12), and E(T ) = {y ∈ H : νT (y)<∞}.
a. Show that E(T ) is a linear subspace of H which contains D(T ).
b. Show that νT (x) = 〈T x,x〉 for x ∈ D(T ).

9. Let a, b ∈ C. Define a linear operator T on the Hilbert space H = C
2 with

domain D(T ) = {(x,0) : x ∈C} by T (x,0) = (ax, bx).
a. Show that T is a positive symmetric operator if and only if a ≥ 0.
b. Suppose that b �= 0 and a ≥ 0. Show that T has a positive self-adjoint

extension on H if and only if a > 0.
(If a = 0 and b = 1, then T is a positive symmetric operator which has no
positive self-adjoint extension on H.)

10. Let A be a bounded self-adjoint operator on a Hilbert space H0. Define a linear
operator T on H =H0 ⊕H0 by T x = (Ax,x) for x ∈ D(T ) := H0.
a. Let γ ≥ 0. Show that T has a bounded self-adjoint extension S on H such

that ‖S‖ ≤ γ if and only if A2 + I − γA ≤ 0.
b. Suppose that σ(A) ⊆ [c,1] for some c ∈ (0,1). Show that the smallest pos-

sible norm of a bounded self-adjoint extension of T on H is c + c−1.
Hint: See Example 13.2 and use Corollary 13.17.

11. Retain the notation of Example 13.2. Prove that |A−1/2B∗|2 is the smallest
positive self-adjoint operator C for which the block matrix S is positive.
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∗12. (Geometric mean of two positive operators)
Let A, B , and X be positive self-adjoint operators on H such that A is invert-
ible and A−1 ∈ B(H). Consider the operator matrix on H⊕H defined by

TX =
(

A X

X B

)

.

a. Show that the largest operator X ≥ 0 such that TX ≥ 0 is

A�� B := A1/2(A−1/2BA−1/2)1/2
A−1/2.

(The operator A �� B is called the geometric mean of A and B .)
Hints: Prove that TX ≥ 0 if and only if B ≥ XA−1X. Conclude that the
largest X is the (unique) positive solution of the equation B = XA−1X.

b. Show that A �� B = (AB)1/2 when AB = BA.
c. Show that C(A �� B)C∗ = (CAC∗)�� (CBC∗) for any operator C ∈ B(H)

such that C−1 ∈ B(H).
d. Suppose in addition that B−1 ∈ B(H). Show that X is equal to A �� B if

and only if B−1/2XA−1/2 (or equivalently, A−1/2XB−1/2) is unitary.
(More on geometric means can be found in [ALM].)

∗13. (Positive operator block matrices)
Let A,B,C ∈ B(H). Show that the operator block matrix

T =
(

A B∗
B C

)

(13.25)

on H⊕H is positive if and only if A ≥ 0, C ≥ 0, and there exists an operator
D ∈ B(H) such that ‖D‖ ≤ 1 and B = C1/2DA1/2.

∗14. (Extremal characterization of the Schur complement)
Let A,B,C ∈ B(H). Suppose that the operator (13.25) is positive on H ⊕ H
and define S(T ) := A1/2(I − D∗D)A1/2, where D is as in Exercise 13.
a. Show that S(T ) is the largest positive operator X ∈ B(H) such that

(

A − X B∗
B C

)

≥ 0.

(The operator S(T ) is called the Schur complement of C in the matrix T .)
b. Suppose that the operator C is invertible with C−1 ∈ B(H). Show that

S(T ) = A − B∗C−1B .
(For detailed proofs and more on Exercises 13 and 14, we refer to [Dr].)

15. Let T be a positive symmetric operator on H which has a positive self-
adjoint extension on H. Suppose that dimD(T ) < ∞. Show that TN ∈ B(H),
R(TN) =R(T ), and dimR(TN) = dimD(T ) − dimD(T ) ∩R(T )⊥.

16. Let A and B be densely defined operators on H such that A ⊆ B∗ and B ⊆ A∗,
or equivalently, 〈Ax,y〉 = 〈x,By〉 for x ∈ D(A) and y ∈ D(B). In this case
we say that the operators A and B form an adjoint pair. Define the operator T

with domain D(T ) = {(x, y) : x ∈ D(A), y ∈ D(B)} on H ⊕H by T (x, y) =
(By,Ax).
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a. Show that T is a densely defined symmetric operator on H⊕H.
b. Find a self-adjoint extension of T on H⊕H.
c. Suppose that J0 is a conjugation on H such that A and B are J0-real. Show

that T has a J -real self-adjoint extension on H⊕H, where J := J0 ⊕ J0.
17. Let Ω be an open subset of Rd , and V ∈ L2

loc(Ω) be real-valued. Let J be the
“standard” conjugation on L2(Ω) defined by (Jf )(x) = f (x).
Show that the symmetric operator T = −Δ + V on D(T ) = C∞

0 (Ω) has a
J -real self-adjoint extension on L2(Ω).



Chapter 14
Self-adjoint Extensions: Boundary Triplets

This chapter is devoted to a powerful approach to the self-adjoint extension theory
which is useful especially for differential operators. It is based on the notion of a
boundary triplet for the adjoint of a symmetric operator T . In this context extensions
of the operator T are parameterized by linear relations on the boundary space. In
Sect. 14.1 we therefore develop some basics on linear relations on Hilbert spaces.

Boundary triplets and the corresponding extensions of T are developed in
Sect. 14.2. Gamma fields and Weyl functions are studied in Sect. 14.5, and var-
ious versions of the Krein–Naimark resolvent formula are derived in Sect. 14.6.
Sect. 14.7 deals with boundary triplets for semibounded operators, while the Krein–
Birman–Vishik theory of positive self-adjoint extensions is treated in Sect. 14.8.

Examples of boundary triplets are investigated in Sects. 14.3 and 14.4; further
examples will appear in the next chapters.

14.1 Linear Relations

Let H1 and H2 be Hilbert spaces with scalar products 〈·,·〉1 and 〈·,·〉2, respectively.
If T is a linear operator from H1 into H2, then an element (x, y) of H1 ⊕ H2

belongs to the graph G(T ) of T if and only if x ∈ D(T ) and y = T x. Thus, the
action of the operator T can be completely recovered from the linear subspace G(T )

of H1 ⊕H2. In what follows we will identify the operator T with its graph G(T ).
A linear subspace T of H1 ⊕ H2 will be called a linear relation from H1 into

H2. For such a linear relation T , we define the domain D(T ), the range R(T ), the
kernel N (T ), and the multivalued part M(T ) by

D(T ) = {
x ∈H1 : (x, y) ∈ T for some y ∈ H2

}
,

R(T ) = {
y ∈H2 : (x, y) ∈ T for some x ∈ H1

}
,

N (T ) = {
x ∈H1 : (x,0) ∈ T

}
,

M(T ) = {
y ∈H2 : (0, y) ∈ T

}
.
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The closure T is just the closure of the linear subspace T , and T is called closed if
T = T . Further, we define the inverse T −1 and the adjoint T ∗ by

T −1 = {
(y, x) : (x, y) ∈ T

}
,

T ∗ = {
(y, x) : 〈v, y〉2 = 〈u,x〉1 for all (u, v) ∈ T

}
.

If T is (the graph of) a linear operator, one easily checks that these notions coincide
with the corresponding notions for operators, provided that inverse, adjoint, and
closure, respectively, of the operator T exist. It should be emphasized that in contrast
to operators for a linear relation inverse, adjoint, and closure always exist! They are
again linear relations. For instance, if T is a nonclosable operator, then the closure
T is only a linear relation, but not (the graph of) an operator (see, e.g., Example 1.1).

If S and T are linear relations from H1 into H2, R is a linear relation from H2

into H3, and α ∈ C \ {0}, we define αT , the sum S + T , and the product RT by

αT = {
(x,αy) : (x, y) ∈ T

}
,

S + T = {
(x,u + v) : (x,u) ∈ S and (x, v) ∈ T

}
,

RT = {
(x, y) : (x, v) ∈ T and (v, y) ∈ R for some v ∈H2

}
.

A larger number of known facts for operators remains valid for linear relations as
well. For arbitrary (!) linear relations S and R, we have

(
T ∗)∗ = T ,

(
T ∗)−1 = (

T −1)∗
,

(RT )−1 = T −1R−1, T ∗R∗ ⊆ (RT )∗, (14.1)

R(T )⊥ =N
(
T ∗), R

(
T ∗)⊥ = N (T ), (14.2)

D(T )⊥ =M
(
T ∗), D

(
T ∗)⊥ =M(T ). (14.3)

The proofs of the equalities in (14.1) and (14.2) can be given in a similar manner as
in the operator case. We do not carry out these proofs and leave them as exercises.

The action set of x ∈ D(T ) is defined by T (x) = {y ∈ H2 : (x, y) ∈ T }. If T is
an operator, then T (x) consists of a single element. Clearly, T (0) = {0} if and only
if T is (the graph of) an operator. In general the multivalued part M(T ) = T (0)

of a linear relation T can be an arbitrary linear subspace of H2. We may therefore
interpret linear relations as “multivalued linear mappings.”

Linear relations have become now basic objects in modern operator theory. They
occur when nondensely defined operators T are studied, since then M(T ∗) 	= {0}
by (14.3), that is, T ∗ is not (the graph of) an operator. Our main motivation is that
they appear in the parameterization of self-adjoint extensions in Sect. 14.2.

Let T be a closed linear relation. We define two closed subspaces of H1 ⊕H2 by

T∞ := {
(0, y) ∈ T

} = {0} ⊕M(T ) and Ts := T � T∞.

Then (0, y) ∈ Ts implies that y = 0. Therefore, by Lemma 1.1, Ts is (the graph of) a
linear operator which is closed, since Ts is closed. The closed operator Ts is called
the operator part of T . We then have the orthogonal decomposition T = Ts ⊕ T∞.



14.1 Linear Relations 309

This equality is a useful tool to extend results which are known for operators to
closed linear relations.

Spectrum and resolvent are defined in a similar manner as in the operator case.

Definition 14.1 Let T be a closed relation on a Hilbert space H. The resolvent set
ρ(T ) is the set of all λ ∈ C such that (T − λI)−1 is (the graph of) an operator of
B(H). This operator is called the resolvent of T at λ ∈ ρ(T ). The spectrum of T is
the set σ(T ) = C\ρ(T ).

Note that T − λI is not necessarily the graph of an operator when λ ∈ ρ(T ). For
instance, if T = {0} ⊕H, then T −1 is the graph of the null operator and 0 ∈ ρ(T ).

Proposition 14.1 Let T be a closed relation on H. A complex number λ is in ρ(T )

if and only if N (T − λI) = {0} and R(T − λI) = H.

Proof This proof is based on two simple identities which are easily verified:

N (T − λI) = M
(
(T − λI)−1), R(T − λI) = D

(
(T − λI)−1). (14.4)

Let λ ∈ ρ(T ). Since (T −λI)−1 is an operator defined on H, M((T −λI)−1) = {0}
and D((T − λI)−1) = H, so the assertion follows from (14.4).

Conversely, assume that N (T −λI) = {0} and R(T −λI) = H. Then, by (14.4),
M((T − λI)−1) = {0} and D((T − λI)−1) = H. Hence, (T − λI)−1 is the graph
G(S) of an operator S with domain H. Since the relations T and hence T − λI

are closed, so is (T − λI)−1. Hence, G(S) is closed, that is, S is a closed operator
defined on H. Therefore, by the closed graph theorem, S is bounded. This proves
that λ ∈ ρ(T ). �

A linear relation T on a Hilbert space H is called symmetric if T ⊆ T ∗, that is,
〈x, v〉 = 〈y,u〉 for all (x, y), (u, v) ∈ T .

Let T be a symmetric relation. For α ∈ R, we write T ≥ αI if 〈y, x〉 ≥ α〈x, x〉
for all (x, y) ∈ T . In this case T is said to be lower semibounded. In particular, T is
called positive if 〈y, x〉 ≥ 0 for (x, y) ∈ T .

A linear relation T on H is called self-adjoint if T = T ∗.
Let S(H) denote the set of all self-adjoint operators B acting on a closed linear

subspace HB of H. Note that R(B) ⊆ HB for all B ∈ S(H). Throughout we shall
denote the projection of H onto HB by PB .

Proposition 14.2 There is a one-to-one correspondence between the sets of opera-
tors B ∈ S(H) and of self-adjoint relations B on H given by

B = G(B) ⊕ ({0} ⊕ (HB)⊥
) ≡ {

(x,Bx+y) : x ∈D(B), y ∈ (HB)⊥
}
, (14.5)

where B is the operator part Bs , and (HB)⊥ is the multivalued part M(B) of B.
Moreover, B ≥ 0 if and only if B ≥ 0.
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Proof It is easily verified that (14.5) defines a self-adjoint relation B for B ∈ S(H).
Conversely, suppose that B is a self-adjoint relation on H. Let B := Bs and

HB := M(B)⊥. Since D(B)⊥⊥ = D(B)⊥⊥ = M(B)⊥ = HB by (14.3), D(B)

is a dense linear subspace of HB . Since Bs = G(B) ⊥ {0} ⊕ M(B), we have
R(B) ⊆M(B)⊥ =HB . Thus, B is a densely defined linear operator on HB . Using
that B is self-adjoint, it is easy to check that B is self-adjoint on HB .

Let (x,Bx +y) ∈ B. Since x ⊥ y, we have 〈Bx +y, x〉 = 〈Bx,x〉. Hence, B ≥ 0
is equivalent to B ≥ 0. �

Lemma 14.3 Let B be a linear relation on H such that B−1 is the graph of a
positive self-adjoint operator A on H. Then B is a positive self-adjoint relation.

Proof Since N (A) is a reducing subspace for A, we can write A = C ⊕ 0 on H =
HB ⊕N (A), where C is a positive self-adjoint operator with trivial kernel on HB :=
N (A)⊥. Then B := C−1 ∈ S(H) and B = A−1 = G(B)⊕ ({0}⊕ (HB)⊥). Thus, the
relation B is of the form (14.5) and hence self-adjoint by Proposition 14.2. Since
A ≥ 0, we have C ≥ 0, hence B ≥ 0, and so B ≥ 0. �

Suppose that B is a self-adjoint relation. Let B denote its operator part. The form
tB[·,·] = B[·,·] associated with B is defined by

B
[
x, x′] := B

[
x, x′] for x, x′ ∈D[B] :=D[B]. (14.6)

As in the operator case, D(B) =D(B) is a core for the form tB .
The next result extends the Cayley transform to self-adjoint relations.

Proposition 14.4 A linear relation B on H is self-adjoint if and only if there is a
unitary operator V on H such that

B = {
(x, y) ∈H⊕H : (I − V )y = i(I + V )x

}
. (14.7)

The operator V is uniquely determined by B and called the Cayley transform of B.
Each unitary operator is the Cayley transform of some self-adjoint relation B on H.

Proof Suppose that B is self-adjoint. Let B ∈ S(H) be the corresponding self-
adjoint operator from Lemma 14.2. By Corollary 13.6, the Cayley transform VB =
(B − iI )(B+iI )−1 is a unitary operator on HB . Then V x = (I − PB)x + VBPBx,
x ∈ H, defines a unitary operator on H such that (14.7) holds. Conversely, each
operator V satisfying (14.7) acts as the identity on (I − PB)H and as the Cayley
transform of B on HB . Hence, V is uniquely determined by B.

Conversely, let V be an arbitrary unitary operator on H. Then the closed linear
subspace HB := N (I − V )⊥ reduces the unitary operator V , and for the restriction
V0 of V to HB , we have N (I − V0) = {0}. Therefore, by Corollary 13.7, V0 is the
Cayley transform (with λ = i) of a self-adjoint operator B on HB , and we have
B = i(I + V0)(I − V0)

−1. Then the relation B defined by (14.5) is self-adjoint by
Proposition 14.2, and we easily derive (14.7). �
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14.2 Boundary Triplets of Adjoints of Symmetric Operators

In the rest of this chapter, T denotes a densely defined symmetric operator on a
Hilbert space H, and we abbreviate

Nλ := N
(
T ∗ − λI

)
for λ ∈ C.

Definition 14.2 A boundary triplet for T ∗ is a triplet (K,Γ0,Γ1) of a Hilbert space
(K, 〈·,·〉K) and linear mappings Γ0 :D(T ∗) →K and Γ1 :D(T ∗) →K such that:

(i) [x, y]T ∗ ≡ 〈T ∗x, y〉 − 〈x,T ∗y〉 = 〈Γ1x,Γ0y〉 − 〈Γ0x,Γ1y〉 for x, y ∈ D(T ∗),
(ii) the mapping D(T ∗) � x → (Γ0x,Γ1x) ∈K ⊕K is surjective.

The scalar product and norm of the “boundary” Hilbert space K will be denoted
by 〈·,·〉K and ‖ · ‖K, respectively, while as usual the symbols 〈·,·〉 and ‖ · ‖ refer to
the scalar product and norm of the underlying Hilbert space H.

Let Γ+ := Γ1 + iΓ0 and Γ− := Γ1 − iΓ0. Then condition (i) is equivalent to

2i[x, y]T ∗ = 〈Γ−x,Γ−y〉K − 〈Γ+x,Γ+y〉K for x, y ∈ D
(
T ∗). (14.8)

Sometimes it is convenient to use the following reformulation of Definition 14.2:
If Γ+ and Γ− are linear mappings of D(T ∗) into a Hilbert space (K, 〈·,·〉K) such

that (14.8) holds and the mapping D(T ∗) � x → (Γ+x,Γ−x) ∈ K⊕K is surjective,
then (K,Γ0,Γ1) is a boundary triplet for T ∗, where

Γ1 := (Γ+ + Γ−)/2, Γ0 := (Γ+ − Γ−)/2i. (14.9)

In this case we will call the triplet (K,Γ+,Γ−) also a boundary triplet for T ∗.
The vectors Γ1(x) and Γ2(x) of K are called abstract boundary values of

x∈D(T ∗), and the equation in condition (i) is called abstract Green identity. This
terminology stems from differential operators where Γ1 and Γ2 are formed by means
of boundary values of functions and their derivatives. In these cases integration by
parts yields condition (i) resp. Eq. (14.8).

Let us first look at the simplest examples.

Example 14.1 Let a, b ∈ R, a < b, and let T = −i d
dx

be the symmetric operator on
D(T ) = H 1

0 (a, b) in L2(a, b). By integration by parts (see (1.13)) we have

i[f,g]T ∗ = f (b)g(b) − f (a)g(a). (14.10)

Therefore, the triplet

K =C, Γ+(f ) = √
2f (a), Γ−(f ) = √

2f (b)

is a boundary triplet for T ∗. Indeed, (14.10) implies (14.8). The surjectivity condi-
tion (ii) in Definition 14.2 is obviously satisfied, since D(T ∗) = H 1(a, b). ◦

Example 14.2 Let a, b ∈ R, a < b. For the symmetric operator T = − d2

dx2 on

D(T ) = H 2
0 (a, b) in L2(a, b), integration by parts yields (see (1.14))
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[f,g]T ∗ = f (b)g′(b) − f ′(b)g(b) − f (a)g′(a) + f ′(a)g(a). (14.11)

Hence, there is a boundary triplet for T ∗ defined by

K = C
2, Γ0(f ) = (

f (a), f (b)
)
, Γ1(f ) = (

f ′(a),−f ′(b)
)
. (14.12)

Condition (i) holds by (14.11), while (ii) is obvious, since D(T ∗) = H 2(a, b). ◦

The question of when a boundary triplet for T ∗ exists is answered by the follow-
ing:

Proposition 14.5 There exists a boundary triplet (K,Γ0,Γ1) for T ∗ if and only
if the symmetric operator T has equal deficiency indices. We then have d+(T ) =
d−(T ) = dimK.

Proof If (K,Γ0,Γ1) is a boundary triplet for T ∗, by Lemma 14.13(ii) below Γ0 is
a topological isomorphism of N±i onto K. Thus, d+(T ) = d−(T ) = dimK. Con-
versely, if d+(T ) = d−(T ), then Example 14.4 below shows that there exists a
boundary triplet for T ∗. �

Definition 14.3 A closed operator S on H is a proper extension of T if

T ⊆ S ⊆ T ∗.

Two proper extensions S1 and S2 of T are called disjoint if D(T ) = D(S1) ∩D(S2)

and transversal if D(S1) +D(S2) = D(T ∗).

Suppose that (K,Γ0,Γ1) is a boundary triple for T ∗. We shall show that it gives
rise to a natural parameterization of the set of proper extensions of T in terms of
closed linear relations B on K. In particular, the self-adjoint extensions of the sym-
metric operator T on H will be described in terms of self-adjoint relations on K.

Let B be a linear relation on K, that is, B is a linear subspace of K ⊕ K. We
denote by TB the restriction of T ∗ to the domain

D(TB) := {
x ∈ D

(
T ∗) : (Γ0x,Γ1x) ∈ B

}
. (14.13)

If B is the graph of an operator B on K, then the requirement (Γ0x,Γ1x) ∈ B means
that Γ1x − BΓ0x = 0, so that

D(TB) = N (Γ1 − BΓ0).

If S is a linear operator such that T ⊆ S ⊆ T ∗, we define its boundary space by

B(S) = {
(Γ0x,Γ1x) : x ∈ D(S)

}
. (14.14)

From Definition 14.2(ii) it follows that B(TB) = B for any linear relation B on K.

Lemma 14.6 Let B be a linear relation on K, and let S be a linear operator on H
such that T ⊆ S ⊆ T ∗ and B(S) = B. Then:
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(i) S∗ = TB∗ .
(ii) S = TB .

(iii) If S is closed, then B(S) = B is closed.
(iv) T = T{(0,0)}, that is, D(T ) = {x ∈ D(T ∗) : Γ0x = Γ1x = 0}.

Proof (i): First note that T ⊆ S ⊆ T ∗ implies that T = T ∗∗ ⊆ S∗ ⊆ T ∗. Hence,
a vector y ∈D(T ∗) belongs to D(S∗) if and only if for all x ∈ D(S), we have

〈
T ∗x, y

〉 ≡ 〈Sx, y〉 = 〈
x,T ∗y

〉
,

or equivalently by Definition 14.2(i), if 〈Γ0x,Γ1y〉K = 〈Γ1x,Γ0y〉K for x ∈ D(S),
that is, if 〈u,Γ1y〉 = 〈v,Γ0y〉 for all (u, v) ∈ B(S) = B. By the definition of the
adjoint relation the latter is equivalent to (Γ0y,Γ1y) ∈ B∗, and so to y ∈D(TB∗) by
(14.13). Thus, we have shown that D(S∗) = D(TB∗). Because both S∗ and TB∗ are
restrictions of T ∗, the latter yields S∗ = TB∗ .

(ii): Since S∗ = TB∗ , we have B(S∗) = B(TB∗) = B∗. Therefore, applying this to
S∗ and B∗ and using that B∗∗ = B, we get S = S∗∗ = TB∗∗ = TB .

(iii): Suppose that S is closed. Then S ⊆ TB ⊆ TB = S = S by (ii), so we have
TB = TB . By Definition 14.2(ii) this implies that B = B.

(iv): Set B := K⊕K. Since then B∗ = {(0,0)} and TB = T ∗, using (i), we obtain
T = T ∗∗ = (TB)∗ = TB∗ = T{(0,0)}. �

Proposition 14.7 There is a one-to-one correspondence between all closed linear
relations B on K and all proper extensions S of T given by B ↔ TB . Furthermore,
if B, B0, and B1 are closed relations on K, we have:

(i) B0 ⊆ B1 is equivalent to TB0 ⊆ TB1 .
(ii) TB0 and TB1 are disjoint if and only if B0 ∩B1 = {(0,0)}.

(iii) TB0 and TB1 are transversal if and only if B0 +B1 = K ⊕K.
(iv) TB is symmetric if and only if B is symmetric.
(v) TB is self-adjoint if and only if B is self-adjoint.

Proof All assertions are easily derived from Lemma 14.6. If B is a closed relation,
then TB is closed by Lemma 14.6(ii) applied to S = TB . If S is a closed operator
and T ⊆ S ⊆ T ∗, then B(S) is closed, and S = TB(S) by Lemma 14.6, (iii) and (ii).
This gives the stated one-to-one correspondence.

(i) follows at once from (14.13) combined with the fact that B(TBj
) = Bj , j =

0,1, while (ii) and (iii) follow from (i) and the corresponding definitions.
(iv): Clearly, TB is symmetric if and only if TB ⊆ (TB)∗ = TB∗ (by

Lemma 14.6(i)), or equivalently, if B ⊆ B∗ by (i), that is, if B is symmetric.
(v): TB is self-adjoint if and only if TB = TB∗ , that is, if B = B∗ by (i). �

Any boundary triplet determines two distinguished self-adjoint extensions of T .

Corollary 14.8 If (K,Γ0,Γ1) is a boundary triplet for T ∗, then there exist
self-adjoint extensions T0 and T1 of the symmetric operator T on H defined by
D(T0) = N (Γ0) and D(T1) = N (Γ1).
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Proof Clearly, B0 = {0} ⊕ K and B1 = K ⊕ {0} are self-adjoint relations. Hence,
T0 = TB0 and T1 = TB1 are self-adjoint operators by Proposition 14.7(v). �

Corollary 14.9 Let B be a closed relation on K. The operators TB and T0 are
disjoint if and only if B is the graph of an operator on the Hilbert space K.

Proof By Proposition 14.7(ii), TB and T0 ≡ TB0 are disjoint if and only if B∩B0 =
{(0,0)}, where B0 = {0} ⊕K, or equivalently, if B is the graph of an operator. �

Recall from Sect. 14.1 that S(K) is the set of all self-adjoint operators B acting
on a closed subspace KB of K and PB is the orthogonal projection onto KB .

For any B ∈ S(K), we define TB to be the restriction of T ∗ to the domain

D(TB) := {
x ∈D

(
T ∗) : Γ0x ∈D(B) and BΓ0x = PBΓ1x

}
. (14.15)

That is, a vector x ∈ D(T ∗) is in D(TB) if and only if there are vectors u ∈ D(B)

and v ∈ (KB)⊥ such that Γ0x = u and Γ1x = Bu + v.
If B is the self-adjoint relation with operator part Bs := B and multivalued part

M(B) := (KB)⊥ (by Proposition 14.2), we conclude that TB = TB by comparing
the definitions (14.13) and (14.15). This fact will be often used in what follows.

Proposition 14.7 gives a complete description of self-adjoint extensions of T in
terms of self-adjoint relations on K, or equivalently, of operators from S(K).

Now we develop another parameterization of self-adjoint extensions based on
unitaries. If V is a unitary operator on K, let T V denote the restriction of T ∗ to

D
(
T V

) := {
x ∈ D

(
T ∗) : V Γ+x = Γ−x

}
. (14.16)

By Lemma 14.6(iv), the operators T V and TB = TB (defined by (14.13) and (14.15))
are extensions of T .

Theorem 14.10 Suppose that (K,Γ0,Γ1) is a boundary triplet for T ∗. For any
operator S on H, the following are equivalent:

(i) S is a self-adjoint extension of T on H.
(ii) There is a self-adjoint linear relation B on K such that S = TB (or equivalently,

there is an operator B ∈ S(K) such that S = TB ).
(iii) There is a unitary operator V on K such that S = T V .

The relation B and the operators V and B are then uniquely determined by S.

Proof The equivalence of (i) and (ii) is already contained in Proposition 14.7. Recall
that B is uniquely determined by the operator TB , since B(TB) = B.

(ii) → (iii): Let B be a self-adjoint relation, and let VB be its Cayley transform
(see Proposition 14.4). Using formulas (14.9), (14.7), and (14.16), one easily com-
putes that a vector x ∈D(T ∗) satisfies (Γ0x,Γ1x) ∈ B if and only if VBΓ+x = Γ−x.
Therefore, TB = T VB .

(iii) → (ii): Let V be a unitary operator on K. By Proposition 14.4 there is a self-
adjoint relation B with Cayley transform V . As shown in the proof of the implication
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(ii) → (iii), we then have TB = T V . From (14.16) and Definition 14.2(ii) it follows
that the unitary operator V is uniquely determined by S. �

Example 14.3 (Example 14.1 continued) We apply Theorem 14.10 to the boundary
triplet from Example 14.1. It follows that all self-adjoint extensions of the oper-
ator T = −i d

dx
on D(T ) = H 1

0 (a, b) are the operators T z = −i d
dx

with domains
D(T z) = {f ∈ H 1(a, b) : f (b) = zf (a)}, where z ∈ T. This fact has been derived
in Example 13.1 by using the Cayley transform. Note that T z is just the operator Sz

from Example 1.5. ◦

14.3 Operator-Theoretic Examples

In this section we assume that the densely defined symmetric operator T has equal
deficiency indices. Our aim is to construct three examples of boundary triplets.

Example 14.4 By formula (3.10) in Proposition 3.7, each element x of D(T ∗) can
be written as x = x0 + x+ + x−, where x0 ∈ D(T ) and x± ∈ N±i are uniquely
determined by x. Define Q±x = x±. Since we assumed that d+(T ) = d−(T ), there
exists an isometric linear mapping W of Ni onto N−i. Set

K =N−i, Γ+ = 2WQ+, Γ− = 2Q−.

Statement (K,Γ+,Γ−) is a boundary triplet for T ∗.

Proof Let x = x0 + x+ + x− and y = y0 + y+ + y− be vectors of D(T ∗), where
x0, y0 ∈D(T ) and x±, y± ∈N±i. A straightforward simple computation yields

[x0 + x+ + x−, y0 + y+ + y−]T ∗ = 2i〈x+, y+〉 − 2i〈x−, y−〉.
Using this equation and the fact that W is isometric, we obtain

2i[x, y]T ∗ = 4〈x−, y−〉 − 4〈x+, y+〉 = 4〈x−, y−〉 − 4 〈Wx+,Wy+〉
= 〈Γ−x,Γ−y〉K − 〈Γ+x,Γ+y〉K,

that is, (14.8) holds. Given u1, u2 ∈ K put x = u1 + W−1u2. Then, Γ+x = 2u2 and
Γ−x = 2u1, so the surjectivity condition is also satisfied. �

If V is a unitary operator on K, then U := −V W is an isometry of Ni onto
N−i, and the operator T V defined by (14.16) is just the operator TU from Theo-
rem 13.10 in the case λ = i. That is, for this example, the equivalence (i) ↔ (iii) in
Theorem 14.10 is only a restatement of von Neumann’s Theorem 13.10.

Likewise, if W̃ denotes an isometric linear mapping of N−i onto Ni, then the
triplet (K =Ni,Γ+ = 2Q+,Γ− = 2W̃Q−) is a boundary triplet for T ∗. ◦

Examples 14.5 and 14.6 below will be our guiding examples in this chapter. They
are based on the following direct sum decompositions (14.17) and (14.18).
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Proposition 14.11 If A is a self-adjoint extension of T on H and μ ∈ ρ(A), then

D
(
T ∗) =D(T ) +̇ (A − μI)−1Nμ +̇Nμ, (14.17)

D
(
T ∗) =D(T ) +̇ A(A − μI)−1Nμ +̇ (A − μI)−1Nμ, (14.18)

D
(
T ∗) =D(A) +̇Nμ, (14.19)

D(A) =D(T ) +̇ (A − μI)−1Nμ. (14.20)

Proof The proof of (14.17) is similar to the proof of formula (3.10) in Proposi-
tion 3.7. Since μ ∈ ρ(A), we have μ ∈ π(T ). Hence, Corollary 2.2 applies and
yields

H =R(T − μI) ⊕Nμ, where Nμ =N
(
T ∗ − μI

)
. (14.21)

Let x ∈ D(T ∗). By (14.21) there are vectors x0 ∈ D(T ) and y1 ∈ Nμ such that
(T ∗ − μI)x = (T − μI)x0 + y1. Since T ⊆ A, we have A = A∗ ⊆ T ∗. Putting
y2 := x − x0 − Rμ(A)y1, we compute
(
T ∗ − μI

)
y2 = (

T ∗ − μI
)
x − (T − μI)x0 − (A − μI)Rμ(A)y1 = y1 − y1 = 0,

so that y2 ∈ Nμ, and hence x = x0 + Rμ(A)y1 + y2 ∈ D(T ) + Rμ(A)Nμ + Nμ.
Since obviously D(T ) + Rμ(A)Nμ +Nμ ⊆D(T ∗), we have proved that

D
(
T ∗) =D(T ) + Rμ(A)Nμ +Nμ. (14.22)

We show that the sum in (14.22) is direct. Suppose that x0+Rμ(A)y1+y2 = 0,
where x0 ∈D(T ), y1 ∈ Nμ, and y2 ∈Nμ. Then

0 = (
T ∗ − μI

)(
x0 + Rμ(A)y1 + y2

) = (T − μI)x0 + y1. (14.23)

By (14.21) we have (T − μI)x0⊥y1, so (14.23) implies that (T − μI)x0 = y1 = 0.
Thus, Rμ(A)(T − μI)x0 = x0 = 0 and y2 = −x0 − Rμ(A)y1 = 0. This completes
the proof of (14.17).

Now we prove (14.20). Because the sum in (14.17) is direct, it suffices to show
that D(A) = D(T ) + Rμ(A)Nμ. Clearly, D(T ) + Rμ(A)Nμ ⊆ D(A). Conversely,
let x ∈ D(A). By (14.17) we can write x = x0 + Rμ(A)y1 + y2, where x0 ∈ D(T ),
y1 ∈Nμ, and y2 ∈Nμ. Since x0 + Rμ(A)y1 ∈D(A), we deduce that y2 ∈ D(A), so
that (A − μI)y2 = (T ∗ − μI)y2 = 0, and hence y2 = 0, because μ ∈ ρ(A). That is,
x ∈D(T ) + Rμ(A)Nμ. This proves (14.20).

Equality (14.19) follows at once by comparing (14.17) and (14.20).
Finally, we verify (14.18). Replacing μ by μ in (14.19) yields D(T ∗) =

D(A) +̇Nμ. Applying once more (14.20), we get

D
(
T ∗) =D(T ) +̇ Rμ(A)Nμ +̇Nμ. (14.24)

Since u + Rμ(A)v = ARμ(A)u + Rμ(A)(v − μu) and ARμ(A)u + Rμ(A)v =
u + Rμ(A)(v + μu), it follows that Rμ(A)Nμ +̇ Nμ = ARμ(A)Nμ +̇ Rμ(A)Nμ.
Inserting the latter into (14.24), we obtain (14.18). �
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Example 14.5 (First standard example) Throughout this example we suppose that
A is a fixed self-adjoint extension of T on H and μ is a fixed number from the
resolvent set ρ(A).

Let x ∈ D(T ∗). By (14.18) there exist vectors xT ∈ D(T ) and x0, x1 ∈ Nμ, all
three uniquely determined by x, such that

x = xT + A(A − μI)−1x0 + (A − μI)−1x1. (14.25)

Define K =Nμ, Γ0x = x0, and Γ1x = x1.

Statement (K,Γ0,Γ1) is a boundary triplet for the operator T ∗.

Proof Condition (ii) of Definition 14.2 is trivially true. We verify condition (i).
We set R := (A − μI)−1 and write x = xT + ux when x is given by (14.25), that

is, ux := ARx0 +Rx1. Let v ∈Nμ. Then ARv = (A−μI)Rv+μRv = (I +μR)v.
Using the facts that A ⊆ T ∗ and Rv ∈ D(A), we get T ∗Rv = ARv = (I + μR)v.
Moreover, T ∗v = μv, since v ∈ Nμ. From these relations we deduce that

T ∗ux = T ∗ARx0 + T ∗Rx1 = (
μ + μ + μ2R

)
x0 + (I + μR)x1. (14.26)

Now suppose that x, y ∈D(T ∗). Then
〈
T ∗x, y

〉 = 〈
T ∗(xT + ux), yT + uy

〉 = 〈
T xT + T ∗ux, yT + uy

〉

= 〈xT ,T yT 〉 + 〈ux,T yT 〉 + 〈
xT ,T ∗uy

〉 + 〈
T ∗ux,uy

〉

= 〈x,T yT 〉 + 〈
x,T ∗uy

〉 − 〈
ux,T

∗uy

〉 + 〈
T ∗ux,uy

〉

= 〈
x,T ∗y

〉 − 〈
ux,T

∗uy

〉 + 〈
T ∗ux,uy

〉
.

Inserting the expressions for T ∗ux and T ∗uy from Eq. (14.26), we derive
〈
T ∗x, y

〉 − 〈
x,T ∗y

〉 = 〈
T ∗ux,uy

〉 − 〈
ux,T

∗uy

〉

= 〈(
(μ + μ)I + μ2R

)
x0 + (I + μR)x1, (I + μR)y0 + Ry1

〉

− 〈
(I + μR)x0 + Rx1,

(
(μ + μ)I + μ2R

)
y0 + (I + μR)y1

〉

= 〈[(
I + μR∗)((μ + μ)I + μ2R

) − (
(μ + μ)I + μ2R∗)(I + μR)

]
x0, y0

〉

+ 〈[
R∗(I + μR) − (

I + μR∗)R
]
x1, y1

〉

+ 〈[(
I + μR∗)(I + μR) − (

(μ + μ)I + μ2R∗)R
]
x1, y0

〉

+ 〈[
R∗((μ + μ)I + μ2R

) − (
I + μR∗)(I + μR)

]
x0, y1

〉
.

Using the resolvent identity R∗ − R = (μ − μ)R∗R = (μ − μ)RR∗ (by (2.5)), the
first two summands after the last equality sign vanish, and the two remaining yield

〈x1, y0〉 − 〈x0, y1〉 = 〈Γ1x,Γ0y〉K − 〈Γ0x,Γ1y〉K.

This shows that condition (i) in Definition 14.2 holds. �

Since D(A) = D(T ) + (A − μI)−1Nμ by (14.20), we have D(A) =
N (Γ0) =D(T0), that is, A is the distinguished self-adjoint operator T0 from Corol-
lary 14.8. ◦
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Example 14.6 (Second standard example) Let us assume that the symmetric oper-
ator T has a real regular point μ ∈ π(T ). Then by Proposition 3.16 there exists a
self-adjoint extension A of T on H such that μ ∈ ρ(A). Throughout this example
we fix A and μ.

By Eq. (14.17), for any x ∈ D(T ∗), there exist uniquely determined elements
xT ∈D(T ) and x0, x1 ∈ Nμ (because μ is real!) such that

x = xT + (A − μI)−1x1 + x0.

Then we define K =Nμ, Γ0x = x0, and Γ1x = x1.

Statement (K,Γ0,Γ1) is a boundary triplet for T ∗.

Proof In this proof let (K,Γ ′
0,Γ

′
1) denote the triplet from Example 14.5. Since

A(A − μI)−1x0 + (A − μI)−1x1 = x0 + (A − μI)−1(μx0 + x1),

we have Γ0 = Γ ′
0 and Γ1 = μΓ ′

0 + Γ ′
1. Because μ is real and (K,Γ ′

0,Γ
′

1) is a
boundary triplet for T ∗, it follows easily that (K,Γ0,Γ1) is also a boundary triplet
for T ∗. �

Since N (Γ0) =N (Γ ′
0) =D(A), A is the operator T0 from Corollary 14.8 for the

boundary triplet (K,Γ0,Γ1). ◦
The next theorem restates the equivalence (i) ↔ (ii) of Theorem 14.10 for the

boundary triplet (K,Γ0,Γ1) from Example 14.6. By (14.5) the boundary space of
the operator TB is B = {(u,Bu + v) : u ∈ D(B), v ∈ D(B)⊥}, so the description of
the domain D(TB) is obtained by inserting the definitions of Γ0 and Γ1 into (14.13).
Further, T ∗Rμ(A) = ARμ(A) = I + μRμ(A), since A ⊆ T ∗. Thus, we obtain the
following:

Theorem 14.12 Let T be a densely defined symmetric operator on H. Suppose that
A is a fixed self-adjoint extension of T on H and μ is a real number in ρ(A). Recall
that Nμ := N (T ∗ − μI). For B ∈ S(Nμ), let

D(TB) = {
x + Rμ(A)(Bu + v) + u : x ∈D(T ), u ∈ D(B), v ∈ Nμ, v ⊥D(B)

}
,

TB = T ∗ � D(TB), that is,

TB

(
x + Rμ(A)(Bu + v) + u

) = T x + (
I + μRμ(A)

)
(Bu + v) + μu.

Then the operator TB is a self-adjoint extension of T on H. Each self-adjoint exten-
sion of T on H is of the form TB with uniquely determined B ∈ S(Nμ).

14.4 Examples: Differentiation Operators III

In order to derive explicit formulas for the parameterization, we assume in this sec-
tion that the boundary form [·,·]T ∗ has the following special form:



14.4 Examples: Differentiation Operators III 319

There are linear functionals ϕ1, . . . , ϕd,ψ1, . . . ,ψd , d∈N, on D(T ∗) such that

[x, y]T ∗ =
d∑

k=1

(
ψk(x)ϕk(y) − ϕk(x)ψk(y)

)
, x, y ∈ D

(
T ∗), (14.27)

{(
ϕ(x),ψ(x)

) : x ∈D
(
T ∗)} =C

2d , (14.28)

where ϕ(x) := (ϕ1(x), . . . , ϕd(x)) and ψ(x) := (ψ1(x), . . . ,ψd(x)).
Clearly, then there is a boundary triplet (K,Γ0,Γ1) for T ∗ defined by

K =C
d, Γ0(x) = ϕ(x), Γ1(x) = ψ(x). (14.29)

Let B ∈ S(K). We choose an orthonormal basis {e1, . . . , en} of KB and a basis
{̃en+1, . . . , ẽd} of the vector space (KB)⊥. Since B is a self-adjoint operator on KB ,
there is a hermitian n × n matrix B = (Bkl) such that Bel = ∑n

k=1 Bklek .
Obviously, PBΓ1(x) = ∑n

k=1〈Γ1(x), ek〉ek , where 〈·,·〉 denotes the “standard”
scalar product of the Hilbert space K =C

d . If Γ0(x) ∈ KB , then we have

BΓ0(x) =
∑

l

〈
Γ0(x), el

〉
Bel =

∑

k,l

〈
Γ0(x), el

〉
Bklek.

Recall that by (14.15) a vector x ∈ D(T ∗) is in D(TB) if and only if Γ0(x) ∈ D(B)

and PBΓ1(x) = BΓ0(x). Therefore, x ∈D(T ∗) belongs to D(TB) if and only if
〈
Γ0(x), ẽj

〉 = 0, j = n + 1, . . . , d,

〈
Γ1(x), ek

〉 =
n∑

l=1

Bkl

〈
Γ0(x), el

〉
, k = 1, . . . , n.

This gives an “explicit” description of the vectors of the domain D(TB) by d linear
equations. We discuss this in the two simplest cases d = 1 and d = 2.

Example 14.7 (d = 1) First, let n = 1. A Hermitian 1 × 1 matrix is just a real
number B , and the operator TB is determined by the boundary condition BΓ0(x) =
Γ1(x). If n = 0, then B acts on the space {0}, and hence TB is defined by the con-
dition Γ0(x) = 0. If we interpret the latter as BΓ0(x) = Γ1(x) in the case B = ∞,
then the domains of all self-adjoint extensions TB of T on H are characterized by
the boundary conditions

BΓ0(x) = Γ1(x), B ∈R∪ {∞}.
Writing B as B = cotα, we obtain another convenient parameterization of self-
adjoint extensions of T which will be used in Chap. 15. It is given by

Γ0(x) cosα = Γ1(x) sinα, α ∈ [0,π). ◦

Example 14.8 (d = 2) Let B ∈ S(K). The operator B can act on a subspace of
dimension 2, 1, or 0 of the Hilbert space K = C

2. That is, we have the following
three possible cases.
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Case 1 (KB = K) Then B corresponds to a hermitian 2 × 2 matrix, so the relation
PBΓ1(x) = BΓ0(x) says

ψ1(x) = b1ϕ1(x) + cϕ2(x), ψ2(x) = cϕ1(x) + b2ϕ2(x), (14.30)

where b1, b2 ∈R and c ∈C are parameters.

Case 2 (dimKB = 1) Let PB = e ⊗ e, where e = (α,β) ∈ C
2 is a unit vector. Then

Γ0(x) ∈ D(B) = C · e is equivalent to Γ0(x) ⊥ (β,−α), that is, ϕ1(x)β = ϕ2(x)α.
Further, the relation PBΓ1x = BΓ0x means that

ψ1(x)αα + ψ2(x)βα = Bϕ1(x), ψ1(x)αβ + ψ2(x)ββ = Bϕ2(x).

Putting c := βα−1 and b1 := B|α|−2 if α 	= 0 and b1 := B if α = 0, in both cases,
α 	= 0 and α = 0, the preceding three equations are equivalent to

ψ1(x) = b1ϕ1(x) − cψ2(x), ϕ2(x) = cϕ1(x), (14.31)

ψ2(x) = b1ϕ2(x), ϕ1(x) = 0, (14.32)

respectively.

Case 3 (KB = {0}) Then the domain of TB is defined by the condition Γ0(x) = 0,
that is,

ϕ1(x) = ϕ2(x) = 0. (14.33)

By Theorem 14.10, the self-adjoint extensions of T are the operators TB for
B ∈ S(K). Since TB ⊆ T ∗, it suffices to describe the domains of these operators.

Summarizing, the domains of all self-adjoint extensions of the operator T are the
sets of vectors x ∈ D(T ∗) satisfying one of the four sets (14.30)–(14.33) of boundary
conditions, where b1, b2 ∈ R and c ∈ C are fixed. Here different sets of parameters
and boundary conditions correspond to different self-adjoint extensions.

The interesting subclass of all self-adjoint extensions of T with vanishing param-
eter c in the preceding equations can be described much nicer in the form

ψ1(x) = β1ϕ1(x), ψ2(x) = β2ϕ2(x), where β1, β2 ∈R∪ {∞}.
As in Example 14.7, the relation ψj (x) = βjϕj (x) for βj = ∞ means that
ϕj (x) = 0. This subclass can be also parameterized by α1, α2 ∈ [0,π) and the equa-
tions

ϕ1(x) cosα1 = ψ1(x) sinα1, ϕ2(x) cosα2 = −ψ2(x) sinα2. (14.34)

(Here the minus sign is only chosen in order to obtain more convenient formulas in
applications given in Example 14.10 and Propositions 15.13 and 15.14.) ◦

The following two examples fit nicely into the preceding setup.
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Example 14.9 Let us consider the symmetric operator T = − d2

dx2 with domain

D(T ) = H 2
0 (0,∞) on L2(0,∞). Integration by parts yields

[f,g]T ∗ = −f (0)g′(0) + f ′(0)g(0).

Then the above assumptions are satisfied with d = 1, ϕ(f ) = f (0), ψ(f ) = f ′(0),
so there is a boundary triplet for the operator T ∗ given by

K = C, Γ0(f ) = f (0), Γ1(f ) = f ′(0).

By Example 14.7 the self-adjoint extensions of T are parameterized by R ∪ {∞},
and the corresponding operator TB is defined by the boundary condition

Bf (0) = f ′(0), B ∈ R∪ {∞}. (14.35)

The case B = ∞ yields the Friedrichs extension TF of T which is the operator T0

given by the condition Γ0(f ) = f (0) = 0.
Likewise we could have taken ϕ(f ) = −f ′(0) and ψ(f ) = f (0); in this case the

operator T1 is the Friedrichs extension TF . ◦

Example 14.10 (Example 14.2 continued) Let T = − d2

dx2 be the symmetric oper-

ator on D(T ) = H 2
0 (a, b), where a, b ∈ R, a < b. Then assumptions (14.27) and

(14.28) are satisfied, and the boundary triplet from Example 14.2 is of the form
(14.29), where

d = 2, ϕ1(f ) = f (a), ϕ2(f ) = f (b),

ψ1(f ) = f ′(a), ψ2(f ) = −f ′(b).

As developed in Example 14.8, the set of all self-adjoint extensions of T is described
by the following four families of boundary conditions:

f ′(a) = b1f (a) + cf (b), f ′(b) = −cf (a) − b2f (b), (14.36)

f ′(a) = b1f (a) + cf ′(b), f (b) = cf (a), (14.37)

f ′(b) = −b1f (b), f (a) = 0, (14.38)

f (a) = f (b) = 0, (14.39)

where c ∈C and b1, b2 ∈R are arbitrary parameters.
The self-adjoint extensions T0 and T1 defined by Corollary 14.8 are given by

Dirichlet boundary conditions f (a) = f (b) = 0 and Neumann boundary conditions
f ′(a) = f ′(b) = 0, respectively. In particular, T0 is the Friedrichs extension TF

of T .
In this example the subclass of self-adjoint extensions (14.34) is characterized by

“decoupled boundary conditions”

f (a) cosα1 = f ′(a) sinα1, f (b) cosα2 = f ′(b) sinα2, α1, α2 ∈ [0,π). ◦
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14.5 Gamma Fields and Weyl Functions

In this section, (K,Γ0,Γ1) is a boundary triplet for T ∗, and T0 is the self-adjoint
extension of T determined by D(T0) = N (Γ0). Recall that Nz = N (T ∗ − zI).

Our aim is to define two holomorphic operator families

γ (z) = (
Γ0 � Nz

)−1 ∈ B(K,H) and M(z) = Γ1γ (z) ∈ B(K), z ∈ ρ(T0),

and to derive a number of technical results. These operator fields are important tools
for the study of extensions of the operator T . In particular, they will appear in the
Krein–Naimark resolvent formula (14.43) and in Theorem 14.22 below.

Lemma 14.13

(i) Γ0 and Γ1 are continuous mappings of (D(T ∗),‖ · ‖T ∗) into K.
(ii) For each z ∈ ρ(T0), Γ0 is a continuous bijective mapping of the subspace Nz

onto K with bounded inverse denoted by γ (z).

Proof (i): By the closed graph theorem it suffices to prove that the mapping (Γ0,Γ1)

of the Hilbert space (D(T ∗),‖ · ‖T ∗) into the Hilbert space K ⊕K is closed.
Suppose that (xn)n∈N is a null sequence in (D(T ∗),‖·‖T ∗) such that the sequence

((Γ0xn,Γ1xn))n∈N converges in K ⊕ K, say limn(Γ0xn,Γ1xn) = (u, v). Then we
obtain

〈v,Γ0y〉K − 〈u,Γ1y〉K = lim
n→∞

[〈Γ1xn,Γ0y〉K − 〈Γ0xn,Γ1y〉K
]

= lim
n→∞

[〈
T ∗xn, y

〉 − 〈
xn,T

∗y
〉] = 0

and hence 〈v,Γ0y〉K = 〈u,Γ1y〉K for all y ∈ D(T ∗). By Definition 14.2(ii) there
are vectors y0, y1 ∈ D(T ∗) such that Γ0y0 = v, Γ1y0 = 0, Γ0y1 = 0, and Γ1y1 = u.
Inserting these elements, we conclude that u = v = 0. Hence, (Γ0,Γ1) is closed.

(ii): Recall that D(T ∗) = D(T0) +̇Nz by (14.19). Since Γ0(D(T ∗)) = K by Def-
inition 14.2(ii) and Γ0(D(T0)) = {0} by the definition of T0, Γ0 maps Nz onto K. If
x ∈ Nz and Γ0x = 0, then x ∈ D(T0) ∩Nz, and so x = 0, because D(T0) +̇Nz is a
direct sum. The preceding proves that Γ0 :Nz →K is bijective.

On Nz the graph norm ‖ · ‖T ∗ is obviously equivalent to the Hilbert space norm
of H. Hence, it follows from (i) that the bijective map Γ0 : Nz → K is continuous.
By the open mapping theorem its inverse γ (z) is also continuous. �

Let z ∈ ρ(T0). Recall that γ (z) is the inverse of the mapping Γ0 : Nz → K. By
Lemma 14.13(ii), γ (z) ∈ B(K,H), and hence γ (z)∗ ∈ B(H,K). Since Γ1 and γ (z)

are continuous (by Lemma 14.13), M(z) := Γ1γ (z) is in B(K).

Definition 14.4 We shall call the map ρ(T0) � z → γ (z) ∈ B(K,H) the gamma
field and the map ρ(T0) � z → M(z) ∈ B(K) the Weyl function of the operator T0
associated with the boundary triplet (K,Γ0,Γ1).

Basic properties of these operator fields are contained in the next propositions.
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Proposition 14.14 For z,w ∈ ρ(T0), we have:

(i) γ (z)∗ = Γ1(T0 − zI)−1.
(ii) N (γ (z)∗) =N⊥

z and γ (z)∗ is a bijection of Nz onto K.
(iii) γ (w) − γ (z) = (w − z)(T0 − wI)−1γ (z) = (w − z)(T0 − zI)−1γ (w).
(iv) γ (w) = (T0 − zI)(T0 − wI)−1γ (z).
(v) d

dz
γ (z) = (T0 − zI)−1γ (z).

Proof (i): Let x ∈ H. Set y = (T0 − zI)−1x. Let v ∈ K. Using the facts that
T ∗γ (z)v = zγ (z)v, Γ0y = 0, and Γ0γ (z)v = v and Definition 14.2(i), we derive

〈
γ (z)∗(T0 − zI)y, v

〉
K = 〈

(T0 − zI)y, γ (z)v
〉

= 〈
T0y, γ (z)v

〉 − 〈
y, z γ (z)v

〉 = 〈
T ∗y, γ (z)v

〉 − 〈
y,T ∗γ (z)v

〉

= 〈
Γ1y,Γ0γ (z)v

〉
K − 〈

Γ0y,Γ1γ (z)v
〉
K = 〈Γ1y, v〉K.

Since v ∈ K was arbitrary, the latter yields γ (z)∗(T0 − zI)y = Γ1y. Inserting now
y = (T0 − zI)−1x, this gives γ (z)∗x = Γ1(T0 − zI)−1x.

(ii): Since R(γ (z)) = Nz, we have N (γ (z)∗) = N⊥
z , so γ (z)∗ � Nz is injective.

Let v ∈ K. By Definition 14.2(ii) there exists y ∈ D(T ∗) such that Γ0y = 0 and
Γ1y = v. Then y ∈ D(T0). Let yz be the projection of (T0 − zI)y onto Nz. Using
that N (γ (z)∗) = N⊥

z and (i), we obtain γ (z)∗yz = γ (z)∗(T0 − zI)y = Γ1y = v.
This shows that γ (z)∗ � Nz is surjective.

(iii): Let v ∈ K. By Lemma 14.13(ii), v = Γ0u for some u ∈Nz. Putting

u′ := u + (w − z)(T0 − wI)−1u, (14.40)

we compute T ∗u′ = zu + (w − z)T0(T0 − wI)−1u = wu′, that is, u′ ∈ Nw . Since
(T0 − wI)−1u ∈ D(T0) and hence Γ0(T0 − wI)−1u = 0, we get Γ0u

′ = Γ0u = v.
Therefore, γ (z)v = γ (z)Γ0u = u and γ (w)v = γ (w)Γ0u

′ = u′. Inserting the latter
into (14.40), we obtain γ (w)v = γ (z)v + (w − z)(T0 − wI)−1γ (z)v. This proves
the first equality of (iii). Interchanging z and w in the first equality gives the second
equality of (iii).

(iv) follows from (iii), since (T0 − zI)(T0 − wI)−1 = I + (w − z)(T0 − wI)−1.
(v): We divide the first equality of (iii) by w − z and let w → z. Using the conti-

nuity of the resolvent in the operator norm (see formula (2.7)), we obtain (v). �

Proposition 14.15 For arbitrary z,w ∈ ρ(T0), we have:

(i) M(z)Γ0u = Γ1u for u ∈ Nz.
(ii) M(z)∗ = M(z).

(iii) M(w) − M(z) = (w − z)γ (z)∗γ (w).
(iv) d

dz
M(z) = γ (z)∗γ (z).

Proof (i): Since γ (z) = (Γ0 � Nz)
−1, we get M(z)Γ0u = Γ1γ (z)Γ0u = Γ1u.

(ii): Let u ∈ Nz and u′ ∈Nz. Obviously, 〈T ∗u,u′〉 = 〈u,T ∗u′〉. Therefore, by (i)
and Definition 14.2(i) we obtain
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〈
M(z)Γ0u,Γ0u

′〉
K = 〈

Γ1u,Γ0u
′〉
K = 〈

Γ0u,Γ1u
′〉
K = 〈

Γ0u,M(z)Γ0u
′〉
K.

Since Γ0(Nz) = Γ0(Nz) =K by Lemma 14.13, the latter shows that M(z) = M(z)∗.
(iii): Using Proposition 14.14, (ii) and (i), we derive

M(w) − M(z) = Γ1
(
γ (w) − γ (z)

) = (w − z)Γ1(T0 − zI)−1γ (w)

= (w − z)γ (z)∗γ (w).

(iv) follows by dividing (iii) by w − z, letting w → z, and using the continuity of
γ (z) in the operator norm (by Proposition 14.14(v)). �

Propositions 14.14(v) and 14.15(iv) imply that the gamma field z → γ (z) and
the Weyl function z → M(z) are operator-valued holomorphic functions on the re-
solvent set ρ(T0). In particular, both fields are continuous in the operator norm.

Definition 14.5 An operator-valued function F : C+ → (B(K),‖ · ‖) is called a
Nevanlinna function if F is holomorphic on C+ = {z ∈C : Im z > 0} and

ImF(z) = 1

2i

(
F(z) − F(z)∗

) ≥ 0 for all z ∈C+.

Each scalar Nevanlinna function admits a canonical integral representation de-
scribed in Theorem F.1. For general operator Nevanlinna functions and separa-
ble Hilbert spaces K, there is a similar integral representation, where a = a∗ and
b = b∗ ≥ 0 are in B(K), and ν is a positive operator-valued Borel measure on R.

Corollary 14.16 The Weyl function M(z) is a Nevanlinna function on K.

Proof By Proposition 14.15(iv), M(z) is a B(K)-valued holomorphic function on
C+. Let z ∈ C+ and y = Im z. From Proposition 14.15, (ii) and (iii), we obtain

M(z) − M(z)∗ = M(z) − M(z) = (z − z)γ (z)∗γ (z) = 2iyγ (z)∗γ (z).

Since y > 0, this implies that ImM(z) ≥ 0. �

The next proposition shows how eigenvalues and spectrum of an operator TB can
be detected by means of the Weyl function.

Proposition 14.17 Suppose that B is a closed relation on K and z ∈ ρ(T0). Then
the relation B − M(z) (which is defined by B − G(M(z)) is also closed, and we
have:

(i) γ (z)N (B − M(z)) =N (TB − zI).
(ii) dimN (TB − zI) = dim(B − M(z)). In particular, z is an eigenvalue of TB if

and only if N (B − M(z)) 	= {0}.
(iii) z ∈ ρ(TB) if and only if 0 ∈ ρ(B − M(z)).
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Proof First, we show that the relation B − M(z) is closed. Let ((un, vn))n∈N be
a sequence from B − M(z) which converges to (u, v) in K ⊕ K. By the defini-
tion of B − M(z) there are elements (un,wn) ∈ B such that vn = wn − M(z)un.
Since un → u and M(z) is bounded, we have M(z)un → M(z)u, and hence
wn = vn + M(z)un → v + M(z)u. Therefore, since B is closed, we conclude that
(u, v + M(z)u) ∈ B, which in turn implies that (u, v) ∈ B − M(z). This proves that
the relation B − M(z) is closed.

(i): Let v ∈ N (B − M(z)). Then there exists w ∈ K such that (v,w) ∈ B and
w − M(z)v = 0. Thus, (v,M(z)v) ∈ B. Since M(z) = Γ1γ (z) and Γ0γ (z)v = v,
we have (Γ0γ (z)v,Γ1γ (z)v) = (v,M(z)v) ∈ B, so that γ (z)v ∈ D(TB) and
(TB − zI)γ (z)v = (T ∗ − zI)γ (z)v = 0. That is, γ (z)v ∈ N (TB − zI).

Conversely, let x ∈ N (TB − zI). Then (Γ0x,M(z)Γ0x) = (Γ0x,Γ1x) ∈ B,
which yields Γ0x ∈ N (B − M(z)). Since TB ⊆ T ∗, we have x ∈ Nz, and hence
x = γ (z)Γ0x ∈ γ (z)N (B − M(z)).

(ii) follows from (i) and the fact that γ (z) is a bijection of K onto Nz.
(iii): Suppose that 0 ∈ ρ(B − M(z)). Then we have N (B − M(z)) = {0} and

R(B− M(z)) = K by Proposition 14.1. Hence, N (TB − zI) = {0} by (ii). To prove
that z ∈ ρ(TB), by Proposition 14.1 it suffices to show that R(TB − zI) = H.

Let y ∈ H. Set x := (T0 − zI)−1y. Since R(B − M(z)) = K, Γ1x belongs to
R(B − M(z)). This means that there exists (v1, v2) ∈ B such that v2 − M(z)v1 =
Γ1x. Put f := x + γ (z)v1. Since x ∈ D(T0) and hence Γ0x = 0, it follows that
Γ0f = Γ0γ (z)v1 = v1 and Γ1f = Γ1x + Γ1γ (z)v1 = Γ1x + M(z)v1 = v2. Hence,
f ∈D(TB), since (v1, v2) ∈ B. Using that γ (z)v1 ∈ Nz and T0 ⊆ T ∗, we derive

(TB − zI)f = (
T ∗ − zI

)
f = (

T ∗ − zI
)
x = (T0 − zI)x = y,

so that y ∈R(TB − zI). Thus, we have proved that z ∈ ρ(TB).
The reverse implication of (iii) will be shown together with the resolvent formula

(14.43) in the proof of Theorem 14.18 below. �

14.6 The Krein–Naimark Resolvent Formula

The Krein–Naimark resolvent formula in the formulation (14.43) given below ex-
presses the difference of the resolvents of a proper extension TB and the distin-
guished self-adjoint extension T0 of T defined by D(T0) = N (Γ0) in terms of the
relation B, the gamma field, and the Weyl function.

Theorem 14.18 Let T be a densely defined symmetric operator on H, and
(K,Γ0,Γ1) a boundary triplet for T ∗. Suppose that B is a closed relation on K
and z ∈ ρ(T0). Then the proper extension TB of T is given by

D(TB) = {
f = (T0 − zI)−1(y + v) + γ (z)u :
u ∈K, v ∈Nz,

(
u,γ (z)∗v

) ∈ B − M(z), y ∈ H�Nz

}
, (14.41)

TBf ≡ TB
(
(T0 − zI)−1(y + v) + γ (z)u

) = zf + y + v. (14.42)
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If z ∈ ρ(TB) ∩ ρ(T0), the relation B − M(z) has an inverse (B − M(z))−1 ∈ B(K),
and

(TB − zI)−1 − (T0 − zI)−1 = γ (z)
(
B − M(z)

)−1
γ (z)∗. (14.43)

Proof Let f ∈ D(TB). Since f ∈ D(T ∗), by (14.19) there are vectors xz ∈ D(T0)

and uz ∈ Nz such that f = xz + uz. Writing yz := (T0 − zI)xz = y + v with v ∈ Nz

and y ∈ H�Nz, we have xz = (T0 −zI)−1(y +v). From f = xz +uz and Γ0xz = 0
(by xz ∈D(T0)) we get u := Γ0f = Γ0uz, and so uz = γ (z)Γ0f = γ (z)u. Thus,

Γ1f − M(z)Γ0f = Γ1f − Γ1γ (z)Γ0f = Γ1f − Γ1uz

= Γ1xz = Γ1(T0 − zI)−1(y + v) = γ (z)∗(y + v)

= γ (z)∗v (14.44)

by Proposition 14.14, (i) and (ii), and therefore
(
u,γ (z)∗v

) = (Γ0f,Γ1f ) − (
Γ0f,M(z)Γ0f

) = (Γ0f,Γ1xz). (14.45)

Since (Γ0f,Γ1f ) ∈ B by f ∈ D(TB), (14.45) implies that (u, γ (z)∗v) ∈ B − M(z).
The preceding shows that f is of the form (14.41).

From the relations TB ⊆ T ∗, T0 ⊆ T ∗, and γ (z)u ∈Nz we obtain

(TB − zI)f = (
T ∗ − zI

)(
(T0 − zI)−1(y + v) + γ (z)u

) = y + v,

which proves (14.42).
Conversely, suppose that f is as in (14.41). Putting xz := (T0 −zI)−1(y +v) and

uz := γ (z)u, we proceed in reverse order. Since (u, γ (z)∗v) ∈ B−M(z) by (14.41),
it follows then from (14.45) that (Γ0f,Γ1f ) ∈ B, that is, f ∈ D(TB).

Now suppose that z ∈ ρ(TB) ∩ ρ(T0). First, we prove that 0 ∈ ρ(B − M(z)).
Let w ∈ K. By Definition 14.2(ii) there exists x ∈ D(T ∗) such that Γ0x = 0 and
Γ1x = w. Then x ∈ D(T0) and x = (T0 − zI)−1yz, where yz := (T0 − zI)x.
By (14.41) and (14.42) the vector f := (TB − zI)−1yz ∈ D(TB) is of the form
(T0 − zI)−1yz + γ (z)u for some u ∈ K. In the above notation we then have
x = (T0 − zI)−1yz = xz, and so w = Γ1x = Γ1xz. Since the pair in (14.45) be-
longs to the relation B − M(z), it follows that w = Γ1xz ∈ R(B − M(z)). This
proves that R(B − M(z)) = K. Further, by z ∈ ρ(TB) we have N (TB − zI) = {0},
and hence N (B − M(z)) = {0} by Proposition 14.17(ii). The relation B − M(z)

is closed by Proposition 14.17. Therefore, Proposition 14.1, applied to B − M(z),
yields 0 ∈ ρ(B − M(z)), that is, (B − M(z))−1 ∈ B(K). (This also completes the
proof of Proposition 14.17(iii).)

We prove the resolvent formula (14.43). Let g ∈ H. Then f := (TB − zI)−1g is
in D(TB), so f has to be of the form (14.41), that is, f = (T0 − zI)−1g + γ (z)u.
Thus, in the notation of the first paragraph, xz = (T0 − zI)−1g and g = y + v. Since
(Γ0f,Γ1xz) ∈ B− M(z) (by (14.45)), we conclude that Γ0f = (B− M(z))−1Γ1xz.
Further, u = Γ0f and Γ1xz = γ (z)∗(y + v) = γ (z)∗g by (14.44). Therefore,

γ (z)u = γ (z)Γ0f = γ (z)
(
B − M(z)

)−1
Γ1xz = γ (z)

(
B − M(z)

)−1
γ (z)∗g.
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Inserting this into the equalities f = (TB − zI)−1g = (T0 − zI)−1g + γ (z)u, we
obtain (14.43). �

We now consider the resolvent formula for our two operator-theoretic examples.

Example 14.11 (First standard Example 14.5 continued) Recall from Exam-
ple 14.5 that A = T0 and μ ∈ ρ(A). Let v ∈ Nμ = K. By the definition of the bound-
ary maps the equality v = A(A − μI)−1v + (A − μI)−1(−μv) yields Γ0v = v and
Γ1v = −μv, so γ (μ)v = v and M(μ)v = Γ1γ (μ)v = −μv. Thus, γ (μ) = IH � K
and M(μ) = −μIK. Therefore, by Proposition 14.14(iv),

γ (z) = (A − μI)(A − zI)−1 �K, z ∈ ρ(A). (14.46)

Let PK denote the orthogonal projection of H onto K. It is easily verified that

γ (z)∗ = PK(A − μI)(A − zI)−1, z ∈ ρ(A). (14.47)

Applying Proposition 14.15(iii) by using the preceding formulas, we compute

M(z) = M(μ) + (z − μ)γ (μ)∗γ (z)

= −μI + (z − μ)PK(A − μI)(A − μI)−1(A − μI)(A − zI)−1 �K
= (z − 2 Reμ)IK + (z − μ)(z − μ)PK(A − zI)−1 � K, z ∈ ρ(A).

(14.48)

For the present example, Theorem 14.18 yields the following assertion:
Suppose that B is a closed relation on K and z ∈ ρ(TB) ∩ ρ(A). Then we have

(TB − zI)−1 − (A − zI)−1

= (A − μI)(A − zI)−1(B − M(z)
)−1

PK(A − μI)(A − zI)−1, (14.49)

where M(z) is given by (14.48), and the operator TB is defined by (14.13). ◦

Example 14.12 (Second standard Example 14.6 continued) Let us recall from Ex-
ample 14.6 that A = T0, μ ∈ ρ(A) is real, and K = Nμ.

From the definitions of the boundary maps we get Γ0v = v and Γ1v = 0 for
v ∈ K. Therefore, γ (μ)v = v and M(μ)v = Γ1γ (μ)v = 0, that is, γ (μ) = IH � K
and M(μ) = 0. Hence γ (μ)∗ is just the orthogonal projection PK of H onto K.
Putting these facts into Propositions 14.14(iv) and 14.15(iii) yields

γ (z) = (A − μI)(A − zI)−1 � K, z ∈ ρ(A),

M(z) = (z − μ) PK(A − μI)(A − zI)−1 � K, z ∈ ρ(A). (14.50)

Inserting these expressions into (14.43), we obtain the resolvent formula for this
example. We leave it to the reader to restate this formula in this example. ◦

In the rest of this section we give a formulation of the Krein–Naimark resolvent
formula which does not depend on any boundary triplet.



328 14 Self-adjoint Extensions: Boundary Triplets

For a self-adjoint operator A on H and a closed subspace K of H, we define

MA,K(z) = zIK + (
1 + z2) PK(A − zI)−1 � K

= PK(I + zA)(A − zI)−1 � K ∈ B(K) for z ∈ ρ(A). (14.51)

Obviously, MA,K(±i) = ±iIK. In the setup of Example 14.11, MA,K(z) is just the
Weyl function (14.48) for μ = −i. In this case MA,K(z) is a Nevanlinna function by
Corollary 14.16. The next lemma shows that the latter is always true.

Lemma 14.19 MA,K(z) is an operator-valued Nevanlinna function.

Proof Clearly, MA,K(z) ∈ B(K) is holomorphic on C+. Let z ∈ C+. Setting
x = Re z and y = Im z, a straightforward computation shows that

ImMA,K(z) = yPK
(
I + A2)((A − xI)2 + y2I

)−1 � K ≥ 0. �

The next theorem contains the Krein–Naimark resolvent formula for two arbi-
trary self-adjoint extensions of a densely defined symmetric operator. Recall that
VC = (C − iI )(C + iI )−1 is the Cayley transform of a self-adjoint operator C.

Theorem 14.20 Let S be a densely defined symmetric operator on H, and let Ã

and A be self-adjoint extensions of S on H. Then there exists a closed linear
subspace K of N (S∗ − iI ) and a self-adjoint operator B on K such that for all
z ∈ ρ(Ã) ∩ ρ(A), the operator B − MA,K(z) has a bounded inverse on K, and

(Ã − zI)−1 − (A − zI)−1

= (A − iI )(A − zI)−1(B − MA,K(z)
)−1

PK(A + iI )(A − zI)−1. (14.52)

Here B and K are uniquely determined by Ã and A. That is, if B is a self-adjoint
operator on a closed subspace K of H such that (14.52) holds for z = −i, then

K = {x ∈H : VÃx = VAx}⊥ and VB = V −1
A VÃ �K. (14.53)

Proof Clearly, the operator T := A � (D(A) ∩ D(Ã)) is a symmetric extension
of S. Hence, T ∗ ⊆ S∗ and K := N (T ∗ − iI ) ⊆ N (S∗ − iI ). Let (K,Γ0,Γ1) be
the boundary triplet from Example 14.5 for the operator A with μ := −i. Since
D(T ) = D(A) ∩ D(Ã), the extensions Ã and A = T0 are disjoint. Therefore, by
Corollary 14.9 there is a self-adjoint operator B on K such that Ã = TB ≡ TG(B).
Now formula (14.49) with μ = −i yields (14.52).

Since M(μ) = −μIK as stated in Example 14.11, we have M(i) = iIK,
and hence M(−i) = M(i)∗ = −iIK. Therefore, setting z = −i in (14.52), we
obtain

(Ã + iI )−1 − (A + iI )−1 = (A − iI )(A + iI )−1(B + iIK)−1PK

= VA(B + iIK)−1PK.



14.7 Boundary Triplets and Semibounded Self-adjoint Operators 329

Using the equality VC = I − 2i(C + iI )−1 for C = Ã,A,B , it follows that

VÃ − VA = VA

(−2i(B + iI )−1)PK = VA(VB − I )PK. (14.54)

Therefore, VÃx = VAx if and only if PKx = 0, that is, x ∈ K⊥. Clearly, (14.54)
implies that V −1

A VÃ � K = VB . Thus, we have proved (14.53). �

We rewrite the resolvent formula (14.52) in the very special case where S has
deficiency indices (1,1). That is, we suppose that dimN (S∗ − iI ) = 1 and choose a
unit vector u ∈ N (S∗ − iI ). Let Ã and A be self-adjoint extensions of S on H.

First, suppose that Ã 	= A. Then K 	= {0} by (14.53), so we have K = C · u, and
hence MA,K(z)u = 〈(I + zA)(A − zI)−1u,u〉u by (14.51). Therefore, by Theo-
rem 14.20 and formula (14.52), there exists a real number B such that

(Ã − zI )−1x − (A − zI )−1x

= 〈
x, (A − iI )(A − zI )−1u

〉(
B − 〈

(I + zA)(A − zI )−1u,u
〉)−1

(A − iI )(A − zI )−1u

for all x ∈ H and z ∈ ρ(Ã) ∩ ρ(A).
If Ã = A, then K = {0} in (14.52). We interpret this as the case B = ∞ in the

preceding formula.
That is, if we fix one self-adjoint extension, say A, then the other self-adjoint

extension Ã is uniquely determined by B ∈ R ∪ {∞}, and this one-to-one corre-
spondence describes all possible self-adjoint extensions of S on H.

14.7 Boundary Triplets and Semibounded Self-adjoint
Operators

In this section we assume that T is a densely defined lower semibounded symmetric
operator and (K,Γ0,Γ1) is a boundary triplet for T ∗. Recall that T0 is the self-
adjoint operator defined in Corollary 14.8, and γ (z) and M(z) denote the gamma
field and the Weyl function of T0.

Proposition 14.21 Suppose that T0 is the Friedrichs extension TF of T . Let B be a
self-adjoint relation on K. If the self-adjoint operator TB is lower semibounded, so
is the relation B. More precisely, if λ < mT and λ ≤ mTB , then B − M(λ) ≥ 0.

Proof Fix a number λ′ < λ. Since λ′ < mT = mTF
= mT0 and λ′ < mTB , we have

λ′ ∈ ρ(TB) ∩ ρ(T0). Hence, the resolvent formula (14.43) applies and yields
(
TB − λ′I

)−1 − (
T0 − λ′I

)−1 = γ
(
λ′)(B − M

(
λ′))−1

γ
(
λ′)∗

. (14.55)

Since TF is the largest lower semibounded self-adjoint extension of T , we have
T0 = TF ≥ TB , and hence (TB − λ′I )−1 ≥ (T0 − λ′I )−1 by Corollary 10.13. By
Proposition 14.14(ii), γ (λ)∗K = K. Therefore, it follows from (14.55) that the
operator (B − M(λ′))−1 is positive and self-adjoint, so B − M(λ′) is a posi-
tive self-adjoint relation by Lemma 14.3. By Proposition 14.15 the Weyl function
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M is a continuous B(K)-valued function of self-adjoint operators on the interval
(−∞,mT0). Therefore, since λ < mT = mT0 , passing to the limit λ′ → λ − 0 yields
B − M(λ) ≥ 0. Clearly, B is lower semibounded. �

The converse of the assertion of Proposition 14.21 is not true in general. That is,
the semiboundedness of B does not necessarily imply that TB is semibounded.

The next theorem is the main result of this section. It expresses the form associ-
ated with a semibounded operator TB in terms of the forms of the Friedrichs exten-
sion TF and of the positive self-adjoint relation B− M(λ). Recall that the form of a
relation was defined by Eq. (14.6).

Theorem 14.22 Let T be a densely defined lower semibounded symmetric operator,
and let (K,Γ0,Γ1) be a boundary triplet for T ∗ such that the operator T0 is the
Friedrichs extension TF of T . Let λ ∈ R, λ < mT . Suppose that B is a self-adjoint
relation on K such that B − M(λ) ≥ 0.

Then TB − λI is a positive self-adjoint operator, and

D[TB] =D[TF ] +̇ γ (λ)D
[
B − M(λ)

]
, (14.56)

(TB − λI)
[
x + γ (λ)u, x′ + γ (λ)u′] = (TF − λI)

[
x, x′] + (

B − M(λ)
)[

u,u′]

(14.57)

for x, x′ ∈ D[TF ] and u,u′ ∈D[B − M(λ)].

Proof We begin by proving a simple preliminary fact. That is, we show that

(TB − λI)
[
x, γ (λ)u

] = 0 (14.58)

for x ∈ D[TF ] and γ (λ)u ∈D[TB], u ∈K. By the definition of the Friedrichs exten-
sion there is a sequence (xn)n∈N from D(T ) which converges to x in the form norm
of TF . Since tTF

⊆ tTB by Theorem 10.17(ii), (xn) converges to x also in the form
norm of TB . Using that T ⊆ TB and γ (λ)u ∈ Nλ =N (T ∗ − λI), we derive

(TB − λI)
[
x, γ (λ)u

] = lim
n→∞(TB − λI)

[
xn, γ (λ)u

]

= lim
n→∞

〈
(TB − λI)xn, γ (λ)u

〉

= lim
n→∞

〈
(T − λI)xn, γ (λ)u

〉 = 0.

Since B is self-adjoint, M(λ) = M(λ)∗ ∈ B(K), and B − M(λ) ≥ 0 by assump-
tion, B − M(λ) is a positive self-adjoint relation. Let C denote its operator part.
Then C is a positive self-adjoint operator acting on some subspace KC of K, and
the form associated with B − M(λ) is defined by (B − M(λ))[u,u′] = C[u,u′] for
u,u′ ∈D[B − M(λ)] := D[C].

Clearly, λ < mT = mTF
implies that λ ∈ ρ(TF ). Hence, the operator TB is de-

scribed by formulas (14.41) and (14.42) applied with z = λ and T0 = TF .
Let f ∈ D(TB). We write f in the form (14.41). There exist vectors v ∈ Nλ

and y ∈ H � Nλ such that f = x + γ (λ)u, where x := (TF − λI)−1(y + v), and
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(u, γ (λ)∗v) ∈ B − M(λ). The latter implies that u ∈ D(B − M(λ)) = D(C) ⊆ KC

and Cu = PCγ (λ)∗v, where PC is the projection of K onto KC . By (14.42),
(TB − λI)f = y + v. Since γ (λ)u ∈ Nλ, y ⊥ γ (λ)u. Using these facts, we com-
pute

〈
(TB − λI)f,f

〉 = 〈
(TB − λI)

(
x + γ (λ)u

)
, x + γ (λ)u

〉 = 〈
y + v, x + γ (λ)u

〉

= 〈y + v, x〉 + 〈
v, γ (λ)u

〉 = 〈
(TF − λI)x, x

〉 + 〈
γ (λ)∗v,u

〉
K

= 〈
(TF − λI)x, x

〉 + 〈
PCγ (λ)∗v,u

〉
K

= 〈
(TF − λI)x, x

〉 + 〈Cu,u〉K.

Therefore, since TF − λI ≥ 0 and C ≥ 0, it follows that TB − λI ≥ 0 and
∥∥(TB − λI)1/2f

∥∥2 = ∥∥(TF − λI)1/2x
∥∥2 + ∥∥C1/2u

∥∥2
K. (14.59)

Now we prove the inclusion D[TF ] + γ (λ)D[C] ⊆ D[TB]. Since D[TF ] ⊆
D[TB] by Theorem 10.17(ii), it suffices to show that γ (λ)D[C] ⊆D[TB].

Let u ∈ D(C). By Proposition 14.14(ii), γ (λ)∗ is a bijection of Nλ onto K, so
there exists a vector v ∈ Nλ such that γ (λ)∗v = Cu. Since C is the operator part
of B − M(λ), we have (u, γ (λ)∗v) = (u,Cu) ∈ B − M(λ). Hence, by (14.41) and
(14.42), the vector f := x + γ (λ)u, where x := (TF − λI)−1v, belongs to D(TB),
and (TB−λI)f = v. Since x ∈ D(TF ) ⊆D[TF ] ⊆D[TB] and f ∈D(TB) ⊆D[TB],
we have γ (λ)u = f − x ∈ D[TB], so that (TB − λI)[x, γ (λ)u] = 0 by (14.58).
Further, v = (TF − λI)x. Inserting these facts, we derive

(TB − λI)[f ] = 〈
(TB − λI)f,f

〉 = 〈
v, x + γ (λ)u

〉

= 〈
(TF − λI)x, x

〉 + 〈
γ (λ)∗v,u

〉
K

= (TF − λI)[x] + 〈Cu,u〉K,

(TB − λI)[f ] = (TB − λI)[x] + (TB − λI)
[
γ (λ)u

] + 2 Re(TB − λI)
[
x, γ (λ)u

]

= (TF − λI)[x] + (TB − λI)
[
γ (λ)u

]
.

Comparing both formulas yields 〈Cu,u〉K = (TB − λI)[γ (λ)u]. Therefore,
∥∥C1/2u

∥∥
K = ∥∥(TB − λI)1/2γ (λ)u

∥∥ (14.60)

for u ∈ D(C). Since D(C) is a core for the form of C, γ (λ) is bounded, and the
operator (TB −λI)1/2 is closed, we conclude that Eq. (14.60) extends by continuity
to vectors u ∈ D[C] = D(C1/2) and that γ (λ)u ∈ D[TB] = D((TB − λI)1/2) for
such vectors. This proves the inclusion D[TF ] + γ (λ)D[C] ⊆D[TB].

We prove the converse inclusion D[TB] ⊆ D[TF ] + γ (λ)D[C]. Let g ∈ D[TB].
Since D(TB) is a form core for TB , there is a sequence (fn)n∈N of D(TB) which
converges to f in the form norm of TB . By (14.41), each vector fn ∈ D(TB)

can be written as fn = xn + γ (λ)un, where xn = (TF − λI)−1(yn + vn) and
(un, γ (λ)∗vn) ∈ B−M(λ). Since λ < mTF

, the norm ‖(TF −λI)1/2 · ‖ is equivalent
to the form norm of TF . Applying (14.59) to fn − fk = xn − xk + γ (λ)(un − uk), it
follows therefore that (xn) and (C1/2un) are Cauchy sequences in the Hilbert spaces
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D[TF ] and KC . Because (fn = xn + γ (λ)un) and (xn) are also Cauchy sequences
in H, so is (γ (λ)un). Since un = Γ0γ (λ)un and Γ0 : Nλ → K is continuous by
Lemma 14.13(ii), (un) is a Cauchy sequence in KC . Thus, (un) is a Cauchy se-
quence in the form norm of C. Let x ∈ D[TF ] and u ∈ D[C] be the limits of the
Cauchy sequences (xn) and (un) in the corresponding form Hilbert spaces. Since
γ (λ) is bounded, the equality fn = xn +γ (λ)un implies that f = x +γ (λ)u. Hence,
f ∈D[TF ]+ γ (λ)D[C]. This proves that D[TB] ⊆ D[TF ]+ γ (λ)D[C]. Putting the
preceding together, we have shown that D[TB] = D[TF ] + γ (λ)D[C].

As shown in the paragraph before last, Eq. (14.59) holds for xn+γ (λ)un. Passing
to the limit, it follows that (14.59) remains valid for x + γ (λ)u as well. Since we
have (B − M(λ))[u] = C[u] = ‖C1/2u‖2

K, this means that

(TB − λI)
[
x + γ (λ)u

] = (TF − λI)[x] + (
B − M(λ)

)[u].
Equation (14.57) follows now from the latter equation by polarization.

Finally, we show that D[TF ] + γ (λ)D[C] is a direct sum. Assume that
f = x + γ (λ)u = 0. Since ‖(TF − λI)1/2 · ‖ ≥ (mTF

− λ)‖ · ‖ and mT − λ > 0,
it follows from (14.59) that x = 0, and so γ (λ)u = 0. �

Corollary 14.23 Suppose that S is a lower semibounded self-adjoint extension of
the densely defined lower semibounded symmetric operator T on H. Let λ ∈ R,
λ < mT , and λ ≤ mS . Then S is equal to the Friedrichs extension TF of T if and
only if D[S] ∩N (T ∗ − λI) = {0}.

Proof Since then λ ∈ ρ(TF ), Example 14.6, with A = TF , μ = λ, yields a bound-
ary triplet (K,Γ0,Γ1) for T ∗ such that T0 = TF . By Propositions 14.7(v) and 14.21,
there is a self-adjoint relation B on K such that S = TB and B−M(λ) ≥ 0. Thus, all
assumptions of Theorem 14.22 are fulfilled. Recall that K = N (T ∗ − λI). There-
fore, by (14.56), D[TB]∩N (T ∗ −λI) = {0} if and only if γ (λ)D[B−M(λ)] = {0},
that is, D[B − M(λ)] = {0}. By (14.56) and (14.57) the latter is equivalent to
tTB = tTF

and so to TB = TF . (Note that we even have M(λ) = 0 and γ (λ) = IH � K
by Example 14.12.) �

In Theorem 14.22 we assumed that the self-adjoint operator T0 from Corol-
lary 14.8 is equal to the Friedrichs extension TF of T . For the boundary triplet from
Example 14.6, we now characterize this property in terms of the Weyl function.

Example 14.13 (Example 14.12 continued) Suppose that the self-adjoint operator
A in Example 14.6 is lower semibounded and μ < mA. Recall that A is the operator
T0 and K = N (T ∗ − μI). Since T ⊆ T0 = A, the symmetric operator T is then
lower semibounded, and μ < mA ≤ mT .

Statement The operator A = T0 is equal to the Friedrichs extension TF of T if and
only if for all u ∈ K, u 	= 0, we have

lim
t→−∞

〈
M(t)u,u

〉 = −∞. (14.61)
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Proof Assume without loss of generality that μ = 0. Then A ≥ 0. By Corol-
lary 14.23, applied with S = A and λ = 0, it suffices to show that any nonzero
vector u ∈K = N (T ∗) is not in the form domain D[A] if and only if (14.61) holds.

Let E denote the spectral measure of A. By formula (14.50), applied with μ = 0,

〈
M(t)u,u

〉 =
∫ ∞

0
tλ(λ − t)−1d

〈
E(λ)u,u

〉
. (14.62)

On the other hand, u /∈D[A] = D(A1/2) if and only if
∫ ∞

0
λd

〈
E(λ)u,u

〉 = ∞. (14.63)

Let α > 0. Suppose that t ≤ −α. For λ ∈ [0, α], we have λ ≤ −t , so λ − t ≤ −2t

and 1 ≤ −2t (λ − t)−1, hence, 2tλ(λ − t)−1 ≤ −λ. Thus,
∫ α

0
2tλ(λ − t)−1 d

〈
E(λ)u,u

〉 ≤ −
∫ α

0
λd

〈
E(λ)u,u

〉
for t ≤ −α. (14.64)

If u /∈D[A], then (14.63) holds, and hence by (14.64) and (14.62) we obtain (14.61).
Conversely, suppose that (14.61) is satisfied. Since −tλ(λ − t)−1 ≤ λ for λ > 0

and t < 0, it follows from inequalities (14.62) and (14.61) that (14.63) holds. There-
fore, u /∈D[A]. � ◦

14.8 Positive Self-adjoint Extensions

Throughout this section we suppose that T is a densely defined symmetric operator
on H with positive lower bound mT > 0, that is,

〈T x,x〉 ≥ mT ‖x‖2, x ∈D(T ), where mT > 0. (14.65)

Our aim is to apply the preceding results (especially Theorem 14.22) to investigate
the set of all positive self-adjoint extensions of T .

Since 0 < mT = mTF
, we have 0 ∈ ρ(TF ). Hence, Theorem 14.12 applies with

μ = 0 and A = TF . By Theorem 14.12 the self-adjoint extensions of T on H are
precisely the operators TB defined therein with B ∈ S(N (T ∗)). Recall that

D(TB)

= {
x + (TF )−1(Bu + v) + u : x ∈D(T ), u ∈ D(B), v ∈N

(
T ∗) ∩D(B)⊥

}
,

TB

(
x + (TF )−1(Bu + v) + u

) = T x + Bu + v.

Because of the inverse of TF , it might be difficult to describe the domain and the
action of the operator TB explicitly. By contrast, if TB is positive, the following
theorem shows that there is an elegant and explicit formula for the associated form.

Let S(N (T ∗))+ denote the set of positive operators in S(N (T ∗)).



334 14 Self-adjoint Extensions: Boundary Triplets

Theorem 14.24

(i) For B ∈ S(N (T ∗)), we have TB ≥ 0 if and only if B ≥ 0.
In this case the greatest lower bounds mB and mTB

satisfy the inequalities

mT mB(mT + mB)−1 ≤ mTB
≤ mB.

(ii) If B ∈ S(N (T ∗))+, then D[TB ] =D[TF ] +̇D[B], and

TB

[
y + u,y′ + u′] = TF

[
y, y′] + B

[
u,u′] for y, y′ ∈ D[TF ], u,u′ ∈ D[B].

(iii) If B1,B2 ∈ S(N (T ∗))+, then B1 ≥ B2 is equivalent to TB1 ≥ TB2 .

Proof First, suppose that B ≥ 0. Let f ∈ D(TB). By the above formulas, f is of
the form f = y + u with y = x + T −1

F (Bu + v), where x ∈ D(T ),u ∈ D(B), and
v ∈ N (T ∗) ∩ D(B)⊥, and we have TBf = TF y, since T ⊆ TF and y ∈ D(TF ).
Further, mT = mTF

, T ∗u = 0, and 〈v,u〉 = 0. Using these facts, we compute

〈TBf,f 〉 = 〈TF y, y + u〉 = 〈TF y, y〉 + 〈T x + Bu + v,u〉 = 〈TF y, y〉 + 〈Bu,u〉
≥ mT ‖y‖2 + mB‖u‖2 ≥ mT mB(mT + mB)−1(‖y‖ + ‖u‖)2

≥ mT mB(mT + mB)−1‖y + u‖2 = mT mB(mT + mB)−1‖f ‖2, (14.66)

where the second inequality follows from the elementary inequality

αa2 + βb2 ≥ αβ(α + β)−1(a + b)2 for α > 0, β ≥ 0, a ≥ 0, b ≥ 0.

Clearly, (14.66) implies that TB ≥ 0 and mTB
≥ mT mB(mT + mB)−1.

The other assertions of (i) and (ii) follow from Proposition 14.21 and Theo-
rem 14.22 applied to the boundary triplet from our second standard Example 14.6,
with A = T0 = TF , μ = 0, by using that γ (0) = IH � K and M(0) = 0 (see Exam-
ple 14.12). Since mT > 0 by assumption (14.65), we can set λ = 0 in both results.
Recall that by (14.6) the form of a self-adjoint relation B is the form of its operator
part B . Since TB [u] = B[u] for u ∈D[B] by (14.57), it is obvious that mB ≥ mTB

.
(iii) is an immediate consequence of (ii). �

Theorem 14.24(ii) confirms an interesting phenomenon that we have seen already
in Sect. 10.5 (see Examples 10.7 and 10.8): Many positive self-adjoint extensions
with different operator domains have the same form domains. For instance, for all
bounded operators B ∈ S(N (T ∗))+ acting on a fixed closed subspace M of N (T ∗),
the form domain D[TB ] is D[TF ] +̇ M by Theorem 14.24(ii). But, by the above
formula, the operator domains D(TB1) and D(TB2) are different whenever B1 	= B2.
That is, form domains are more “rigid” than operator domains.

By the definition of the order relation “≥” (Definition 10.5) the set S(N (T ∗))+
contains a largest operator and a smallest operator. These are the following two
extreme cases:

Case 1 (D(B) = {0}) This is the largest operator in S(N (T ∗))+. Then obviously
TB ⊆ TF , and therefore TB = TF . That is, TB is just the Friedrichs extension TF

of T . Clearly, we have D(TF ) =D(T ) + T −1
F N (T ∗).
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Case 1 is also referred to as the case B = ∞, because one may think of B being
infinity in order to have only the null vector in D(B). For this reason, the Friedrichs
extension TF is occasionally denoted by T∞ in the literature.

Case 2 (B = 0, D(B) =N (T ∗)) Since this is the smallest element of S(N (T ∗))+,
the corresponding operator TB is the smallest among all positive self-adjoint exten-
sions. Therefore, by Corollary 13.15, this operator TB coincides with the Krein–von
Neumann extension TN of T . Hence, we have the following formulas for the Krein–
von Neumann extension:

D(TN) =D(T ) +̇N
(
T ∗), (14.67)

TN(x + u) = T x for x ∈D(T ), u ∈ N
(
T ∗), (14.68)

D[TN ] =D[TF ] +̇N
(
T ∗), (14.69)

TN

[
y + u,y′ + u′] = TF

[
y, y′] for y, y′ ∈D[TF ], u,u′ ∈ N

(
T ∗). (14.70)

Recall that we have assumed that mT > 0 by (14.65).
The next theorem contains a slightly different characterization of positive self-

adjoint extensions of the operator T .

Theorem 14.25 Let T be a densely defined positive symmetric operator on H such
that mT > 0. For any positive self-adjoint operator A on H, the following statements
are equivalent:

(i) A is an extension of T .
(ii) There is an operator B ∈ S(N (T ∗))+ such that A = TB .

(iii) TF ≥ A ≥ TN .

Proof (i) → (ii): Combine Theorems 14.12, with A = TF ,μ = 0, and 14.24(i).
(ii) → (iii) holds by Theorem 14.24(iii), since TF and TN are the two extreme

cases as shown by the preceding discussion (by Corollary 13.15).
(iii) → (i): The inequalities TF ≥ A ≥ TN mean that D[TN ] ⊇ D[A] ⊇ D[TF ]

and tTN
≤ tA ≤ tTF

. If y ∈ D[TF ], then TF [y] = TN [y] by (14.70), and hence
A[y] = TF [y], since tTN

≤ tA ≤ tTF
. Therefore, by the polarization identity (10.2),

A[x, y] = TF [x, y] for x, y ∈D[TF ]. (14.71)

Next, we verify that A[x,u] = 0 for x ∈ D[TF ] and u ∈ N (T ∗) ∩ D[A]. Let
λ ∈C. Using (14.70) and (14.71) and the relation tTN

≤ tA, we compute

TF [x] = TN [x + λu] ≤ A[x + λu] = A[x + λu,x + λu]
= A[x, x] + 2 ReλA[x,u] + |λ|2A[u,u]
= TF [x] + 2 ReλA[x,u] + |λ|2A[u].

Thus, 0 ≤ 2 ReλA[x,u] + |λ|2A[u] for all λ ∈C, which implies that A[x,u] = 0.
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Let x ∈D(T ) and f ∈D[A]. Then f ∈ D[TN ] =D[TF ] +̇N (T ∗), so f = y +u,
where y ∈ D[TF ] and u ∈ N (T ∗). Since x ∈D[TF ] and u = f −y ∈ D[A], we have
A[x,u] = 0 as just shown. Further, T ∗u = 0. Using (14.71), we therefore derive

A[x,f ] = A[x, y + u] = A[x, y] = TF [x, y] = 〈TF x, y〉 = 〈T x, y〉 = 〈T x,f 〉.
Since this holds for all f ∈D[A], we obtain T ⊆ A from Proposition 10.5(v). �

Next, we study the discreteness of spectra of positive self-adjoint extensions. To
exclude trivial cases, we assume that the Hilbert space H is infinite-dimensional.

For a lower semibounded self-adjoint operator C on H, let (λn(C))n∈N denote
the sequence defined in Sect. 12.1. Recall that C has a purely discrete spectrum if
and only if limn→∞ λn(C) = +∞.

Let A be a positive self-adjoint extension of T on H. Since TN ≤ A ≤ TF as
noted above, the min–max principle (Corollary 12.3) implies that

λn(TN) ≤ λn(A) ≤ λn(TF ) for n ∈ N.

Thus, if TN has a purely discrete spectrum, so have A and TF . Likewise, if the
spectrum of A is purely discrete, so is the spectrum of TF . Now we turn to the
converse implication.

Since mTF
= mT > 0 by assumption (14.65), we have N (TF ) = {0}. On the other

hand, it follows at once from (14.68) that N (TN) =N (T ∗).
The null space is obviously a reducing subspace for each self-adjoint operator.

Hence, there exists a self-adjoint operator T ′
K on the Hilbert space H′ := N (TN)⊥

such that TN = T ′
N ⊕ 0 on H =H′ ⊕N (TN). Clearly, N (T ′

N) = {0}.
It may happen that TF has a purely discrete spectrum, but N (TN) = N (T ∗) is

infinite-dimensional (see Example 14.16 below), so the spectrum of TN is not purely
discrete. The next proposition shows that then at least the operator T ′

N has a purely
discrete spectrum.

Proposition 14.26 If the Friedrichs extension TF has a purely discrete spectrum,
so has the self-adjoint operator T ′

N on H′, and λn(TF ) ≤ λn(T
′
N) for n ∈N.

Proof Let P denote the projection of H onto H′. Let f ∈ D[T ′
N ]. Then f is in

D[TN ] = D[TF ] +̇ N (T ∗) by (14.69), so f = y + u for some y ∈ D[TF ] and
u ∈ N (T ∗) =N (TN). Clearly, f = P(y + u) = Py. Using (14.70), we deduce

T ′
N [f ] = TN [f ] = TN [y + u] = TF [y] ≥ mT ‖y‖2 ≥ mT ‖Py‖2 = mT ‖f ‖2.

That is, T ′
N ≥ mT I . Since TN is self-adjoint and mT > 0 by our assumption (14.65),

this implies that (T ′
N)−1 ∈ B(H′).

Let x ∈H′. Since TF ⊆ T ∗ and T ′
N ⊆ T ∗, we have

T ∗((TF )−1x − (
T ′

N

)−1
x
) = TF (TF )−1x − T ′

N

(
T ′

N

)−1
x = 0,

so (TF )−1x − (T ′
N)−1x ∈N (T ∗) and P(TF )−1x = P(T ′

N)−1x = (T ′
N)−1x. Thus,

P(TF )−1 � H′ = (
T ′

N

)−1
. (14.72)
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Since 0 ∈ ρ(TF ) and TF has a purely discrete spectrum, (TF )−1 is compact by
Proposition 2.11. Hence, its compression P(TF )−1 � H′ = (T ′

N)−1 to H′ is also
compact, so that T ′

N has a purely discrete spectrum again by Proposition 2.11.
From (14.72) it follows that −(TF )−1 � −(T ′

N)−1. Indeed, for x ∈H′,
〈(−(TF )−1)x, x

〉 = 〈(−(TF )−1)x,Px
〉 = 〈(−P(TF )−1)x, x

〉 = 〈(−(
T ′

N

)−1)
x, x

〉
.

Hence, λn(−(TF )−1) ≤ λn(−(T ′
N)−1) by Corollary 12.3. Since (TF )−1 is a positive

compact operator, the eigenvalue λn(TF ) is equal to −λn(−(TF )−1)−1. Likewise,
λn(T

′
N) = (−λn(−(T ′

N)−1))−1. Thus, we get λn(TF ) ≤ λn(T
′
N) by the preceding.

(Note that the passage to the negative inverses was necessary to obtain the eigenval-
ues by applying the min–max principle in the formulation of Theorem 12.1. In fact,
all λn((TF )−1) are equal to zero, which is the bottom of the essential spectrum of
the compact positive operator (TF )−1.) �

We close this section by developing three examples in detail. Note that in all
three examples the operator T is closed.

Example 14.14 (Examples 10.4 and 14.10 continued) Let T = − d2

dx2 with domain

D(T ) = H 2
0 (a, b) on L2(a, b), a, b ∈R. By the Poincaré inequality (10.24) we have

〈Tf,f 〉 = ∥∥f ′∥∥2 ≥ π2(a − b)−2‖f ‖2 for f ∈D(T ).

That is, T has a positive lower bound, hence assumption (14.65) is satisfied.

Clearly, T ∗ = − d2

dx2 on D(T ∗) = H 2(a, b). Hence, N (T ∗) =C ·1+C ·x. There-

fore, by (14.67) we have D(TN) =D(T ) +̇N (T ∗) = H 2
0 (a, b)+C · 1 +C · x. Each

function of the latter set fulfills the boundary conditions

f ′(a) = f ′(b) = (
f (a) − f (b)

)
(a − b)−1. (14.73)

This is the special case b1 = b2 = −c := (a − b)−1 of Eqs. (14.36). As shown
in Example 14.10, the operator TB defined by (14.73) is a self-adjoint exten-
sion of T and of TN by the preceding. Therefore, TB = TN . That is, the domain
D(TN) is the set of functions f ∈ D(T ∗) = H 2(a, b) satisfying the boundary con-
ditions (14.73). ◦

Example 14.15 (T = − d2

dx2 + c2 on H 2
0 (0,∞), c > 0) Then we have N (T ∗) =

C · e−cx and D(TN) = H 2
0 (0,∞) +̇ C · e−cx by (14.67). From the latter it follows

that the Krein–von Neumann extension TN is determined by the boundary condition
f ′(0) = −cf (0). Thus, in particular, (T + λI)N 	= TN + λI for λ > 0 in contrast to
the formula (T + λI)F = TF + λI by Theorem 10.17(iv).

The domain of the Friedrichs extension is D(TF ) = {f ∈ H 2(0,∞) : f (0) = 0}.
Since h(x) := (2c)−1xe−cx ∈ D(TF ) and (TF h)(x) = −h′′(x) + c2h(x) = e−cx on
(0,∞), we conclude that h = (TF )−1(e−cx).
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Now let B ∈ R. By the description of the domain D(TB) given above we have

D(TB) =D(T ) +̇C · ((TF )−1(Be−cx
) + e−cx

)

=D(T ) +̇C · (1 + B(2c)−1x
)
e−cx.

This implies that the domain D(TB) is characterized by the boundary condition

f ′(0) = (
B(2c)−1 − c

)
f (0). ◦

Example 14.16 (Dirichlet Laplacian on bounded domains of Rd ) Throughout this
example, Ω is a bounded open set in R

d of class C2.
We essentially use some facts on Sobolev spaces from Appendix D and about

the Dirichlet Laplacian −ΔD from Sect. 10.6.1. Recall that −ΔD is the Friedrichs
extension of the minimal operator Lmin for −Δ and Lmin ≥ cΩ · I for some constant
cΩ > 0. We fix a real number λ < cΩ and set

T := Lmin − λI. (14.74)

Then mT ≥ cΩ − λ > 0, so assumption (14.65) is fulfilled.
Clearly, TF = (Lmin − λI)F = (Lmin)F − λI = −ΔD − λI . Hence, we have

D(TF ) =D(−ΔD) and D(T ) =D(Lmin). Therefore, by Theorem 10.19,

D(T ) = H 2
0 (Ω) =

{
f ∈ H 2(Ω) : f � ∂Ω = ∂f

∂ν
� ∂Ω = 0

}
, (14.75)

D(TF ) = H 2(Ω) ∩ H 1
0 (Ω) = {

f ∈ H 1(Ω) : f � ∂Ω = 0
}
, (14.76)

where f � ∂Ω ≡ γ0(f ) and ∂f
∂ν

� ∂Ω ≡ γ1(f ) denote the traces defined on H 2(Ω),
see Theorem D.7. Since 0 < cΩ − λ ≤ mT = mTF

, we have 0 ∈ ρ(TF ). Hence,
formula (14.19) with μ = 0 applies and yields

D
(
T ∗) =D(TF ) +̇N

(
T ∗). (14.77)

Recall that N (TN) = N (T ∗). If λ = 0 and d ≥ 2, then N (T ∗) is just the infinite-
dimensional vector space of all harmonic functions on Ω contained in L2(Ω).

By Theorem D.1, the embedding of H 1
0 (Ω) into L2(Ω) is compact. This implies

that the embedding of (D(TF ),‖ · ‖TF
) into L2(Ω) is compact. Hence, both self-

adjoint operators TF and T ′
N (by Proposition 14.26) have purely discrete spectra.

Let f ∈ H 2(Ω). Then f ∈ D(T ∗), so by (14.77) there exists a unique function
H(f ) ∈ N (T ∗) such that f − H(f ) ∈ D(TF ) ⊆ H 2(Ω). Therefore, by (14.76) and
f ∈ H 2(Ω), we have H(f ) ∈ H 2(Ω) and f � ∂Ω = H(f ) � ∂Ω .

Statement 1 f ∈ H 2(Ω) belongs to D(TN) if and only if ∂f
∂ν

� ∂Ω = ∂H(f )
∂ν

� ∂Ω .

Proof Let f ∈ D(TN). By (14.67), f can be written as f = g + h, where g ∈ D(T )

and h ∈N (T ∗). Then g ∈ D(TF ), and it follows from the uniqueness of the decom-
position (14.77) that h = H(f ). Since g ∈ D(T ), we have ∂g

∂ν
� ∂Ω = 0 by (14.75),

and hence ∂f
∂ν

� ∂Ω = ∂h
∂ν

� ∂Ω = ∂H(f )
∂ν

� ∂Ω .
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Conversely, suppose that ∂f
∂ν

� ∂Ω = ∂H(f )
∂ν

� ∂Ω . This means that g := f − H(f )

satisfies ∂g
∂ν

� ∂Ω = 0. By the definition of H(f ) we have g := f − H(f ) ∈ D(TF ),
so that g � ∂Ω = 0 by (14.76). Therefore, g ∈ H 2

0 (Ω) =D(T ) by Theorem D.6 and
(14.75). Thus, we have f = g + H(f ) ∈D(T ) +N (T ∗) =D(TN) by (14.67). �

A nice description of the domain D(TN) ∩ H 2(Ω) can be given by means of the
so-called Dirichlet-to-Neumann map. By formula (D.2) there is a surjective map

H 2(Ω) � f →
(

f � ∂Ω,
∂f

∂ν
� ∂Ω

)
∈ H 3/2(∂Ω,dσ) ⊕ H 1/2(∂Ω,dσ).

(14.78)

Statement 2 For any element ϕ ∈ H 3/2(∂Ω), there exists a unique function h of
N (T ∗) ∩ H 2(Ω) such that ϕ = h � ∂Ω .

Proof Since the map (14.78) is surjective, ϕ = f � ∂Ω for some f ∈ H 2(Ω). By
(14.77), f ∈ H 2(Ω) ⊆ D(T ∗) can be written as f = g + h, where g ∈ D(TF ) and
h ∈ N (T ∗). Since f,g ∈ H 2(Ω) and g � ∂Ω = 0 by (14.76), we have h ∈ H 2(Ω)

and h � ∂Ω = f � ∂Ω = ϕ.
Let h1 be another such function. Then we have g := h − h1 ∈ N (T ∗) ∩ H 2(Ω)

and g � ∂Ω = 0, so that g ∈ D(TF ) by (14.76). But we also have g ∈N (T ∗). There-
fore, g = h − h1 = 0 by (14.77), and hence h = h1. �

From Statement 2 it follows that there exists a well-defined linear map

Q : H 3/2(∂Ω) → H 1/2(Ω), Q
(
f � ∂Ω

) := ∂f

∂ν
� ∂Ω, f ∈ H 2(Ω).

This map Q is called the Dirichlet-to-Neumann map associated with −Δ. It plays
an important role in the theory of elliptic differential operators. Note that the map
Q depends also on the parameter λ, since N (T ∗) =N (Lmax − λI) by (14.74).

For f ∈ H 2(Ω), we have Q(f � ∂Ω) = Q(H(f ) � ∂Ω) = ∂H(f )
∂ν

� ∂Ω . Hence,
Statement 1 can be reformulated as

Statement 3 f ∈ H 2(Ω) is in D(TN) if and only if ∂f
∂ν

� ∂Ω =Q(f � ∂Ω). ◦

14.9 Exercises

1. Let F be a linear subspace of a Hilbert space H, and let SF be the linear relation
SF = {0} ⊕F .
a. Show that (SF )∗ =F⊥ ⊕H.
b. Show that SF is self-adjoint if and only if F =H.
c. Show that ρ(SF ) = ∅ if F 	=H and ρ(SF ) = {0} if F =H.

2. Let S be a linear relation on a Hilbert space H. Let U and V be the unitaries on
H⊕H defined by (1.8), that is, U(x, y) = (y, x) and V (x, y) = (−y, x).
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a. Show that S−1 = U(S) and S∗ = V (S⊥).
b. Show that (S∗)∗ = S and (S∗)−1 = (S−1)∗.
c. Prove Eqs. (14.2) and (14.3).

∗3. (A parameterization of self-adjoint relations [Rf])
Let K be a Hilbert space, and let A,B ∈ B(K). Define a linear relation on K by
S := {(x, y) ∈K ⊕K : Ax = By}.

Prove that S is self-adjoint if and only if AB∗ = B∗A and N (X) = {0},
where X denotes the bounded operator acting by the block matrix on K ⊕K:

X :=
(

A −B

B A

)
.

Sketch of proof. Define an operator C : K ⊕ K → K by C(x, y) = Ax − By.
Then S = N (C) and S∗ = V (S⊥), where V (x, y) := (−y, x). Show that
AB∗ = B∗A if and only if S∗ ⊆ S. Prove then that S = S∗ if and only if
N (X) = {0}.

4. Retain the notation of Exercise 3 and assume that K has finite dimension d .
Show that N (X) = {0} if and only if the block matrix (A,B) has maximal
rank d .

5. Let (K,Γ0,Γ1) be a boundary triplet for T ∗ with gamma field γ (z) and Weyl
function M(z). Suppose that P is a projection of K and set K̃ := PK. Define an
operator S := T ∗ � D(S) on D(S) := {x ∈ D(T ∗) : Γ0x = 0,Γ1x ∈ (I − P)K}.
a. Show that S is symmetric and D(S∗) = {x ∈D(T ∗) : Γ0x ∈ K̃}.
b. Show that (K̃, Γ̃0 := PΓ0, Γ̃1 := PΓ1) is a boundary triplet for S∗.
c. Show that the boundary triplet (K̃, Γ̃0, Γ̃1) has the gamma field γ̃ (z) =

γ (z)P and the Weyl function M̃(z) = PM(z)P .
6. Let (K,Γ0,Γ1) be a boundary triplet for T ∗. Let K̃ be another Hilbert space,

B ∈ B(K̃,K) an operator with bounded inverse B−1 ∈ B(K, K̃), and A = A∗ ∈
B(K). Define Γ̃0 := B−1Γ0 and Γ̃1 := B∗(Γ1 + AΓ0).
a. Show that (K̃, Γ̃0, Γ̃1) is also a boundary triplet for T ∗ and N (Γ̃0) = Γ0.
b. Show that the Weyl function of (K̃, Γ̃0, Γ̃1) is M̃(z) = B∗(M(z) + A)B ,

z ∈ C \R, where M(z) is the Weyl function of (K,Γ0,Γ1).∗7. Assume that (K,Γ0,Γ1) and (K̃, Γ̃0, Γ̃1) are boundary triplets for T ∗ such that
N (Γ̃0) = Γ0. Prove that (K̃, Γ̃0, Γ̃1) is of the form described in Exercise 6, that
is, Γ̃0 = B−1Γ0 and Γ̃1 = B∗(Γ1 +AΓ0), where A = A∗ ∈ B(K), B ∈ B(K̃,K),
and B−1 ∈ B(K, K̃).

8. Let (K,Γ0,Γ1) be a boundary triplet for T ∗, and let G0 and G1 be closed lin-
ear subspaces of K. Define a proper extension SG1,G2 of the operator T by
D(SG0,G1) = {x ∈D(T ∗) : Γ0x ∈ G0,Γ1x ∈ G1}. Determine (SG1,G2)

∗.
9. Consider the relations Bj , j = 1,2,3, on the Hilbert space H = C

2 defined
by the sets of pairs ((x1, x2), (y1, y2)) ∈ C

2 ⊕ C
2 satisfying the equations:

B1: x1 + x2 = 0, y1 = y2, B2: y1 = x1 + x2, y2 = 0,
B3: y1 = x1 + zx2, y2 = wx1 + x2, where z, w are fixed complex numbers.
a. Decide which relations are graphs of operators and decompose the others

into operator parts and multivalued parts.
b. Describe the adjoint relations.
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10. Consider the operators Sj = − d2

dx2 , j = 1,2,3, on L2(0,1), where the domains

consists of all f ∈ H 2(0,1) satisfying the following boundary conditions:
S1: f (0) + f (1) = f ′(0) + f ′(1) = 0, S2: f ′(0) = f (0) + f (1), f ′(1) = 0,
S3: f ′(0) = f (0) + zf (1), −f ′(1) = wf (0) + f (1), where z,w ∈ C.
Determine the domains of the adjoint operators (Sj )

∗, j = 1,2,3.
Hint: Use the boundary triplet (14.12), Exercise 9 and Lemma 14.6.

11. Let T = − d2

dx2 on D(T ) = H 2
0 (0,1). Show that the self-adjoint operator S1 from

Exercise 10 and the Friedrichs extension TF of T have the same lower bound
mS = mTF

= π2.

12. Let T = − d2

dx2 + c2I on D(T ) = H 2
0 (0,1), where c > 0. Find the boundary

conditions for the Krein–von Neumann extension TN .
13. Let T = − d2

dx2 on D(T ) = {f ∈ H 2(a, b) : f (a) = f (b) = f ′(b) = 0},
a, b ∈ R.
a. Show that T is a densely defined closed positive symmetric operator on

L2(a, b).
b. Show that D(T ∗) = {f ∈ H 2(a, b) : f (a) = 0}.
c. Use Exercise 5 to construct a boundary triplet for T ∗.
d. Determine the Friedrichs extension TF .
e. Show that mT > 0 and determine the Krein–von Neumann extension TN .
f. Determine the Krein–von Neumann extension of T + c2I , where c > 0.

14. Let T be a densely defined lower semibounded symmetric operator. Let A be a
subset of the commutant {T }′ (see (1.23)) such that B∗ ∈ A when B ∈A.
a. Suppose that mT > 0. Prove that A⊆ {TN }′.

Hint: Combine Exercises 1.8 and 1.19 with formula (14.67).
b. Prove that there exists a self-adjoint extension A of T such that A⊆ {A}′.

Hint: Obviously, (T + λI)N − λI is a self-adjoint extension of T .



 
     



Chapter 15
Sturm–Liouville Operators

Fundamental ideas on self-adjoint extensions appeared in H. Weyl’s classical work
on Sturm–Liouville operators long before the abstract Hilbert space theory was de-
veloped. This chapter is devoted to a short treatment of the Hilbert space theory of
Sturm–Liouville operators. Section 15.1 is concerned with the case of regular end
points. In Sect. 15.2 we develop the basics of H. Weyl’s limit point–limit circle the-
ory. In Sect. 15.3 we define boundary triplets in the various cases and determine
the Weyl functions and the self-adjoint extensions. The final Sect. 15.4 deals with
formulas for the resolvents of some self-adjoint extensions.

15.1 Sturm–Liouville Operators with Regular End Points

In this chapter we will be concerned with the second-order differential expression

L = − d2

dx2
+ q(x)

treated as an operator on the Hilbert space H = L2(a, b), where −∞ ≤ a < b ≤ ∞.
Throughout this chapter we assume that q is a real-valued continuous function

on (a, b). The behavior of the function q in the neighborhoods of the end points a

and b will be crucial for our considerations.

Remark The theory remains valid almost verbatim for the differential operator
Lf = −(pf ′)′ + qf , where p ∈ C1(a, b) and p(x) > 0 on (a, b).

As shown in the proof of the following lemma, the operator L0 given by L0f =
−f ′′ + qf for f ∈ D(L0) := C∞

0 (a, b) is closable. We denote the closure of L0 by
Lmin. The maximal operator Lmax is defined by Lmaxf = −f ′′ + qf for f in

D(Lmax) := {
f ∈ L2(a, b) : f,f ′ ∈ AC[α,β] for [α,β] ⊂ (a, b),

−f ′′ + qf ∈ L2(a, b)
}
.
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Lemma 15.1 Lmin is a densely defined symmetric operator, and (Lmin)
∗ = Lmax.

Proof Let ϕ ∈ C∞
0 (a, b) and f ∈ D(Lmax). Then f ∈ L1

loc(a, b). Hence, applying
integration by parts (see (E.2)) twice and using that the boundary terms vanish,
we obtain 〈L0ϕ,f 〉 = 〈ϕ,Lmaxf 〉. Therefore, Lmax ⊆ (L0)

∗, so (L0)
∗ is densely

defined. Hence L0 is closable, and for its closure Lmin we have Lmax ⊆ (Lmin)
∗.

Since obviously Lmin ⊆ Lmax, this implies that Lmin is symmetric.
To prove the converse inclusion (Lmin)

∗ ⊆ Lmax, let f ∈ D((Lmin)
∗) and set

g := (Lmin)
∗f . Fix c ∈ (a, b). Since f,g ∈ L2(a, b) and q ∈ C(a, b), we have

qf − g ∈ L1
loc(a, b). Hence, the function

h(x) :=
∫ x

c

∫ s

c

(
q(t)f (t) − g(t)

)
dt ds

and its derivative h′ are in AC[α,β] for each compact interval [α,β] ⊆ (a, b), and
we have h′′ = qf − g on (a, b). If ϕ ∈ C∞

0 (a, b), then ϕ ∈ D(Lmin), and we obtain
〈
f,−ϕ′′ + qϕ

〉 = 〈f,Lminϕ〉 = 〈
(Lmin)

∗f,ϕ
〉 = 〈g,ϕ〉 = 〈

qf − h′′, ϕ
〉
,

so that 〈f,ϕ′′〉 = 〈h′′, ϕ〉. Using integration by parts, the latter yields
∫ b

a

f (x)ϕ′′(x) dx =
∫ b

a

h′′(x)ϕ(x) dx =
∫ b

a

h(x)ϕ′′(x) dx.

This implies that the second distributional derivative of f − h is zero on (a, b).
Hence, there exist constants c0, c1 ∈ C such that f (x) = h(x) + c0 + c1x on (a, b).
Therefore, f and f ′ are in AC[α,β] for [α,β] ⊆ (a, b) and f ′′ = h′′ = qf − g, so
that −f ′′ + qf = g ∈ L2(a, b). That is, f ∈D(Lmax) and g = Lmaxf . �

In what follows we denote the symmetric operator Lmin by T . Then T ∗ = Lmax
by Lemma 15.1. Suppose that f,g ∈ D(T ∗). For c ∈ (a, b), we abbreviate

[f,g]c := f (c)g′(c) − f ′(c)g(c). (15.1)

For each compact interval [α,β] contained in (a, b), integration by parts yields the
Green’s formula

∫ β

α

[
(Lf )(x)g(x) − f (x)(Lg)(x)

]
dx = [f,g]β − [f,g]α. (15.2)

Since f,g ∈ D(T ∗), the integral of Lf g − fLg over the whole interval (a, b) is
finite. Hence, it follows from (15.2) that the limits

[f,g]a := lim
α→a+0

[f,g]α and [f,g]b := lim
β→b−0

[f,g]β (15.3)

exist, and we obtain

[f,g]T ∗ ≡ 〈
T ∗f,g

〉 − 〈
f,T ∗g

〉 = [f,g]b − [f,g]a for f,g ∈D
(
T ∗). (15.4)

Lemma 15.2 If f ∈ D(T ) and g ∈ D(T ∗), then [f,g]a = [f,g]b = 0.
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Proof We carry out the proof of the equality [f,g]a = 0. Let us choose g0 ∈ D(T ∗)
such that g = g0 in some neighborhood of a and g0 = 0 in some neighborhood of b.
Then we have [f,g]a = [f,g0]a and [f,g0]b = 0. Therefore, by (15.4),

0 = 〈T f,g0〉 − 〈
f,T ∗g0

〉 = −[f,g0]a = −[f,g]a. �

Definition 15.1 The expression L is regular at a if a ∈ R and
∫ c

a
|q(x)|dx < ∞ for

some (hence for all) c ∈ (a, b); otherwise L is said to be singular at a.
Likewise, L is called regular at b if b ∈ R and

∫ b

c
|q(x)|dx < ∞ for some (hence

for all) c ∈ (a, b); otherwise, L is singular at b.

Thus, L is regular at both end points a and b if and only if the interval (a, b) is
bounded and q is integrable on (a, b).

Let λ ∈ C and g ∈ L1
loc(a, b). By a solution of the equation L(f ) − λf = g on

(a, b) we mean a function f on (a, b) such that f,f ′ ∈ AC[α,β] for any compact
interval [α,β] ⊂ (a, b) and L(f )(x) − λf (x) = g(x) a.e. on (a, b).

We shall use the following results on ordinary differential equations. Proofs can
be found, e.g., in [Na2, 16.2] and in most text books on ordinary differential equa-
tions.

Proposition 15.3 Let λ ∈C and g ∈ L1
loc(a, b).

(i) If L is regular at a, then for any solution of L(f ) − λf = g, the (finite) limits

f (a) := lim
x→a+0

f (x) and f ′(a) := lim
x→a+0

f ′(x)

exist, so f and f ′ can be extended to continuous functions on [a, b). A similar
statement holds if L is regular at b.

(ii) Let c be an element of (a, b) or a regular end point. Given c1, c2 ∈ C, there is a
unique solution of the differential equation L(f ) − λf = g on (a, b) such that
f (c) = c1 and f ′(c) = c2.

For arbitrary functions f,g ∈ C1(a, b), we define their Wronskian W(f,g) by

W(f,g)x =
∣∣∣∣
f (x) g(x)

f ′(x) g′(x)

∣∣∣∣ = f (x)g′(x) − f ′(x)g(x), x ∈ (a, b).

Note that W(f,g)x = [f,g]x for x ∈ (a, b).
From Proposition 15.3(ii), applied with g = 0, it follows in particular that for any

λ ∈C, the solutions of the homogeneous differential equation

L(f ) ≡ −f ′′ + qf = λf on (a, b) (15.5)

form a two-dimensional complex vector space. A basis of this vector space is called
a fundamental system. It is easily verified that for any fundamental system {u1, u2},
the Wronskian W(u1, u2)x is a nonzero constant on (a, b).

Since T ∗ = Lmax by Lemma 15.1, the solution of (15.5) belonging to the Hilbert
space L2(a, b) are precisely the elements of N (T ∗ − λI).
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Proposition 15.4 The operator T has deficiency indices (0,0) or (1,1) or (2,2).

Proof Since q is real-valued, a function f belongs to N (T ∗ − λI) if and only if its
complex conjugate f is in N (T ∗ − λI). Hence, T has equal deficiency indices. As
just noted, the dimension of N (T ∗ − λI) is less than or equal to 2. �

One of our main aims is to analyze these three possible cases. The outcome will
be summarized in Theorem 15.10 below. In order to study the deficiency indices
of T , the following definition is convenient.

Definition 15.2 Let f be a function on (a, b). We say that f is in L2 near a (resp.
b) if there is a number c ∈ (a, b) such that f ∈ L2(a, c) (resp. f ∈ L2(c, b)).

Let λ ∈ C, and let f be a solution of (15.5) on (a, b). Since then f,f ′ ∈ AC[α,β]
for any interval [α,β] ⊂ (a, b), it is clear that f ∈ N (T ∗ − λI), or equivalently
f ∈ L2(a, b), if and only if f is in L2 near a and f is in L2 near b. This simple fact
will be often used without mention when we study the deficiency indices of T .

Some results concerning regular end points are collected in the next proposition.

Proposition 15.5 Suppose that the end point a is regular for L.

(i) If f ∈ D(T ∗), then f and f ′ can be extended to continuous functions on [a, b).
(ii) Let f be a solution of (15.5) on (a, b), where λ ∈ C. Then f and f ′ extend to

continuous functions on [a, b). In particular, f is in L2 near a.
(iii) The vector space {(f (a), f ′(a)) : f ∈ D(T ∗)} is equal to C

2.
(iv) If f ∈D(T ), then f (a) = f ′(a) = 0.
(v) If L is regular at a and b, then f (a) = f ′(a) = f (b) = f ′(b) = 0 for any

f ∈ D(T ), and the vector space {(f (a), f ′(a), f (b), f ′(b)) : f ∈ D(T ∗)} is
equal to C

4.

Proof Since T ∗f ∈ L2(a, b) ⊆ L1
loc(a, b), Proposition 15.3(i) applies to g := T ∗f

and λ = 0 and yields the assertion of (i). (ii) follows also from Proposition 15.3(i)
now applied with g = 0.

(iii): Let {u1, u2} be a fundamental system of solutions of L(f ) = 0 on (a, b). By
Proposition 15.3(i), uj and u′

j extend to continuous functions on [a, b). Then the

Wronskian W = u1u
′
2 −u′

1u2 is a nonzero constant on [a, b). For (α1, α2) ∈C
2, set

g := α1u1 +α2u2. Given (c1, c2) ∈ C
2, the requirements g(a) = c1, g′(a) = c2 lead

to a system of two linear equations for α1 and α2. It has a unique solution, because
its determinant is the nonzero Wronskian W . Let g be the corresponding function.
Choosing a function f ∈ D(T ∗) such that f = g in some neighborhood of a and
f = 0 in some neighborhood of b, we have f (a) = c1, f ′(a) = c2.

(iv): Let f ∈ D(T ) and g ∈ D(T ∗). By (i), f,f ′, g, and g′ extend by continuity
to a. From Lemma 15.2 we obtain [f,g]a = f (a)g′(a) − f ′(a)g(a) = 0. Because
the values g(a), g′(a) are arbitrary by (iv), the latter implies that f (a) = f ′(a) = 0.

(v): The first assertion follows at once from (iii) and the corresponding result for
b. Let c = (c1, c2, c3, c4) ∈ C

4 be given. By (iv) there are g,h ∈ D(T ∗) satisfying
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g(a) = c1, g′(a) = c2, h(b) = c3, h′(b) = c4. We choose functions g0, h0 ∈ D(T ∗)
such that g = g0 and h0 = 0 in some neighborhood of a and g0 = 0 and h = h0 in
some neighborhood of b. Setting f := g0 +h0, we then have f (a) = c1, f ′(a) = c2,
f (b) = c3, f ′(b) = c4. �

Proposition 15.6 Let λ ∈C\R. Then for each end point of the interval (a, b), there
exists a nonzero solution of (15.5) which is in L2 near to it.

Proof We carry out the proof for the end point b; the case of a is similar.
Fix c ∈ (a, b) and let Tc denote the corresponding operator on the interval (c, b)

in L2(c, b). Choosing functions f,g ∈ C∞
0 (a, b) such that f (c) = g′(c) = 0 and

f ′(c) = g(c) = 1 and applying (15.4) to the operator T ∗
c we obtain

〈
T ∗

c f, g
〉 − 〈

f,T ∗
c f

〉 = −[f,g]c = 1.

Hence, T ∗
c is not symmetric. Therefore, by Proposition 15.4, the symmetric oper-

ator Tc has nonzero equal deficiency indices. Hence, there exists a nonzero f0 in
N (T ∗

c − λI). Then L(f0)(x) = λf0(x) on (c, b). We fix a number d ∈ (c, b). By
Proposition 15.3(ii) there exists a solution f of the equation L(f ) = λf on (a, b)

such that f (d) = f0(d) and f ′(d) = f ′
0(d). From the uniqueness assertion of Propo-

sition 15.3(ii) it follows that f (x) = f0(x) on (c, b). Then f is a nonzero solution
of (15.5), and f is in L2 near b, because f0 ∈ L2(c, b). �

Corollary 15.7 If at least one end point is regular, then the deficiency indices of T

are (1,1) or (2,2). If both end points are regular, then T has deficiency indices
(2,2).

Proof Let λ ∈ C\R. If both end points are regular, by Proposition 15.5(ii) all so-
lutions f of (15.5) are in L2 near a and in L2 near b, so f ∈ N (T ∗ − λI). Thus,
dimN (T ∗ − λI) = 2, and T has deficiency indices (2,2).

Suppose that L is regular at one end point, say a. By Proposition 15.6 there is
a nonzero solution f of (15.5) which is in L2 near b. Since L is regular at a,f

is also in L2 near a by Proposition 15.5(ii). Therefore, f ∈ L2(a, b), and hence
f ∈N (T ∗ − λI). Hence, by Proposition 15.4, the deficiency indices of T are (1,1)

or (2,2). �

15.2 Limit Circle Case and Limit Point Case

The following classical result of H. Weyl is crucial for the study of deficiency indices
and of self-adjointness questions for Sturm–Liouville operators.

Theorem 15.8 (Weyl’s alternative) Let d denote an end point of the interval (a, b).
Then precisely one of the following two possibilities is valid:
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(i) For each λ ∈C, all solutions of (15.5) are in L2 near d .
(ii) For each λ ∈C, there exists one solution of (15.5) which is not in L2 near d .

In case (ii), for any λ ∈ C\R, there is a unique (up to a constant factor) nonzero
solution of (15.5) which is in L2 near d .

Proof We shall carry out the proof for d = b. Since the solution space of (15.5) is
two-dimensional, the last assertion only restates Proposition 15.6.

To prove the alternative, it suffices to show that if for some λ0 ∈ C, all solutions
of (15.5) are in L2 near b, this is also true for each λ ∈ C. Let u be a solution of
L(f ) = λf . We have to prove that u ∈ L2(c, b) for some c ∈ (a, b).

We fix a basis {u1, u2} of the solution space of L(f ) = λ0f . Then the Wronskian
W(u1, u2) is a nonzero constant on (a, b), so we can assume that W(u1, u2) = 1 by
normalization. For g ∈ L1

loc(a, b), let fg denote the function given by

fg(x) := u1(x)

∫ x

c

u2(t)g(t) dt − u2(x)

∫ x

c

u1(t)g(t) dt, x ∈ (a, b). (15.6)

From the variation-of-constants method it is known (and easily verified) that fg

satisfies the equation L(fg) − λ0fg = g on (a, b). Setting v = u + (λ0 − λ)fu, we
get

L(v) = L(u) + (λ0 − λ)L(fu) = λu + (λ0 − λ)(λ0fu + u) = λ0v.

Hence, there exist complex numbers α1, α2 such that v = α1u1 + α2u2. That is,

u = α1u1 + α2u2 + (λ − λ0)fu. (15.7)

Put ϕ := max(|u1|, |u2|) and α := max(|α1|, |α2|). By assumption all solutions of
L(f ) = λ0f are in L2 near b, so there exists e ∈ (a, b) such that u1, u2 ∈ L2(e, b).
Hence, ϕ ∈ L2(e, b), so that C := 8|λ−λ0|2

∫ b

e
ϕ(x)2 dx < ∞. Using first equations

(15.7) and (15.6), applied to fu, and then the Hölder inequality, we derive

∣∣u(x)
∣∣2 ≤ 8α2ϕ(x)2 + 8|λ − λ0|2ϕ(x)2

(∫ x

e

ϕ(t)
∣∣u(t)

∣∣dt

)2

≤ 8α2ϕ(x)2 + ϕ(x)2C

∫ x

e

∣
∣u(t)

∣
∣2

dt, x ∈ (e, b). (15.8)

Since ϕ ∈ L2(e, b), there is c ∈ (e, b) such that
∫ b

c
ϕ(x)2 dx ≤ (2C)−1.

Fix y ∈ (c, b). Integrating both sides of (15.8) over (c, y), we obtain

2
∫ y

c

∣∣u(x)
∣∣2

dx ≤ 16α2
∫ y

c

ϕ(x)2 dx + 2C

∫ y

c

ϕ(x)2
(∫ y

e

∣∣u(t)
∣∣2

dt

)
dx

≤ 16α2
∫ y

c

ϕ(x)2 dx +
∫ y

e

∣∣u(t)
∣∣2

dt,

which in turn implies that
∫ y

c

∣∣u(x)
∣∣2

dx ≤ 16α2
∫ b

c

ϕ(x)2 dx +
∫ c

e

∣∣u(x)
∣∣2

dx. (15.9)
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Because u is continuous on (a, b) and e, c ∈ (a, b), we have
∫ c

e
|u(x)|2 dx < ∞.

Since ϕ ∈ L2(e, b) as noted above, ϕ ∈ L2(c, b). Hence, the right-hand side of (15.9)
is a finite constant. Therefore, since y ∈ (c, b) is arbitrary, u ∈ L2(c, b). �

The following terminology was introduced by H. Weyl.

Definition 15.3 Case (i) in Theorem 15.8 is called the limit circle case at d and
case (ii) the limit point case at d .

By Proposition 15.5(ii), T is in the limit circle case at d if the end point d is
regular.

Let us illustrate the preceding for the simplest possible example.

Example 15.1 (q(x) ≡ 0 on (a, b)) For λ ∈ C, λ 
= 0, a fundamental system of
Eq. (15.5) is given by

{
u1(x;λ) := sin

√
λx, u2(x;λ) := cos

√
λx

}
.

If a or b is in R, it is a regular end point, and T is in the limit circle case at a resp. b.
If a = −∞ or b = ∞, then u1(·;λ) /∈ L2(a, b), so T is in the limit point case.

Let λ ∈ C\R, and let
√

λ denote the square root satisfying Im
√

λ > 0. For
a = −∞ resp. b = ∞, by Theorem 15.8(ii), there is a unique (up to a constant
factor) solution of (15.5) which is in L2 near a resp. b. These solutions are

e−i
√

λx = u2(x;λ) − iu1(x;λ) ∈ L2(−∞,0),

ei
√

λx = u2(x;λ) + iu1(x;λ) ∈ L2(0,+∞). ◦

In the proof of our next theorem we shall use the following lemma.

Lemma 15.9 If T is in the limit point case at a (resp. b), then [f,g]a = 0 (resp.
[f,g]b = 0) for all f,g ∈D(T ∗).

Proof We prove this for the end point b. As in the proof of Proposition 15.6, we
fix c ∈ (a, b) and consider the operator Tc on the interval (c, b) in L2(c, b). Let
λ ∈ C\R. Since L is regular at c by the assumption q ∈ C(a, b), all solutions of
L(f ) = λf on (c, b) are in L2 near c by Proposition 15.5(ii). Because T is in the
limit point case at b, up to a constant factor only one solution is in L2 near b. Hence,
Tc has deficiency indices (1,1), so dimD(T ∗

c )/D(Tc) = 2 by Proposition 3.7.
Take f1, f2 ∈ C∞

0 (a, b) satisfying f1(c) = f ′
2(c) = 0 and f ′

1(c) = f2(c) = 1.
Then f1, f2 ∈D(T ∗

c ). Since h(c) = h′(c) = 0 for h ∈D(Tc) by Proposition 15.5(iv),
f1 and f2 are linearly independent modulo D(Tc). Therefore,

D
(
T ∗

c

) =D(Tc) + Lin{f1, f2}. (15.10)

Since Tc ⊆ T , the restrictions of f,g ∈ D(T ∗) to (c, b) are in D(T ∗
c ). There-

fore, by (15.10), there are functions f0, g0 ∈ D(Tc) such that f − f0 and g − g0
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vanish in some neighborhood of b, because f1 and f2 do so. Clearly, [f,g]b =
[f0, g0]b . Since f0, g0 ∈ D(Tc), we have [f0, g0]b = 0 by Lemma 15.2. Hence,
[f,g]b = 0. �

Theorem 15.10 The symmetric operator T has deficiency indices

(2,2) if T is in the limit circle case at both end points,
(1,1) if T is in the limit circle case at one end point and in the limit point case at

the other, and
(0,0) if T is in the limit point case at both end points.

Proof If T is in the limit circle case at both end points, all solution of (15.5) are
in L2 near a and near b; hence, they are in L2(a, b), and T has deficiency in-
dices (2,2).

Now suppose that T is the limit circle case at one end point, say a, and in the
limit circle case at the other end point b. Then, by the last assertion in Theorem 15.8,
for any λ ∈C \R, there is a unique (up to a factor) nonzero solution of (15.5) which
is in L2 near b. Since T is in the limit circle case at a, this solution is in L2 near a

and hence in L2(a, b). Therefore, the deficiency indices of T are (1,1).
Assume that T is in the limit point case at both end points. Then, by Lemma 15.9,

[f,g]a = [f,g]b = 0 for f,g ∈ D(T ∗). Hence, (15.4) implies that T ∗ is symmetric.
Therefore, T is essentially self-adjoint and has deficiency indices (0,0). �

The following propositions contain two useful criteria that allow us to decide
which of the two cases happens.

Proposition 15.11 Let b = +∞ and suppose that q is bounded from below near to
+∞ (that is, there are numbers c > a and γ ∈ R such that q(x) ≥ γ for all x ≥ c).
Then T is in the limit point case at b = +∞.

Proof By Proposition 15.3(ii), there is a unique solution u of the differential equa-
tion L(f ) ≡ −f ′′ + qf = γf on (a,+∞) satisfying u(c) = 1, u′(c) = 0. Since u is
a solution with the same initial data, u is real-valued by the uniqueness. Then

(
u2)′′ = (

2u′u
)′ = 2

(
u′)2 + 2u′′u = 2

(
u′)2 + 2(q − γ )u · u ≥ 0 on (c,+∞).

Therefore, since (u2)′(c) = 2u′(c)u(c) = 0, we obtain

(
u2)′

(x) =
∫ x

c

(
u2)′′

(t) dt ≥ 0 for x ∈ (c,+∞).

Hence, the function u2 is increasing on (c,+∞). Since u(c) = 1, it follows that u

is not in L2 near b = +∞, so T is in the limit point case at b = +∞. �
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Proposition 15.12 Suppose that a = 0 and b ∈ (0,+∞].
(i) If there exists a positive number c such that c < b and q(x) ≥ 3

4x−2 for all
x ∈ (0, c), then T is in the limit point case at a = 0.

(ii) If there are positive numbers ε and c such that c < b and |q(x)| ≤ ( 3
4 − ε)x−2

for all x ∈ (0, c), then T is in the limit circle case at a = 0.

Proof (i): Put u0(x) := x−1/2. Clearly, the function u0 is not in L2 near a = 0, and
it satisfies the equation −u′′

0(x) + 3
4x−2u0(x) = 0 on (0, b).

By Proposition 15.3(ii) there is a unique solution u of the equation −u′′ +qu = 0
on (0, b) satisfying u(c) = u0(c) + 1 and u′(c) = u′

0(c). Then u is real-valued on
(0, b). Since u(c) > u0(c), u(x) > u0(x) in some neighborhood of c. Set

α := inf
{
t ∈ (0, c) : u(x) > u0(x) for all x ∈ (t, c)

}
.

We prove that α = 0. Assume to the contrary that α > 0. Then u(α) = u0(α) by
the definition of α. Using the assumption on q , we derive

u′′(x) = q(x)u(x) ≥ 3

4
x−2u(x) >

3

4
x−2u0(x) = u′′

0(x) for x ∈ (α, c).

From this inequality it follows that the function u′ − u′
0 is strictly increasing on

(α, c), so u′(x) − u′
0(x) < u′(t) − u′

0(t) for α < x < t < c. Letting t → c − 0 and
using that u′(c) = u′

0(c), we obtain u′(x) − u′
0(x) < 0 for x ∈ (α, c). Therefore,

u − u0 is strictly decreasing on (α, c), that is, u(x) − u0(x) > u(t) − u0(t) for α <

x < t < c. Letting first t → c − 0 and then x → α + 0, we get u(x)−u0(x) ≥ 1 and
u(α) − u0(α) ≥ 1, which contradicts u(α) = u0(α). Thus, α = 0.

The equality α = 0 means that u(x) > u0(x) = x−1/2 on (0, c). Therefore, u is
not in L2 near a = 0, so T is in the limit point case at a = 0.

(ii): To prove that T is in the limit circle case at a = 0, by Theorem 15.8 it suffices
to show that any solution u of the equation −u′′ + qu = 0 is in L2 near a = 0. We
fix such a solution u and assume without loss of generality that ε < 1.

By Proposition 15.3(ii) there exists a unique solution v of the equation

−v′′ + (3/4 − ε)x−2v = 0 on (0, b) (15.11)

satisfying the boundary conditions

v(c) = ∣∣u(c)
∣∣ + 1 and v′(c) = −∣∣u′(c)

∣∣ − 1. (15.12)

A fundamental system {v+, v−} of Eq. (15.11) is given by

v+(x) = xn+ , v−(x) = xn− , where n± := 1/2 ± √
1 − ε.

Since n± > − 1
2 and v is a linear combination of v+ and v−, we have v ∈ L2(0, c).

The boundary conditions of v imply that v(x) > |u(x)| and v′(x) < −|u′(x)| in
some neighborhood of c. Similarly to the proof of (i), we define

α := inf
{
t ∈ (0, c) : v(x) >

∣∣u(x)
∣∣, v′(x) < −∣∣u′(x)

∣∣ for x ∈ (t, c)
}

(15.13)

and prove that α = 0. Assume to the contrary that α > 0.
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Using (15.12), (15.11), and the inequalities |q(x)| ≤ ( 3
4 − ε)x−2, v(x) > |u(x)|

and v′(x) < −|u′(x)| on the interval (α, c), we estimate

v′(α) = −∣∣u′(c)
∣∣ − 1 −

∫ c

α

v′′(x) dx = −∣∣u′(c)
∣∣ − 1 −

∫ c

α

(3/4 − ε)x−2v(x) dx

< −∣∣u′(c)
∣∣ − 1 −

∫ c

α

∣∣q(x)u(x)
∣∣dx ≤ −∣∣u′(c)

∣∣ − 1 −
∣∣∣∣

∫ c

α

u′′(x) dx

∣∣∣∣

= −∣
∣u′(c)

∣
∣ − 1 − ∣

∣u′(c) − u′(α)
∣
∣ < −∣

∣u′(α)
∣
∣,

v(α) = ∣∣u(c)
∣∣ + 1 −

∫ c

α

v′(x) dx >
∣∣u(c)

∣∣ + 1 +
∫ c

α

∣∣u′(x)
∣∣dx

≥ ∣∣u(c)
∣∣ + 1 +

∣∣∣∣

∫ c

α

u′(x) dx

∣∣∣∣ = ∣∣u(c)
∣∣ + 1 + ∣∣u(c) − u(α)

∣∣ >
∣∣u(α)

∣∣.

These two inequalities imply that the set in (15.13) contains a smaller positive num-
ber than α. This is a contradiction which proves that α = 0.

Since α = 0, v(x) > |u(x)| on (0, c). But v is in L2 near 0, and so is u. �

There is an extensive literature concerning limit point and limit circle criteria,
see, e.g., [DS, XIII.6]. Without proof we state one additional result [DS, p. 1407]
which can be considered as a counterpart of Proposition 15.12(i) at b = +∞:

Suppose that b = +∞. If there are numbers c ∈ (a, b) and C > 0 such that
q(x) ≥ −Cx2 for all x ∈ (c,+∞), then T is in the limit point case at b = +∞.

Example 15.2 (q(x) = γ x−2, γ ∈ R, on (0,+∞)) Then L(f ) = −f ′′ + qf = 0 is
one form of Bessel’s equation. The preceding criterion implies that T is in the limit
point case at b = +∞. By Proposition 15.12, T is in the limit point case at a = 0
if and only if γ ≥ 3/4. Therefore, by Theorem 15.10, T is essentially self-adjoint
if and only if γ ≥ 3/4. Otherwise, the symmetric operator T has deficiency indices
(1,1). ◦

15.3 Boundary Triplets for Sturm–Liouville Operators

In this section we develop some boundary triplets for the adjoint of the symmetric
operator T = Lmin depending on the various cases.

Example 15.3 (Regular end points a and b) Throughout this example we assume
that both end points a and b are regular. Recall that by Definition 15.1 this holds if
and only if a and b are in R and q ∈ L1(a, b).

Then the boundary triplet in Example 14.2 for q = 0 generalizes verbatim to
the present case. Indeed, if f ∈ D(T ∗), then f and f ′ can be extended to continu-
ous functions on [a, b] by Proposition 15.5(i). Therefore, by combining (15.1) and
(15.4), or by integration by parts, the boundary form [·,·]T ∗ can be written as

[f,g]T ∗ = f (b)g′(b) − f ′(b)g(b) − f (a)g′(b) + f ′(a)g(a). (15.14)
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There is a boundary triplet (K,Γ0,Γ1) for the operator T ∗ given by

K =C
2, Γ0(f ) = (

f (a), f (b)
)
, Γ1(f ) = (

f ′(a),−f ′(b)
)
. (15.15)

Indeed, Eq. (15.14) shows that condition (i) in Definition 14.2 holds. The surjectivity
condition (ii) is satisfied by Proposition 15.5(v). Note that (15.14) and (15.15) are
just the formulas (14.11) and (14.12) appearing in Example 14.2.

Thus, we are in the setup of Sect. 14.4 and Example 14.8 therein. Therefore,
all self-adjoint extensions of T are parameterized by Eqs. (14.36), (14.37), (14.38),
(14.39).

Next we determine the gamma field and Weyl function for the boundary triplet
(15.15). Let z ∈ C. Since a is a regular end point, by Proposition 15.3(ii) there are
unique solutions s = s(·; z) and c = c(·; z) of the equation −f ′′ +qf = zf on (a, b)

satisfying the boundary conditions

s(a; z) = 0, s′(a; z) = 1, c(a; z) = 1, c′(a; z) = 0. (15.16)

Since both end points are regular, s and c are in L2(a, b) by Proposition 15.5(ii),
and hence s, c ∈Nz := N (T ∗ − zI). Clearly, W(c, s)a = 1, so that W(c, s)x = 1 on
[a, b], because the Wronskian is constant. Thus, {s(·; z), c(·; z)} is a fundamental
system of the equation −f ′′ + qf = zf and a basis of the vector space Nz.

Recall from Corollary 14.8 that T0 denotes the self-adjoint extension of T de-
fined by D(T0) =N (Γ0). Suppose that z ∈ ρ(T0). Then s(b; z) 
= 0. (Indeed, other-
wise we have s(a; z) = s(b; z) = 0, and hence s ∈ D(T0); since s ∈ Nz, we obtain
T0s = zs, which contradicts z ∈ ρ(T0).)

Any element u ∈Nz is a linear combination of the basis {s(·; z), c(·; z)}. Consid-
ering the boundary values u(a) and u(b) and using (15.16), we verify for x ∈ [a, b],

u(x) = (
u(b) − u(a)c(b; z))s(b; z)−1s(x; z) + u(a)c(x; z). (15.17)

For the gamma field γ (z) = (Γ0�Nz)
−1, we therefore obtain for (c1, c2) ∈K,

γ (z)(c1, c2) = (
c2 − c1c(b; z))s(b; z)−1s(·; z) + c1c(·; z). (15.18)

The equation M(z)Γ0u = Γ1u means that M(z)(u(a),u(b)) = (u′(a),−u′(b)) for
u ∈ Nz. Inserting the values u′(a) and u′(b) obtained from (15.17) a simple compu-
tation shows that the Weyl function M(z) is given by

M(z) = −s(b; z)−1
(

c(b; z) −1
−1 s′(b; z)

)
. ◦

Example 15.4 (Limit circle case at a and b) In this example we suppose that T is
in the limit circle case at both end points a and b. In order to construct a bound-
ary triplet for T ∗, we assume that u1 and u2 are real-valued functions of D(T ∗)
satisfying

[u1, u2]a = [u1, u2]b = 1. (15.19)

First, let us show that such functions always exist. Let c ∈ (a, b) and λ ∈ R. By
Proposition 15.3(ii) there exist unique solutions u1, u2 of the differential equation
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−u′′ +qu = λu on (a, b) satisfying u1(c) = u′
2(c) = 1 and u′

1(c) = u2(c) = 0. Since
the complex conjugates u1, u2 are solutions with the same initial data, u1 and u2

are real-valued on (a, b), so that W(u1, u2)x = [u1, u2]x on (a, b). Because T is
in the limit circle case at a and b (see Theorem 15.8), u1 and u2 are in L2(a, b)

and hence in D(T ∗). The Wronskian W(u1, u2)x is constant on (a, b), so we have
[u1, u2]x = [u1, u2]c = 1 for x ∈ (a, b). Since u1, u2 ∈ D(T ∗), the limits x → a + 0
and x → b − 0 exist (see (15.3)) and yield (15.19).

Let f,g ∈D(T ∗). Next, we prove the equation

[f,g]d = [f,u1]d [g,u2]d − [f,u2]d [g,u1]d for d = a, b. (15.20)

Equation (15.20) will be derived from the Plücker identity for the Wronskian

W(f1, f2)xW(f3, f4)x − W(f1, f3)xW(f2, f4)x + W(f1, f4)xW(f2, f3)x = 0,

which holds for arbitrary functions f1, f2, f3, f4 ∈ C1(a, b) and x ∈ (a, b). It fol-
lows by a direct computation or from the Laplace expansion of the determinant

∣∣∣∣∣∣∣∣

f1(x) f2(x) f3(x) f4(x)

f ′
1(x) f ′

2(x) f ′
3(x) f ′

4(x)

f1(x) f2(x) f3(x) f4(x)

f ′
1(x) f ′

2(x) f ′
3(x) f ′

4(x)

∣∣∣∣∣∣∣∣

= 0.

Inserting f1 = f , f2 = g, f3 = u1, f4 = u2 into the Plücker identity and using the
relation W(u,v)x = [u,v]x and the fact that u1, u2 are real-valued, we get

[f,g]x[u1, u2]x − [f,u1]x[g,u2]x + [f,u2]x[g,u1]x = 0.

Since [g,uj ]x = [g,uj ]x and [u1, u2]a = [u1, u2]b = 1 by assumption (15.19),
Eq. (15.20) follows by letting x → a + 0 and x → b − 0.

Combining Eqs. (15.4) and (15.20), we finally obtain

[f,g]T ∗ = [f,g]b − [f,g]a
= [f,u1]b[g,u2]b − [f,u2]b[g,u1]b − [f,u1]a[g,u2]a + [f,u2]a[g,u1]a.

(15.21)

Then there is a boundary triplet (K,Γ0,Γ1) for the operator T ∗ defined by

K =C
2, Γ0(f ) = ([f,u1]a, [f,u1]b

)
, Γ1(f ) = ([f,u2]a,−[f,u2]b

)
. (15.22)

Indeed, condition (i) in Definition 14.2 follows at once from (15.21). To verify con-
dition (ii), we take functions u1a, u1b, u2a, u2b ∈ D(T ∗) such that uka = uk (resp.
ukb = uk) in some neighborhood of a (resp. b) and zero in some neighborhood of b

(resp. a). Since uj ∈ D(T ∗) is real-valued, we have [uj ,uj ]a = [uj ,uj ]b = 0 for
j = 1,2. Therefore, choosing f as a linear combination of u1a , u1b , u2a , u2b and
using (15.19), we easily see that any vector of C4 arises as (Γ0(f ),Γ1(f )).
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Since the boundary triplet (15.22) is of the form treated in Sect. 14.4 by setting

ϕ1(f ) = [f,u1]a, ϕ2(f ) = [f,u1]b,
ψ1(f ) = [f,u2]a, ψ2(f ) = −[f,u2]b,

all self-adjoint extensions of T are described by Eqs. (14.30), (14.31), (14.32),
(14.33). ◦

Example 15.5 (Regular end point a and limit point case at b) Assume now that the
end point a is regular and T is in the limit point case at b.

Then, by Proposition 15.5(i) and Lemma 15.9, f and f ′ extend to continuous
functions on [a, b), and we have [f,g]b = 0 for f,g ∈D(T ∗). Therefore, by (15.4),

[f,g]T ∗ = f ′(a)g(a) − f (a)g′(a), f, g ∈ D
(
T ∗).

Hence, it follows that there is a boundary triplet (K,Γ0,Γ1) for T ∗ defined by

K =C, Γ0(f ) = f (a), Γ1(f ) = f ′(a).

By Example 14.7, all self-adjoint extensions of T on L2(a, b) are parameterized by
the boundary conditions

f (a) cosα = f ′(a) sinα, α ∈ [0,π). (15.23)

As in Example 15.3, we consider the fundamental system {s(·; z), c(·; z)} of the
equation −f ′′ + qf = zf determined by the boundary conditions (15.16).

Since T is in the limit circle case at a (because a is a regular end point) and in
the limit point case at b, T has deficiency indices (1,1) by Theorem 15.10. Hence,
for any z ∈ C\R, the space of solutions of −f ′′ + qf = zf belonging to L2(a, b)

has dimension 1. But s(·; z) is not in L2(a, b). (Otherwise it would be in D(T0) and
so an eigenfunction of the self-adjoint operator T0 with eigenvalue z ∈ C\R, which
is impossible.) Hence, there exists a unique complex number m(z) such that

ub(t; z) := c(t; z) + m(z)s(t; z) ∈ L2(a, b), z ∈ C\R. (15.24)

The function m(z) is called the Weyl–Titchmarsh function. It plays a crucial role for
the spectral analysis of Sturm–Liouville operators.

Since Nz =C ·ub(·; z), we have γ (z) = ub(·; z). Combining (15.24) and (15.16),
we conclude that u′

b(a; z) = m(z). Hence, M(z) = Γ1γ (z) = u′
b(a; z) = m(z). That

is, the Weyl function M(z) of the boundary triplet (K,Γ0,Γ1) defined above is just
the Weyl–Titchmarsh function m(z). ◦

In the next example we compute the function m(z) in the simplest case.

Example 15.6 (Example 15.1 continued: q(x) ≡ 0 on (0,+∞)) Then a = 0 is a
regular end point, and T is in the limit point case at b = +∞. The fundamental
system from (15.16) is given by s(x;0) = x, c(x;0) = 1 and

s(x; z) = 1√
z

sin
√

zx, c(x; z) = cos
√

zx, z ∈C, z 
= 0.
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For z ∈ C\[0,∞), let
√

z denote the square root of z satisfying Im
√

z > 0. Then

ub(x; z) = ei
√

zx = c(x; z) + i
√

zs(x; z) ∈ L2(0,∞). (15.25)

Hence, the Weyl function is M(z) = m(z) = i
√

z. ◦

Example 15.7 (Limit circle case at a and limit point case at b) Suppose that T is
in the limit circle case at a and in the limit point case at b.

Let us assume that u1 and u2 are real-valued functions from D(T ∗) such that

[u1, u2]a = 1. (15.26)

To show that such functions exist, we modify the reasoning from Example 15.4.
Let us denote the functions u1, u2 constructed therein by ũ1, ũ2, respectively. Since
T is in the limit point case at b, we cannot conclude that ũ1, ũ2 ∈ L2(a, b). However,
if we choose real-valued functions u1, u2 ∈ D(T ∗) such that uj = ũj in a neighbor-
hood of a and uj = 0 in a neighborhood of b, then [u1, u2]a = [̃u1, ũ2]a = 1.

Now we proceed as in Example 15.4. Since [f,g]b = 0 for f,g ∈ D(T ∗) by
Lemma 15.9, we obtain

[f,g]T ∗ = [f,u2]a[g,u1]a − [f,u1]a[g,u2]a, f, g ∈D
(
T ∗).

Hence, there is a boundary triplet (K,Γ0,Γ1) for T ∗ defined by

K =C, Γ0(f ) = [f,u1]a, Γ1(f ) = [f,u2]a.
Note that u1 ∈ D(T0) and u2 ∈ D(T1) by (15.26), where T0 and T1 are the two
distinguished self-adjoint extensions of T from Corollary 14.8. ◦

15.4 Resolvents of Self-adjoint Extensions

First we recall the variation-of-constants formula for the inhomogeneous equation.
Let z ∈ C and g ∈ L1

loc(a, b). Let {u1, u2} be a basis of the vector space of solution
of L(u)− zu = 0 on (a, b), and let c be a point of (a, b) or a regular end point. Then
a function f on (a, b) is a solution of the equation L(f ) − zf = g on (a, b) if and
only if there are numbers α1, α2 ∈ C such that

f (x) = α1u1(x) + α2u2(x)

+ W(u1, u2)
−1
x

(
u1(x)

∫ x

c

u2(t)g(t) dt − u2(x)

∫ x

c

u1(t)g(t) dt

)
,

(15.27)

where we set
∫ x

c
:= − ∫ c

x
if x ≤ c. To prove this fact, it suffices to check that the

function on the second line is a solution of the inhomogeneous equation. This fol-
lows from a simple computation using that the Wronskian is constant on (a, b).
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Let us turn to the resolvent formulas. Throughout {ua,ub} will be a basis of the
solution space of L(u) − zu = 0 on (a, b). The Wronskian W(ub,ua)x is a nonzero
constant W(ub,ua) on (a, b). We define a kernel Kz(·,·) on (a, b) × (a, b) by

Kz(x, t) =
{

W(ub,ua)
−1ua(x)ub(t) for x ≤ t

W(ub,ua)
−1ub(x)ua(t) for x > t

}
(15.28)

and an integral operator Rz on L2(a, b) by

(Rzg)(x) =
∫ b

a

Kz(x, t)g(t) dt, g ∈ L2(a, b). (15.29)

In the following two propositions both functions ua and ub are in L2(a, b). Since
therefore Kz ∈ L2((a, b) × (a, b)), by Theorem A.6 the integral operator Rz is a
Hilbert–Schmidt operator on L2(a, b). In particular, Rz is then compact.

Proposition 15.13 Suppose that both end points a and b are regular and α =
(α1, α2), where α1, α2 ∈ [0,π). Let Aα denote the restriction of T ∗ to the domain

D(Aα) = {
f ∈D

(
T ∗) : f (a) cosα1 = f ′(a) sinα1, f (b) cosα2 = f ′(b) sinα2

}
.

For z ∈ C, we denote by ua and ub the unique solutions (by Proposition 15.3(ii)) of
the differential equation L(u) ≡ −u′′ + qu = zu satisfying the boundary conditions

ua(a) = sinα1, u′
a(a) = cosα1, ub(b) = sinα2, u′

b(b) = cosα2.

(15.30)

Then Aα is a self-adjoint operator on L2(a, b). For any z ∈ ρ(Aα), the resolvent
Rz(Aα) is equal to the operator Rz defined by (15.29) with kernel (15.28), that is,

(
Rz(Aα)g

)
(x) = W(ub,ua)

−1
(

ub(x)

∫ x

a

ua(t)g(t) dt + ua(x)

∫ b

x

ub(t)g(t) dt

)
.

(15.31)

It should be emphasized that ua (resp. ub) satisfies the boundary condition for
D(Aα) at the end point a (resp. b), but not at b (resp. a) when z ∈ ρ(Aα). Also, note
that the functions ua and ub depend on the number z and they are in L2(a, b) for all
z ∈C by Proposition 15.5(ii), because both end points are regular.

Proof The operator Aα is self-adjoint, because it is defined by Eqs. (14.34) in Ex-
ample 14.8 applied to the boundary triplet (15.15) of Example 15.3.

Suppose that z ∈ ρ(Aα). Then ua and ub are linearly independent, and hence
the Wronskian is a nonzero constant. (Indeed, if ua were a multiple of ub , then ua

would satisfy both boundary conditions of Aα , so ua ∈ D(Aα). But then ua would
be an eigenvector of Aα with eigenvalue z, which contradicts z ∈ ρ(Aα).)

Let L2
0(a, b) denote the set of g ∈ L2(a, b) which vanish in neighborhoods of a

and b. Since Rz and Rz(Aα) are bounded operators and L2
0(a, b) is obviously dense

in L2(a, b), it suffices to prove the equality Rzg = Rz(Aα)g for g ∈ L2
0(a, b).
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By (15.28) and (15.29) the function f := Rzg is given by the right-hand side of
formula (15.31). Writing the integral

∫ b

x
in (15.31) as

∫ b

a
− ∫ x

a
, the function f is of

the form (15.27), where c = a, α1 = 0, α2 = W(ub,ua)
−1

∫ a

b
ub(t)g(t) dt , u1 = ub ,

u2 = ua . Hence, f is a solution of the inhomogeneous equation L(f ) − zf = g

on (a, b). That is, we have T ∗f − zf = g. Since g ∈ L2
0(a, b), it follows from

(15.31) that f is a constant multiple of ua in some neighborhood of a and a constant
multiple of ub in some neighborhood of b. Therefore, f ∈D(Aα). These facts imply
that f ≡ Rzg = Rz(Aα)g. �

Proposition 15.14 Suppose that T is in the limit circle case at a and b. Assume
that u1 and u2 are as in Example 15.4 (that is, u1 and u2 are real-valued functions
of D(T ∗) satisfying (15.19)). Let α1, α2 ∈ [0,π) and set α = (α1, α2). We denote by
D(Aα) the set of all functions f ∈D(T ∗) such that

[f,u1]a cosα1 = [f,u2]a sinα1, [f,u1]b cosα2 = [f,u2]b sinα2.

(15.32)

Then Aα := T ∗�D(Aα) is a self-adjoint operator on L2(a, b). For any z ∈ ρ(Aα)

there exist nonzero solutions ua , ub of the equation L(u) = zu on (a, b) such that

[ua,u1]a cosα1 = [ua,u2]a sinα1, [ub,u1]b cosα2 = [ub,u2]b sinα2

(15.33)

and the resolvent Rz(Aα) acts by formula (15.31). The functions ua and ub are in
L2(a, b), and they are uniquely determined up to some constant factors by (15.33).

Note that the kernel (15.28) remains unchanged if ua or ub are replaced by
nonzero constant multiples. As in Proposition 15.13, for any z ∈ ρ(Aα), the func-
tions ua and ub satisfy the boundary conditions for Aα at one end point, but not at
the other.

Proof Since conditions (15.32) are just Eqs. (14.34) in Example 14.8 applied to the
boundary triplet (15.22) of Example 15.4, the operator Aα is self-adjoint.

Fix z ∈ ρ(Aα). Let {v1, v2} be a fundamental system of the equation L(u) = zu

on (a, b). Put v = c1v1 + c2v2 for c1, c2 ∈C. Since the condition

[v,u1]a cosα1 = [v,u2]a sinα1 (15.34)

is a homogeneous linear equation in c1, c2, it has a nonzero solution v. Set ua :=
v. To prove that this solution is uniquely determined up to a factor, we assume
the contrary. Then (15.34) holds for all such v. We choose a nonzero v satisfying
[v,u1]b cosα2 = [v,u2]b sinα2. Then v ∈ D(Aα). Hence, v is an eigenvector of Aα

with eigenvalue z, which contradicts the assumption z ∈ ρ(Aα).
The assertions concerning ub are proved by a similar reasoning.
Since T is in the limit circle case at a and b, we have ua,ub ∈ L2(a, b) by

Theorem 15.8(i). Now the proof of the resolvent formula (15.31) is verbatim the
same as the corresponding proof of Proposition 15.13. �
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Corollary 15.15 Suppose that T is in the limit circle case at a and b. Then each
self-adjoint extension A of T on L2(a, b) has a purely discrete spectrum. If νn(A),
n ∈N, is an enumeration of all nonzero eigenvalues of A counted with multiplicities,
then

∞∑

n=1

νn(A)−2 < ∞. (15.35)

Proof Recall that the resolvent Ri(Aα) of the operator Aα from Proposition 15.14
is an integral operator with kernel Ki ∈ L2((a, b)×(a, b)), since ua,ub ∈ L2(a, b).
Hence Ri(Aα) is a Hilbert–Schmidt operator by Theorem A.6.

Since A and Aα are extensions of T , the operator C := Ri(A) − Ri(Aα) van-
ishes on R(T − iI ). By Theorem 15.10, T has deficiency indices (2,2). Hence,
dimR(T − iI )⊥ = 2, so C is a bounded operator of rank not more than 2. Since
C and Ri(Aα) are Hilbert–Schmidt operators, so is Ri(A). By Corollary A.5 the
sequence (μn;n ∈ N) of eigenvalues of Ri(A) is in l2(N). By Propositions 2.11
and 2.10(ii), A has a purely discrete spectrum, and the eigenvalues of A are μ−1

n + i.
It is easily verified that (μn) ∈ l2(N) implies (15.35). �

For the rest of this section, we assume that the end point a is regular and T

is in the limit point case at b. Then, by Theorem 15.10, T has deficiency indices
(1,1). As noted in Example 15.5, the self-adjoint extensions of T on L2(a, b) are
the operators Aα := T ∗�D(Aα), where

D(Aα) = {
f ∈D

(
T ∗) : f (a) cosα = f ′(a) sinα

}
, α ∈ [0,π). (15.36)

Fix α ∈ [0,π) and z ∈ ρ(Aα). We show that there exists a fundamental system
{ua,ub} for the equation L(u) = zu such that ub ∈ L2(a, b) and ua satisfies the
boundary condition in (15.36). Indeed, since a is a regular end point, by Proposi-
tion 15.3(ii) such a solution ua exists. By Proposition 15.6 there is a nonzero solu-
tion ub which is in L2 near b. Then ub ∈ L2(a, b), because a is a regular end point.
But ua /∈ L2(a, b). (Otherwise, ua ∈ D(Aα), so z ∈ ρ(Aα) would be an eigenvalue
of the operator Aα , which is impossible.) Clearly, ua and ub are linearly indepen-
dent, since ub is in L2(a, b), but ua is not.

Since ua /∈ L2(a, b), we cannot conclude that the kernel Kz defined by (15.28)
is in L2((a, b)×(a, b)). But since ub ∈ L2(a, b) and ua ∈ L2(a, c) for a < c < b, it
follows easily from (15.28) that Kz(x, ·) ∈ L2(a, b) for any fixed x ∈ (a, b).

In particular, Kz(x, ·) ∈ L2(a, b) a.e. on (a, b). An integral operator (15.29) with
kernel Kz satisfying the latter condition is called a Carleman integral operator.

Proposition 15.16 Suppose that a is a regular end point and T is in the limit
point case at b. Let α ∈ [0,π) and z ∈ ρ(Aα). Then there exists a fundamental
system {ua,ub} for the equation L(u) = zu such that ua(a) cosα = u′

a(a) sinα

and ub ∈ L2(a, b). The resolvent Rz(Aα) of the self-adjoint operator Aα defined
by (15.36) is the integral operator Rz with kernel (15.28).
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Proof By the preceding discussion only the assertion concerning the resolvent for-
mula remains to be proved.

First, suppose that g ∈ L2
0(a, b). Set f := Rz(Aα)g. Then L(f ) − zf = g on

(a, b) and g ∈ L1
loc(a, b). Therefore, by formula (15.27) applied to the fundamental

system {ub,ua}, f has to be of the form

f (x) = ub(x)

(
α1 + W−1

∫ x

a

ua(t)g(t) dt

)

+ ua(x)

(
α2 − W−1

∫ x

a

ub(t)g(t) dt

)
, (15.37)

where W := W(ub,ua) and α1, α2 ∈ C. Since g ∈ L2
0(a, b), there are numbers

c, d ∈ (a, b) such that g(x) = 0 on (a, c) ∪ (d, b). By (15.37) we have f (x) =
ub(x)α1 + ua(x)α2 on (a, c). Both f ∈ D(Aα) and ua satisfy the boundary condi-
tion (15.36) at the end point a, but ub does not (otherwise ub would be a multiple
of ua by the uniqueness assertion of Proposition 15.3(ii)). Hence α1 = 0.

Recall that g(t) = 0 on (d, b). Therefore, by (15.37) we have for x ∈ (d, b),

f (x) = ub(x)W−1
∫ b

a

ua(t)g(t) dt

+ ua(x)

(
α2 − W−1

∫ b

a

ub(t)g(t) dt

)
.

Since ua /∈ L2(d, b) and f,ub ∈ L2(d, b), it follows from the preceding formula
that α2 = W−1

∫ b

a
ub(t)g(t) dt . By inserting this into (15.37) the right-hand side of

(15.37) can be rewritten as Rzg. This proves that Rz(Aα)g = f = Rzg.
Now let g ∈ L2(a, b). Since L2

0(a, b) is dense in L2(a, b), there is a sequence
(gn) from L2

0(a, b) such that gn → g. Then Rz(Aα)gn → Rz(Aα)g, because
Rz(Aα) is bounded. Since Kz(x, ·) ∈ L2(a, b) for fixed x ∈ (a, b) as noted above,
we obtain

∣∣(Rzgn)(x) − (Rzg)(x)
∣∣ =

∣∣∣
∣

∫ b

a

Kz(x, t)
(
gn(t) − g(t)

)
dt

∣∣∣
∣

≤
∫ b

a

∣∣Kz(x, t)
(
gn(t) − g(t)

)∣∣dt

≤ ‖gn − g‖
(∫ b

a

∣
∣Kz(x, t)

∣
∣2

dt

)1/2

→ 0

as n → ∞ for all fixed x ∈ (a, b). But Rzgn = Rz(Aα)gn → Rz(Aα)g as n → ∞.
Therefore, the preceding implies that Rzg = Rz(Aα)g. �

Example 15.8 (Example 15.6 continued: q(x) ≡ 0 on (0,+∞)) Recall that 0 is
a regular end point and T is in the limit point case at +∞. The function ub was
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already given by formula (15.25). A solution ua of the equation L(u) ≡ −u′′ = zu

satisfying the boundary condition u(0) cosα = u′(0) sinα is

ua(x; z) = sinα cos
√

zx + cosα√
z

sin
√

zx. (15.38)

Hence, by Proposition 15.16, the resolvent Rz(Aα) is the integral operator Rz with
kernel (15.28) obtained by inserting the functions ua and ub defined by (15.38) and
(15.25), respectively. ◦

15.5 Exercises

1. Decide whether or not the end points are regular and whether or not T is in the
limit circle or in the limit point case. Determine the deficiency indices of the
corresponding Sturm–Liouville operator.
a. q(x) = −x2 on (0,+∞),
b. q(x) = x2 + x−1/2 on (0,+∞),
c. q(x) = −x2 + x−2 on (0,1),
d. q(x) = x2 + 1

2x−2 on (0,1),
e. q(x) = √

x(1 − x) on (0,1),
f. q(x) = 2x−1

√
1 − x on (0,1).

2. Let J be the conjugation on L2(a, b) defined by (Jf )(x) = f (x).
a. Describe all self-adjoint extensions of T in Example 15.3 which are J -real

(see Definition 13.1).
b. Suppose that a and b are regular end points. Show that there exists a self-

adjoint extension of T which has eigenvalues of multiplicity at least 2.
Hint: Use an extension which is not J -real.

c. Suppose that a is a regular end point and T is in the limit point case at b.
Show that all self-adjoint extensions of T are J -real.

3. Let Aα be the self-adjoint operator with decoupled boundary conditions from
Proposition 15.13. Show that each eigenvalue of Aα has multiplicity one.

4. Suppose that T is in the limit circle case at a and in the limit point case at b. Let
u ∈ D(T ∗) be real-valued and suppose that [v,u]a 
= 0 for some v ∈ D(T ∗).
Let Au denote the restriction of T ∗ to D(Au) := {f ∈D(T ∗) : [f,u]a = 0}.
a. Use the Plücker identity to show that [f1, f2]a = 0 for f1, f2 ∈ D(Au).
b. Show that Au is self-adjoint.

∗5. Let Rz(Aα) be the resolvent operator from Proposition 15.16. Let B be the
multiplication operator by the characteristic function of a compact subinterval
[c, d] of (a, b). Show that the operator BRz(Aα)B is compact.

6. Suppose that T is in the limit circle case at a and in the limit point case at b.
a. Describe all self-adjoint extensions of T .

∗b. Find and prove the resolvent formulas for these self-adjoint extensions.
Hint: Compare with Proposition 15.14 and modify the proof of Proposi-
tion 15.16.
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∗7. Suppose that T is in the limit point case at a and b. Find and prove the resolvent
formula for the self-adjoint operator T .

8. Consider the operators Tj = − d2

dx2 , j = 1,2,3, on L2(0,1), where the do-

mains consists of all functions of H 1(0,1) satisfying the boundary conditions:
T1 : f ′(0) = f ′(1) = 0, T2 : f ′(0) = f (1) = 0, T3 : f (0) = f (1) + f ′(1) = 0.
Find the eigenvalues, eigenfunctions, and the resolvents of the self-adjoint op-
erators Tj , j = 1,2,3.



Chapter 16
The One-Dimensional Hamburger Moment
Problem

The close relationship between the moment problem and operator theory dates
back to the early days of functional analysis. In this chapter we develop the one-
dimensional Hamburger moment problem with the emphasis on self-adjoint exten-
sion theory. Section 16.1 deals with orthogonal polynomials and the Jacobi operator
associated with a moment sequence. Basic results on the existence, the set of solu-
tions, and the uniqueness are given in terms of self-adjoint extensions. In Sect. 16.2,
polynomials of second kind are studied. Section 16.3 is devoted to the advanced
theory in the indeterminate case. Fundamental notions such as Nevanlinna functions
and Weyl circles are treated, and von Neumann solutions are described therein. In
Sect. 16.4, Nevanlinna’s parameterization of the set of all solutions is developed.

16.1 Moment Problem and Jacobi Operators

Let us begin with some notation. We denote by M(R) the set of all positive Borel
measures μ on R for which all polynomials are μ-integrable and by 〈·,·〉μ the scalar
product of L2(R,μ). For a polynomial p(x) = ∑

n γnx
n ∈ C[x], we set p(x) :=∑

n γ nx
n. If s = (sn)n∈N0 is a real sequence, let Ls be the linear functional on C[x]

defined by Ls(x
n) = sn for n ∈N0. The vector space of all finite complex sequences

γ = (γ0, . . . , γk,0,0, . . .) is denoted by d.

Definition 16.1 For a measure μ ∈M(R), we call the number

sn ≡ sn(μ) =
∫

R

xn dμ(x), n ∈N0, (16.1)

the nth moment of μ, and the sequence s = (sn)n∈N0 the moment sequence of μ.

The Hamburger moment problem, briefly the moment problem, asks when a given
real sequence s is the moment sequence of some measure μ ∈M(R). In this case we
say the moment problem for s is solvable and μ is a solution or μ is a representing
measure for s. The set of all representing measures for s is denoted by Ms .

K. Schmüdgen, Unbounded Self-adjoint Operators on Hilbert Space,
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Definition 16.2 A moment sequence s is determinate if it has only one representing
measure. A measure μ ∈ M(R) is called determinate if its moment sequence is
determinate. Otherwise, we say that s and μ are indeterminate.

The aim of this section is to study the existence problem and the uniqueness
problem by means of self-adjoint operators on Hilbert space.

Example 16.1 (Examples of indeterminate moment sequences) Explicit examples
of indeterminate moment sequences were already constructed by T. Stieltjes (1894).
He observed that the measures μ,μk ∈M(R), k ∈ Z, given by

dμ(x) = χ(0,+∞)(x)e−x1/4
dx and dμk(x) = χ(0,+∞)(x)xk−lnx dx, k ∈ Z,

are indeterminate. We will prove this fact for the measures μk .
Substituting t = lnx, the moments of μk , k ∈ Z, are computed by

sn(μk) =
∫

R

xn dμk(x) =
∫ ∞

0
xnxk−lnx dx =

∫

R

etnet (k−t)et dt

=
∫

R

e−(t−(n+k+1)/2)2
e(n+k+1)2/4 dt = √

πe(n+k+1)2/4, n ∈ N0.

Also, this proves that all powers xn are μk-integrable and hence μk ∈ M(R).
For arbitrary c ∈ [−1,1], we define the measure ρc,k ∈M(R) by

dρc,k(x) = [
1 + c sin(2π lnx)

]
dμk(x).

Each measure ρc,k has the same moments as μk , and hence μk is indeterminate,
since

∫

R

xn
(
sin(2π lnx)

)
dμk(x)

=
∫

R

etn(sin 2πt)et (k−t)et dt

=
∫

R

e−(t−(n+k+1)/2)2
e(n+k+1)2/4(sin 2πt) dt

= e(n+k+1)2/4
∫

R

e−s2(
sin

(
2πs + (n + k + 1)π

))
ds

= (−1)n+k+1e(n+k+1)2/4
∫

R

e−s2
(sin 2πs)ds = 0, n ∈N0.

Let a > 0 and b > 0 and define two measures ν1, ν2 ∈ M(R) by

dν1(x) = e−a|x|b dx and dν2(x) = χ(0,+∞)(x)e−axb

dx.

It can be shown that ν1 is determinate if and only if b ≥ 1 and that ν2 is determinate
if and only if b ≥ 1/2 (see, e.g., [ST], p. 22). ◦
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Now let μ ∈M(R), and let s be the moment sequence of μ. Then

Ls(pp) =
∑

k,l

γkγ lsk+l =
∑

k,l

γkγ l

∫

xk+l dμ(x) =
∫

∣
∣p(x)

∣
∣2

dμ(x) ≥ 0 (16.2)

for all polynomials p(x) = ∑
k γkx

k ∈ C[x] or all sequences γ = (γk) ∈ d. That
is, the sequence s is positive semi-definite, or equivalently, Ls(pp) ≥ 0 for all
p ∈C[x].

Further, if Ls(pp) = 0 for some p ∈ C[x], p 
= 0, it follows from (16.2) that μ

is supported by the finite set of zeros of p. We want to exclude this simple case.
Let s = (sn)n∈N0 be a real sequence. From linear algebra it is well known that the

sequence s is positive definite if and only if

∣
∣
∣
∣
∣
∣
∣
∣
∣
∣

s0 s1 s2 . . . sn
s1 s2 s3 . . . sn+1
s2 s3 s4 . . . sn+2
. . .

sn sn+1 sn+2 . . . s2n

∣
∣
∣
∣
∣
∣
∣
∣
∣
∣

> 0 for all n ∈N0.

From now on we assume that s = (sn)n∈N0 is a positive definite real sequence and
s0 = 1.

The requirement s0 = 1 simplifies various formulas. For instance, it implies that
P0(x) = 1, where P0 is the first of the polynomials from Proposition 16.3 be-
low.

That s is positive definite means that Ls(pp) > 0 for all p ∈ C[x], p 
= 0. Then

〈p,q〉s := Ls(p q), p, q ∈ C[x], (16.3)

defines a scalar product 〈·,·〉s on the vector space C[x]. We denote the Hilbert space
completion of the unitary space (C[x], 〈·,·〉s) by Hs . Note that 〈p,q〉s is real for
p,q ∈ R[x], because the sequence s = (sn) is real.

Let Mx denote the multiplication operator by the variable x, that is,

Mxp(x) := xp(x) for p ∈ D(Mx) := C[x].
For p,q ∈ C[x], we have 〈Mxp,q〉s = Ls(xpq) = Ls(pxq) = 〈p,Mxq〉s . That is,
Mx is a densely defined symmetric operator on the Hilbert space Hs .

The self-adjoint extension theory of this symmetric operator Mx is the thread of
the operator-theoretic approach to the moment problem.

The existence of a solution of the moment problem is clarified by the following:

Theorem 16.1 Let s be a positive definite real sequence. Then the moment problem
for s has a solution.

If A is a self-adjoint operator on a Hilbert space G such that Hs is a subspace of
G and Mx ⊆ A and EA denotes the spectral measure of A, then μA(·) = 〈EA(·)1,1〉
is a representing measure for s. Every representing measure for s is of this form.
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Proof Let A be a self-adjoint extension of Mx on G. Since Mx ⊆ A and hence
(Mx)

n ⊆ An, the polynomial 1 is in the domain D(An), and we have
∫

R

xn d
〈
EA(x)1,1

〉 = 〈
An1,1

〉 = 〈
(Mx)

n1,1
〉
s
= 〈

xn,1
〉
s
= Ls

(
xn

) = sn

for n ∈N0. This shows that μA is a solution of the moment problem for s.
That each solution is of this form follows from Lemma 16.2 below.
Since the symmetric operator Mx has a self-adjoint extension on a larger Hilbert

space (by Proposition 3.17), the moment problem for s is always solvable. �

Next, we will give a more precise description of the relevant self-adjoint ex-
tensions of the symmetric operator Mx . A self-adjoint extension A of Mx on a
possibly larger Hilbert space G (that is, Hs ⊆ G and Mx ⊆ A) is called minimal
if the polynomial 1 is a cyclic vector for A (see Definition 5.1), or equivalently,
if {f (A)1 : f ∈ F1} is dense in G. Here F1 denotes the set of all EA-a.e. finite
measurable functions f :R→ C∪ {∞} for which 1 ∈ D(f (A)).

Lemma 16.2 Let μ ∈ Ms . Then we have

Ls(p) =
∫

R

p(x)dμ(x) and 〈p,q〉s = 〈p,q〉μ for p,q ∈C[x]. (16.4)

The inclusion C[x] ⊆ L2(R,μ) extends to a unitary operator of Hs onto a closed
subspace of L2(R,μ). The self-adjoint operator Ax on L2(R,μ) defined by

(Axf )(x) = xf (x) for f ∈D(Ax) := {
f ∈ L2(R,μ) : xf (x) ∈ L2(R,μ)

}

is a minimal extension of the operator Mx , and μ(·) = μAx (·) ≡ 〈EAx (·)1,1〉μ.

Proof From μ ∈ M(R) it follows that C[x] ⊆ D(Ax). Clearly, Mx ⊆ Ax . Since μ

is a representing measure for s, we have

Ls(p) =
∑

k

γksk =
∑

k

γk

∫

R

xk dμ(x) =
∫

R

p(x)dμ(x)

for p(x) = ∑
k γkx

k ∈ C[x], which proves the first equality of (16.4). Obviously,
this implies the second equality. Hence, the inclusion C[x] ⊆ L2(R,μ) can be ex-
tended by continuity to a unitary embedding of Hs into L2(R,μ).

By Examples 2.1, 4.6, and 5.2, Ax is self-adjoint, μ(·) = 〈EAx (·)1,1〉, and the
operators f (Ax) act as multiplication operators by f (x) on L2(R,μ). Clearly, F1
contains the dense subset L∞(R,μ) of L2(R,μ), so Ax is a minimal extension. �

Let A be an arbitrary self-adjoint extension of Mx on some Hilbert space G. Let P
be the projection onto the closure G1 of {f (A)1 : f ∈ F1} in G. Since P commutes
with the spectral projections of A, by Proposition 1.15 it reduces A to a self-adjoint
operator A1 on the Hilbert space PG = G1. Clearly, A1 is a minimal self-adjoint
extension of Mx , and 〈EA1(·)1,1〉 = 〈EA(·)1,1〉. Therefore, by Theorem 16.1, all
representing measures for s are of the form μA1(·) = 〈EA1(·)1,1〉.
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We now introduce a notion for those solutions coming from self-adjoint exten-
sions acting on the same Hilbert space Hs .

Definition 16.3 A measure μ ∈ Ms is called a von Neumann solution of the mo-
ment problem for s if C[x] is dense in L2(R,μ), or equivalently, if the embedding
of C[x] into L2(R,μ) (by Lemma 16.2) extends to a unitary operator of Hs onto
L2(R,μ).

Our next aim is to represent the multiplication operator Mx as a Jacobi operator.
For this, we need a convenient orthonormal basis.

Proposition 16.3 There exists an orthonormal basis {Pn(x) : n ∈ N0} of the unitary
space (C[x], 〈·,·〉s) such that degree Pn = n and the leading coefficient of Pn is
positive for all n ∈ N0. The basis {Pn : n ∈ N0} is uniquely determined by these
properties. Moreover, Pn ∈ R[x] for all n ∈N0.

Proof For the existence, it suffices to apply the Gram–Schmidt procedure to the
vector space basis {1, x, x2, . . .} of the unitary space (C[x], 〈·,·〉s). Since the scalar
product is real for polynomials of R[x], we obtain an orthonormal sequence
Pn ∈ R[x]. Upon multiplying by −1 if necessary, the leading coefficient of Pn be-
comes positive. The uniqueness assertion follows by a simple induction argument. �

Definition 16.4 The polynomials Pn,n ∈ N0, are called orthogonal polynomials of
first kind, or simply orthogonal polynomials, associated with the positive definite
sequence s.

The next proposition is a basic fact about zeros of orthogonal polynomials.

Proposition 16.4 For n ∈ N, the polynomial Pn(x) has n distinct real zeros.

Proof Let n ∈N0. Let λ1, . . . , λk be the real points, where Pn changes sign, and put
r(x) := (x − λ1) . . . (x − λk). If there is no such point, we set r = 1. Then rPn does
not change sign on R, so q(x) := τr(x)Pn(x) ≥ 0 on R for τ = 1 or τ = −1.

We prove that k = n. Assume to the contrary that k < n. By Theorem 16.1 there
exists a solution, say μ, of the moment problem for s. Because r is in the linear span
of P0, . . . ,Pk and Pn is orthogonal to these polynomials, we obtain

∫

R

q(x) dμ(x) = τ

∫

R

r(x)Pn(x) dμ(x) = τ 〈r,Pn〉s = 0.

Since q(x) ≥ 0 on R, this implies that μ has a finite support. But then s is not
positive definite, which contradicts our standing assumption. Thus, k = n.

Since Pn has degree n and changes sign as λ1, . . . , λn, Pn has n distinct real
zeros λ1, . . . , λn. �

Now we represent the operator Mx in terms of the orthonormal basis {Pn}.
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Proposition 16.5 There are numbers an > 0 and bn ∈R for n ∈ N0 such that

MxPn ≡ xPn(x) = anPn+1(x) + bnPn(x) + an−1Pn−1(x), n ∈N0, (16.5)

where we set a−1 = 1 and P−1(x) = 0. In particular,

P0(x) = 1, P1(x) = a−1
0 (x − b0),

P2(x) = a−1
0 a−1

1 (x − b0)(x − b1) − a0a
−1
1 .

Proof Let n ∈N0. By Proposition 16.3, xPn(x) has degree n+1, and {P0, . . . ,Pn+1}
is a basis of the vector space of real polynomials of degree less than or equal to n+1.
Hence, there are real numbers cnk such that xPn(x) = ∑n+1

k=0 cnkPk(x). Since the ba-
sis {Pk} is orthonormal and Mx is symmetric, cnk = 〈MxPn,Pk〉s = 〈Pn,MxPk〉s .
Because MxPk is in the span of P0, . . . ,Pk+1, it follows from the latter equality that
cnk = 0 when k + 1 < n. Using that cn−1,n is real, we derive

cn,n−1 = 〈Pn,MxPn−1〉s =
〈

Pn,

n∑

k=0

cn−1,kPk

〉

s

= cn−1,n. (16.6)

Set an = cn,n+1 and bn = cn,n. Then an−1 = cn,n−1 by (16.6). The preceding proves
(16.5). By (16.5), an is obviously the quotient of the leading coefficients of Pn and
Pn+1. Since these coefficients are positive, we have an > 0.

Clearly, P0(x) = 1, since s0 = 1 by assumption. The formulas for P1 and P2 are
derived from (16.5) by simple computations. �

Let {en : n ∈ N0} be the standard orthonormal basis of the Hilbert space l2(N0)

given by en := (δkn). We define a unitary isomorphism U of Hs onto l2(N0) by
UPn = en. Then T := UMxU

−1 is a symmetric operator on l2(N0) which acts by

T en = anen+1 + bnen + an−1en−1, n ∈ N0, (16.7)

where e−1 := 0. The domain D(T ) = U(C[x]) is the linear span of vectors en, that
is, D(T ) = d. For any finite sequence γ = (γn) ∈ d, we obtain

T

(∑

n

γnen

)

=
∑

n

γn(anen+1 + bnen + an−1en−1)

=
∑

n

(γn−1an−1 + γnbn + γn+1an)en

=
∑

n

(anγn+1 + bnγn + an−1γn−1)en,

where we have set γ−1 := 0. That is,

(T γ )0 = a0γ1 + b0γ0, (T γ )n = anγn+1 + bnγn + an−1γn−1, n ∈ N. (16.8)



16.1 Moment Problem and Jacobi Operators 369

Equation (16.8) means that the operator T acts on a sequence γ ∈ d by multiplica-
tion with the infinite matrix

A =

⎛

⎜
⎜
⎜
⎜
⎜
⎝

b0 a0 0 0 0 . . .

a0 b1 a1 0 0 . . .

0 a1 b2 a2 0 . . .

0 0 a2 b3 a3 . . .

. . . . . .
. . .

. . .
. . .

⎞

⎟
⎟
⎟
⎟
⎟
⎠

. (16.9)

Such a matrix A is called a (semi-finite) Jacobi matrix, and the corresponding oper-
ator T (likewise its closure) is called a Jacobi operator. Thus, we have shown that
the multiplication operator Mx is unitarily equivalent to the Jacobi operator T . The
moments sn are recovered from the Jacobi operator T by

sn = Ls

(
xn

) = 〈
xn1,1

〉
s
= 〈

(Mx)
n1,1

〉
s
= 〈

T ne0, e0
〉
.

Conversely, let a Jacobi matrix (16.9) be given, where an, bn ∈ R and an > 0.
We define the linear operator T with domain D(T ) = d by (16.8). Then TD(T ) ⊆
D(T ). It is easily verified that s = (sn := 〈T ne0, e0〉)n∈N0 is a positive definite real
sequence and that T is the Jacobi operator associated with s.

Summarizing, we have obtained a one-to-one correspondence between positive
definite sequences s and Jacobi matrices of the form (16.9), where bn ∈ R and
an > 0 for n ∈ N0, and a unitary equivalence between the multiplication operator
Mx and the corresponding Jacobi operator T .

Remarks Jacobi operators are discrete analogues of Sturm–Liouville operators. In-
deed, we define left and right difference operators Δl and Δr by (Δlγ )n = γn−γn−1
and (Δrγ )n = γn+1 − γn and set cn = bn + an + an−1, where γ−1 = a−1 := 0. Then
we compute

(
Δl(aΔrγ )

)
n
+ cnγn = anγn+1 + bnγn + an−1γn−1 = (T γ )n.

This expression can be viewed as a discrete analogue of the differential operator
L(f )(x) = d

dx
a(x) d

dx
f + c(x)f (x). Most notions and results of this chapter have

their counterparts for Sturm–Liouville operators. We leave it to the reader to dis-
cover these and mention only a sample: The relation qz +Iμ(z)pz ∈ l2(N0) in Propo-
sition 16.18 below corresponds to the assertion of Proposition 15.6.

Let γ = (γn)n∈N0 and β = (βn)n∈N0 be complex sequences. We define their
Wronskian as the sequence W(γ,β) = (W(γ,β)n)n∈N0 with terms

W(γ,β)n := an(γn+1βn − γnβn+1), n ∈N0, (16.10)

and a linear mapping T of the vector space of all complex sequences by

(T γ )n = anγn+1 + bnγn + an−1γn−1 for n ∈N0, where γ−1 := 0.

Lemma 16.6 Let γ = (γn), β = (βn) be complex sequences, and z,w ∈ C. Then
n∑

k=0

[
(T γ )kβk − γk(T β)k)

] = W(γ,β)n for n ∈N0. (16.11)
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If (T γ )k = zγk and (T β)k = wβk for all k = m + 1, . . . , n, then

(z − w)

n∑

k=m+1

γkβk = W(γ,β)n − W(γ,β)m for m,n ∈N0, m < n.

(16.12)

Proof We prove the first identity (16.11) by computing
n∑

k=0

[
(T γ )kβk − γk(T β)k)

]

= (a0γ1 + b0γ0)β0 − γ0(a0β1 + b0β0)

+
n∑

k=1

[
(akγk+1 + bkγk + ak−1γk−1)βk − γk(akβk+1 + bkβk + ak−1βk−1)

]

= a0(γ1β0 − γ0β1) +
n∑

k=1

[
(ak(γk+1βk−γkβk+1) − ak−1(γkβk−1 − γk−1βk)

]

= W(γ,β)0 +
n∑

k=1

[
W(γ,β)k − W(γ,β)k−1

] = W(γ,β)n.

Equation (16.12) is obtained by applying (16.11) to n and m and taking the differ-
ence of these sums. �

Just as in the case of differential operators, the adjoint T ∗ of the symmetric op-
erator T is the “maximal operator” acting on l2(N0) by the same formula.

Proposition 16.7 The adjoint operator T ∗ is given by

T ∗γ = T γ for γ ∈ D
(
T ∗) = {

γ ∈ l2(N0) : T γ ∈ l2(N0)
}
.

For γ,β ∈D(T ∗), the limit W(γ,β)∞ := limn→∞ W(γ,β)n exists, and
〈
T ∗γ,β

〉 − 〈
γ,T ∗β

〉 = W(γ,β)∞. (16.13)

Proof Let γ ∈ l2(N0) be such that T γ ∈ l2(N0). A straightforward computation
shows that 〈Tβ,γ 〉 = 〈β,T γ 〉 for β ∈ d. Therefore, γ ∈ D(T ∗) and T ∗γ = T γ .

Conversely, let γ ∈ D(T ∗) and n ∈N0. Using (16.7), we derive
〈
en, T

∗γ
〉 = 〈T en, γ 〉 = anγn+1 + bnγn + an−1γn−1 = (

T ∗γ
)
n
,

so that T ∗γ = T γ . This proves the first assertion concerning T ∗.
Further, by (16.11) we have

n∑

k=0

[
(T γ )kβk − γk(T β)k)

] = W(γ,β)n.

Since γ,β,T γ,T β ∈ l2(N0), the limit n → ∞ in the preceding equality exists and
we obtain Eq. (16.13). �
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Let z ∈C. Let us consider the three-term recurrence relation

(T γ )n ≡ anγn+1 + bnγn + an−1γn−1 = zγn, (16.14)

where γ−1 := 0, for an arbitrary complex sequence γ = (γn)n∈N0 . Clearly, since
an > 0, if we fix two initial data γk−1 and γk and assume that relation (16.14) is
satisfied for all n ≥ k, all terms γn, where n ≥ k + 1, are uniquely determined.

We set γ−1 = 0 and γ0 = 1 and assume that (16.14) holds for all n ∈ N0. Com-
paring (16.14) with (16.5) by using that P−1(z) = 0 and P0(z) = 1, we conclude
that γn is just the value Pn(z) of the polynomial Pn from Proposition 16.3.

Let us introduce the notation

pz = (
P0(z),P1(z),P2(z), . . .

)
, where z ∈C. (16.15)

Lemma 16.8 Let z ∈C.

(i) N (T ∗ − zI) = {0} if pz /∈ l2(N0) and N (T ∗ − zI) = C·pz if pz ∈ l2(N0).
(ii) If h ∈N (M∗

x − zI) and 〈h,1〉s = 0, then h = 0.

Proof (i): From Proposition 16.7 it follows that a sequence γ is in N (T ∗ − zI)

if and only if γ ∈ l2(N0), T γ ∈ l2(N0) and (16.14) holds for all n ∈ N0, where
γ−1 := 0. Since γ−1 = 0, any solution γ of (16.14) is uniquely determined by the
number γ0, so we have γ = γ0pz. This implies the assertions.

(ii): Passing to the unitarily equivalent operator T , the assertion says that γ0 = 0
and γ ∈N (T ∗ − zI) imply γ = 0. Since γ = γ0pz, this is indeed true. �

Corollary 16.9 The symmetric operator T (or Mx ) has deficiency indices (0,0) or
(1,1). The operator T (or Mx ) is essentially self-adjoint if and only if pz is not in
l2(N0), or equivalently

∑∞
n=0 |Pn(z)|2 = ∞, for one (hence for all) z ∈ C\R.

Proof Since Pn(x) ∈ R[x] and hence Pn(z) = Pn(z), we have pz ∈ l2(N0) if and
only if pz ∈ l2(N0) for z ∈C. Therefore, by Lemma 16.8(i), T has deficiency indices
(0,0) or (1,1), and T has deficiency indices (0,0) if and only if pz /∈ l2(N0) for
some (then for all) z ∈C\R. �

Lemma 16.10 If A and B are different self-adjoint extensions of the multiplication
operator Mx on Hs , then 〈(A − zI)−11,1〉s 
= 〈(B − zI)−11,1〉s for all z ∈C\R.

Proof Fix z ∈C\R and assume to the contrary that
〈
(A − zI)−11,1

〉
s
= 〈

(B − zI)−11,1
〉
s
. (16.16)

Put f := (A − zI)−11 − (B − zI)−11. Since A ⊆ M∗
x and B ⊆ M∗

x , we have f ∈
D(M∗

x ) and
(
M∗

x − zI
)
f = (

M∗
x − z

)
(A − zI)−11 − (

M∗
x − zI

)
(B − zI)−11 = 1 − 1 = 0,

so f ∈N (M∗
x − zI). Since 〈f,1〉s = 0 by (16.16), Lemma 16.8(ii) yields f = 0.
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Set g := (A− zI)−11. If g were in D(Mx), then for h ∈N (M∗
x − zI), we would

get

0 = 〈
h, (Mx − zI)g

〉
s
= 〈

h, (A − zI)(A − zI)−11
〉
s
= 〈h,1〉s ,

so h = 0 again by Lemma 16.8(ii). Thus, N (M∗
x −zI) = {0}. This is a contradiction,

since Mx has two different self-adjoint extensions, and hence its deficiency indices
are (1,1) by Corollary 16.9. This proves that g is not in D(Mx).

Let S denote the restriction of A to D(Mx) + C·g. Then S is symmetric, be-
cause A is self-adjoint. Since Mx , hence Mx , has deficiency indices (1,1) by
Corollary 16.9 and g /∈ D(Mx), S has deficiency indices (0,0) by Proposition 3.6.
Therefore, S is self-adjoint, and hence S = A. (In fact, S is closed, but this is not
needed.)

Since f = 0 and hence g = (B − zI)−11, the same reasoning with B in place
of A shows that S = B . Thus, A = B , which contradicts our assumption and shows
that Eq. (16.16) cannot hold. �

The following theorem is the second main result of this section. It gives an
operator-theoretic answer to the uniqueness problem.

Theorem 16.11 The moment problem for s is determinate if and only if the mul-
tiplication operator Mx (or equivalently, the corresponding Jacobi operator T ) is
essentially self-adjoint.

Proof Assume that Mx is not essentially self-adjoint. Then, by Corollary 16.9,
Mx has deficiency indices (1,1), so it has at least two different self-adjoint ex-
tensions A and B on Hs . By Theorem 16.1, μA(·) = 〈EA(·)1,1〉 and μB(·) =
〈EB(·)1,1〉 are representing measures for s. If μA were equal to μB , then
〈(A − zI)−11,1〉s = 〈(B − zI)−11,1〉s for z ∈ C\R by the functional calculus.
This contradicts Lemma 16.10. Thus, μA 
= μB and s is indeterminate.

Suppose now that Mx is essentially self-adjoint. Fix z ∈ C\R. Since Mx is es-
sentially self-adjoint, R(Mx − zI) is dense in Hs . Hence there exists a sequence
(rn(x)) of polynomials such that 1 = limn(x − z)rn in Hs . (The sequence (rn) may
depend on the number z, but it is crucial that it is independent on any representing
measure.) Let μ be an arbitrary representing measure for s. Obviously, the bounded
function 1

x−z
is in L2(R,μ) ∩ L1(R,μ). Using the equations Ls(p) = ∫

p dμ for

p ∈C[x] and ‖1‖2
L2(R,μ)

= s0 = 1 and the Hölder inequality, we derive

∣
∣Iμ(z) − Ls(rn)

∣
∣2 =

∣
∣
∣
∣

∫

R

(x − z)−1 dμ(x) −
∫

R

rn(x) dμ(x)

∣
∣
∣
∣

2

≤
(∫

R

∣
∣(x − z)−1 − rn(x)

∣
∣dμ(x)

)2

≤ ‖1‖2
L2(R,μ)

∫

R

∣
∣(x − z)−1 − rn(x)

∣
∣2

dμ(x)
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=
∫

R

|x − z|−2
∣
∣1 − (x − z)rn(x)

∣
∣2

dμ(x)

≤ | Im z|−2
∫

R

∣
∣1 − (x − z)rn(x)

∣
∣2

dμ(x)

= | Im z|−2
∥
∥1 − (x − z)rn(x)

∥
∥2

s
→ 0.

Therefore, Iμ(z) = limn Ls(rn) is independent on the representing measure μ. By
Theorem F.2 the values of the Stieltjes transform Iμ determine the measure μ.
Hence, μ is uniquely determined by s, that is, the moment problem for s is de-
terminate. �

By Proposition 3.8, the multiplication operator Mx is essentially self-adjoint if
and only if the vector space (x − z)C[x] is dense in Hs for all z ∈ C\R. However,
in this particular situation the following stronger criterion is valid.

Proposition 16.12 If there exist a number z0 ∈ C\R and a sequence (rn(x))n∈N of
polynomials rn ∈ C[x] such that

1 = lim
n→∞(x − z0)rn(x) in Hs ,

then Mx is essentially self-adjoint, and the moment problem for s is determinate.

Proof Fix p ∈ C[x]. Since z0 is a zero of the polynomial p(x) − p(z0), there is a
polynomial q ∈ C[x] such that p(x) − p(z0) = (x − z0)q(x). Then

(x − z0)
(
q + p(z0)rn

) = p − p(z0) + p(z0)(x − z0)rn

→ p − p(z0) + p(z0)1 = p.

Therefore, because C[x] is dense in Hs , R(Mx − z0I ) is dense in Hs . Since Mx has
equal deficiency indices by Corollary 16.9, Mx is essentially self-adjoint. �

Proposition 16.13 For a measure μ ∈Ms the following statements are equivalent:

(i) μ is von Neumann solution.
(ii) fz(x) := 1

x−z
is in the closure of C[x] in L2(R,μ) for all z ∈C\R.

(iii) fz(x) := 1
x−z

is in the closure of C[x] in L2(R,μ) for one z ∈C\R.

Proof (i) → (ii): That μ is a von Neumann solution means that C[x] is dense in
L2(R,μ). Hence, the function fz ∈ L2(R,μ) is in the closure of C[x].

(ii) → (iii) is trivial.
(iii) → (i): Set b := Im z. Let G denote the closure of C[x] in L2(R,μ). We

first prove by induction on k that f k
z ∈ G for all k ∈ N. For k = 1, this is true by

assumption. Suppose that f k
z ∈ G. Then there is sequence (pn)n∈N of polynomials

such that pn → f k
z in L2(R,μ). We can write pn(x) = pn(z) + (x − z)qn(x) with

qn ∈C[x]. Using that |fz(x)| ≤ |b|−1 on R, we derive
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∥
∥f k+1

z − pn(z)(x − z)−1 − qn(x)
∥
∥

L2(μ)

= ∥
∥fz

(
f k

z − pn(z) − (x − z)qn(x)
)∥
∥

L2(μ)

= ∥
∥fz

(
f k

z − pn(x)
)∥
∥

L2(μ)
≤ |b|−1

∥
∥f k

z − pn(x)
∥
∥

L2(μ)
→ 0 as n → ∞.

Thus, f k+1
z ∈ G, which completes the induction proof.

Clearly, f k
z ∈ G implies that f k

z ∈ G. Hence the linear span of elements f n
z and

f k
z , n, k ∈ N0, is contained in G. Using that 2bif n

z f k
z = f n

z f k−1
z − f n−1

z f k
z it fol-

lows by induction on n + k that f n
z f k

z ∈ G for all n, k ∈ N0. Therefore the unital
∗-algebra F generated by fz is contained in G.

We prove that C[x] is dense in L2(R,μ). For notational simplicity, assume that
Re z = 0. Let X denote the unit circle in R

2. The map φ(x) = (u, v), where

u = 2bx

x2 + b2
and v = x2 − b2

x2 + b2
,

is a homeomorphism of R onto X\{(0,1)} such that 2bfz(x) − i = u − iv and
2bfz(x) + i = u + iv. The latter implies that F is equal to the ∗-algebra C of all
complex polynomials in real variables u,v satisfying u2 +v2 = 1. Let Cc(R) denote
the compactly supported functions of C(R). Since C is dense in C(X), Cc(R) is in
the closure of F in the uniform convergence on R and therefore in L2(R,μ), since
μ(R) < ∞. Because Cc(R) is dense in L2(R,μ), so are F and hence G and C[x].

Since C[x] is dense in L2(R,μ), μ is a von Neumann solution. �

16.2 Polynomials of Second Kind

In this section we introduce another family {Qn : n ∈ N0} of polynomials which are
associated with the positive definite sequence s.

We fix z ∈ C and return to the recurrence relation (16.14). Now we set γ0 = 0 and
γ1 = a−1

0 and suppose that (16.14) holds for all n ∈N. (Note that we do not assume
that (16.14) is valid for n = 0.) The numbers γn are then uniquely determined, and
we denote γn by Qn(z), n ∈ N0. (The same solution is obtained if we start with the
initial data γ−1 = −1, γ0 = 0 and require (16.14) for all n ∈N0.)

Using relation (16.14), it follows easily by induction on n that Qn(z), n ∈ N, is a
polynomial in z of degree n − 1. We denote the corresponding sequence by

qz := (
Q0(z),Q1(z),Q2(z), . . .

)
, where z ∈C. (16.17)

By definition, Q0(z) = 0. We compute Q1(z) = a−1
0 and Q2(z) = (z−b1)(a0a1)

−1.

Definition 16.5 The polynomials Qn(z), n ∈ N0, are the polynomials of second
kind associated with the sequence s.

Lemma 16.14 T qz = e0 + zqz for all z ∈C.
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Proof By the recurrence relation for Qn(z), (T qz)n = zQn(z) ≡ z(qz)n for n ∈ N.
Using that γ0 = 0 and γ1 = a−1

0 , we compute the zero component (T qz)0 by

(T qz)0 = a0γ1 + b0γ0 = a0a
−1
0 + 0 = 1 + zγ0 = 1 + zQ0(z).

�

From the defining relations for Qn(z) it follows that the polynomials P̃n(z) :=
a0Qn+1(z) satisfy the recurrence relation (16.14) with an replaced by ãn := an+1

and bn by b̃n := bn+1 and the initial data P̃−1 = 0 and P̃0 = 1. Therefore, the poly-
nomials P̃n(z) = a0Qn+1(z), n ∈ N0, are the orthogonal polynomials of first kind
with respect to the Jacobi matrix

Ã =

⎛

⎜
⎜
⎜
⎜
⎜
⎝

b1 a1 0 0 0 . . .

a1 b2 a2 0 0 . . .

0 a2 b3 a3 0 . . .

0 0 a3 b4 a4 . . .

. . . . . .
. . .

. . .
. . .

⎞

⎟
⎟
⎟
⎟
⎟
⎠

. (16.18)

That is, P̃n(z) are orthogonal polynomials for the moment sequence s̃ = ( s̃n) which
is defined by s̃n = 〈T̃ ne0, e0〉, where T̃ is the Jacobi operator corresponding to the
Jacobi matrix Ã. Therefore, Proposition 16.4 applies to P̃n and yields the following:

Corollary 16.15 For n ∈N, the polynomial Qn+1(z) has n distinct real zeros.

Corollary 16.16 Let n ∈ N and z, z′ ∈C. If | Im z| ≤ | Im z′|, then
∣
∣Pn(z)

∣
∣ ≤ ∣

∣Pn

(
z′)∣∣ and

∣
∣Qn(z)

∣
∣ ≤ ∣

∣Qn

(
z′)∣∣. (16.19)

Proof Let r be a polynomial of degree n which has n distinct real zeros, say
x1, . . . , xn. Then r(z) = c(z−x1) . . . (z−xn) for some c ∈C. Hence, it is easily seen
that |r(z)| ≤ |r(z′)| when | Im z| ≤ | Im z′|. By Proposition 16.4 and Corollary 16.15
this applies to Pn and Qn+1 and gives the assertion. �

The next proposition contains another description of these polynomials Qn.
Let r(x) = ∑n

k=0 γkx
k ∈ C[x], n ∈N, be a polynomial. For any fixed z ∈ C,

r(x) − r(z)

x − z
=

n∑

k=0

γk

xk − zk

x − z
=

n∑

k=1

k−1∑

l=0

γkz
k−lxl

is also a polynomial in x, so we can apply the functional Ls to it. We shall write
Ls,x to indicate that x is the corresponding variable.

Proposition 16.17 Qn(z) = Ls,x(
Pn(x)−Pn(z)

x−z
) for n ∈ N0 and z ∈ C.

Proof Let us denote the polynomial at the right-hand side by rn(z). From the recur-
rence relation (16.5) we obtain for n ∈ N,
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an

Pn+1(x) − Pn+1(z)

x − z
+ bn

Pn(x) − Pn(z)

x − z
+ an−1

Pn−1(x) − Pn−1(z)

x − z

= xPn(x) − zPn(z)

x − z
= z

Pn(x) − Pn(z)

x − z
+ Pn(x).

Applying the functional Ls,x to this identity and using the orthogonality relation
0 = 〈Pn,1〉s = Ls,x(Pn) for n ≥ 1, we get

anrn+1(z) + bnrn(z) + an−1rn−1(z) = zrn(z) for n ∈N.

Since P1(x) = a−1
0 (x − b0) and P0 = 1, we have r0(z) = Ls,x(0) = 0 and

r1(z) = Ls,x

(
P1(x) − P1(z)

x − z

)

= Ls,x

(
x − z

a0(x − z)

)

= a−1
0 Ls,x(1) = a−1

0 .

This shows that the sequence (rn(z)) satisfies the same recurrence relation and initial
data as (Qn(z)). Thus, rn(z) = Qn(z) for n ∈N0. �

In what follows we will often use the function fz and the Stieltjes transform Iμ

(see Appendix F) of a finite Borel measure μ on R. Recall that they are defined by

fz(x) := 1

x − z
and Iμ(z) =

∫

R

1

x − z
dμ(x), z ∈C\R. (16.20)

Proposition 16.18 Let μ ∈ Ms . For z ∈C\R and n ∈N0,

〈fz,Pn〉L2(R,μ) = Qn(z) + Iμ(z)Pn(z), (16.21)

∥
∥qz + Iμ(z)pz

∥
∥2 =

∞∑

n=0

∣
∣Qn(z) + Iμ(z)Pn(z)

∣
∣2 ≤ Im Iμ(z)

Im z
. (16.22)

In particular, qz + Iμ(z)pz ∈ l2(N0). Moreover, we have equality in the inequality of
(16.22) if and only if the function fz is in Hs .

Proof Clearly, the bounded function fz(x) = 1
x−z

is in L2(R,μ). We compute

〈fz,Pn〉L2(R,μ) =
∫

R

Pn(x) − Pn(z)

x − z
dμ(x) +

∫

R

Pn(z)

x − z
dμ(x)

= Ls,x

(
Pn(x) − Pn(z)

x − z

)

+ Pn(z)Iμ(z) = Qn(z) + Iμ(z)Pn(z)

which proves (16.21). Here the equality before last holds, since μ is a representing
measure for s, and the last equality follows from Proposition 16.17.

The equality in (16.22) is merely the definition of the norm in l2(N0). Since
(C[x], 〈·,·〉s) is a subspace of L2(R,μ), {Pn : n ∈ N0} is an orthonormal subset
of L2(R,μ). The inequality in (16.22) is just Bessel’s inequality for the Fourier
coefficients of fz with respect to this orthonormal set, because

‖fz‖2
L2(R,μ)

=
∫

1

|x − z|2 dμ(x) =
∫

1

z − z

(
1

x − z
− 1

x − z

)

dμ(x) = Im Iμ(z)

Im z
.
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Clearly, equality in Bessel’s inequality holds if and only if fz belongs to the
closed subspace generated by the polynomials Pn, that is, fz ∈ Hs . �

The following polynomials and facts will be used in the next section.

Lemma 16.19 For z,w ∈C and k ∈ N0, we have

Ak(z,w) := (z − w)

k∑

n=0

Qn(z)Qn(w) = ak

(
Qk+1(z)Qk(w) − Qk(z)Qk+1(w)

)
,

Bk(z,w) := −1 + (z − w)

k∑

n=0

Pn(z)Qn(w)

= ak

(
Pk+1(z)Qk(w) − Pk(z)Qk+1(w)

)
,

Ck(z,w) := 1 + (z − w)

k∑

n=0

Qn(z)Pn(w) = ak

(
Qk+1(z)Pk(w) − Qk(z)Pk+1(w)

)
,

Dk(z,w) := (z − w)

k∑

n=0

Pn(z)Pn(w) = ak

(
Pk+1(z)Pk(w) − Pk(z)Pk+1(w)

)
.

Proof All four identities are easily derived from Eq. (16.12). As a sample, we verify
the identity for Bk(z,w). Recall that the sequences pz = (Pn(z)) and qw = (Qn(w))

satisfy the relations

(T pz)n = zPn(z) = z(pz)n, (T qw)n = wQn(w) = w(qw)n

for n ∈N. Hence, (16.12) applies with m = 0. We have Q0(w) = 0 and

W(pz,qw)0 = a0
(
P1(z)Q0(w) − P0(z)Q1(w)

) = a0
(
0 − a−1

0

) = −1

by (16.10). Using these facts and Eqs. (16.12) and (16.10), we derive

(z − w)

k∑

n=0

Pn(z)Qn(w) = (z − w)

k∑

n=1

Pn(z)Qn(w)

= W(pz,qw)k − W(pz,qw)0

= ak

(
Pk+1(z)Qk(w) − Pk(z)Qk+1(w)

) + 1. �

Lemma 16.20 For any z,w ∈C, we have

Ak(z,w)Dk(z,w) − Bk(z,w)Ck(z,w) = 1, (16.23)

Dk(z,0)Bk(w,0) − Bk(z,0)Dk(w,0) = −Dk(z,w). (16.24)

Proof Inserting the four identities from Lemma 16.19, we compute

Ak(z,w)Dk(z,w) − Bk(z,w)Ck(z,w)

= a2
k

(
Pk+1(z)Qk(z) − Pk(z)Qk+1(z)

)(
Pk+1(w)Qk(w) − Qk+1(w)Pk(w)

)

= Bk(z, z)Bk(w,w) = (−1)(−1) = 1.
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Likewise, we derive

Dk(z,0)Bk(w,0) − Bk(z,0)Dk(w,0)

= a2
k

(
Pk+1(z)Pk(w) − Pk(z)Pk+1(w)

)(
Pk+1(0)Qk(0) − Pk(0)Qk+1(0)

)

= Dk(z,w)Bk(0,0) = −Dk(z,w). �

16.3 The Indeterminate Hamburger Moment Problem

Throughout this section we assume that s is an indeterminate moment sequence.

Lemma 16.21 For any z ∈ C, the series
∑∞

n=0 |Pn(z)|2 and
∑∞

n=0 |Qn(z)|2 con-
verge. The sums are uniformly bounded on compact subsets of the complex plane.

Proof Because the moment problem for s is indeterminate, it has at least two dif-
ferent solutions μ and ν. The corresponding Stieltjes transforms Iμ and Iν are holo-
morphic functions on C\R. Since μ 
= ν, they do not coincide by Theorem F.2.
Hence, the set Z := {z ∈ C\R : Iμ(z) = Iν(z)} has no accumulation point in C\R.

Let M be a compact subset of C. We choose b > 0 such that |z| ≤ b for all z ∈ M

and the line segment L := {z ∈ C : Im z = b, |Re z| ≤ b} does not intersect Z . By
the first condition and Corollary 16.16, the suprema of |Pn(z)| and |Qn(z)| over M

are less than or equal to the corresponding suprema over L. Hence, it suffices to
prove the uniform boundedness of both sums on the set L.

Suppose that z ∈ L. Applying (16.22), we obtain

∣
∣Iμ(z) − Iν(z)

∣
∣2 ∑

n

∣
∣Pn(z)

∣
∣2

=
∑

n

∣
∣
(
Qn(z) + Iμ(z)Pn(z)

) − (
Qn(z) + Iν(z)Pn(z)

)∣
∣2

≤ 2
∑

n

∣
∣Qn(z) + Iμ(z)Pn(z)

∣
∣2 + 2

∑

n

∣
∣Qn(z) + Iν(z)Pn(z)

∣
∣2

≤ 2b−1(Im Iμ(z) + Im Iν(z)
) ≤ 2b−1(∣∣Iμ(z)

∣
∣ + ∣

∣Iν(z)
∣
∣
)
.

Since the function |Iμ(z) − Iν(z)| has a positive infimum on L (because L has a
positive distance from the set Z) and Iμ(z) and Iν(z) are bounded on L, the pre-
ceding inequality implies that the sum

∑
n |Pn(z)|2 is finite and uniformly bounded

on L.
Using once more (16.22) and proceeding in a similar manner, we derive

∑

n

∣
∣Qn(z)

∣
∣2 ≤ 2

∑

n

∣
∣Qn(z) + Iμ(z)Pn(z)

∣
∣2 + 2

∣
∣Iμ(z)

∣
∣2 ∑

n

∣
∣Pn(z)

∣
∣2

≤ 2b−1
∣
∣Iμ(z)

∣
∣ + 2

∣
∣Iμ(z)

∣
∣2 ∑

n

∣
∣Pn(z)

∣
∣2
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for z ∈ L. Hence, the boundedness of the sum
∑

n |Pn(z)|2 on L implies the bound-
edness of

∑
n |Qn(z)|2 on L. �

Combining Lemma 16.21, Proposition 16.7, and Lemma 16.14, we therefore ob-
tain the following:

Corollary 16.22 If s is an indeterminate moment sequence, then for all (!) numbers
z ∈C, the sequences pz = (Pn(z))n∈N0 and qz = (Qn(z))n∈N0 are in D(T ∗),

T ∗
pz = zpz and T ∗

qz = e0 + zqz. (16.25)

Lemma 16.23 For any sequence c = (cn) ∈ l2(N0), the equations

f (z) =
∞∑

n=0

cnPn(z) and g(z) =
∞∑

n=0

cnQn(z) (16.26)

define entire functions f (z) and g(z) on the complex plane.

Proof We carry out the proof for f (z). Since (Pn(z)) ∈ l2(N0) by Lemma 16.21
and (cn) ∈ l2(N0), the series f (z) converges for all z ∈C. We have

∣
∣
∣
∣
∣
f (z) −

k∑

n=0

cnPn(z)

∣
∣
∣
∣
∣

2

=
∣
∣
∣
∣
∣

∞∑

n=k+1

cnPn(z)

∣
∣
∣
∣
∣

2

≤
( ∞∑

n=k+1

|cn|2
)( ∞∑

n=0

∣
∣Pn(z)

∣
∣2

)

for k ∈ N and z ∈ C. Therefore, since (cn) ∈ l2(N0) and the sum
∑

n |Pn(z)|2 is
bounded on compact sets (by Lemma 16.21), it follows that

∑k
n=0 cnPn(z) → f (z)

as k → ∞ uniformly on compact subsets of C. Hence, f (z) is holomorphic on the
whole complex plane. �

From Lemmas 16.21 and 16.23 we conclude that

A(z,w) := (z − w)

∞∑

n=0

Qn(z)Qn(w),

B(z,w) := −1 + (z − w)

∞∑

n=0

Pn(z)Qn(w),

C(z,w) := 1 + (z − w)

∞∑

n=0

Qn(z)Pn(w),

D(z,w) := (z − w)

∞∑

n=0

Pn(z)Pn(w)

are entire functions in each of the complex variables z and w.

Definition 16.6 The four functions A(z,w),B(z,w),C(z,w),D(z,w) are called
the Nevanlinna functions associated with the indeterminate moment sequence s.
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These four functions are a fundamental tool for the study of the indeterminate
moment problem. It should be emphasized that they depend only on the indetermi-
nate moment sequence s, but not on any representing measure for s.

We shall see by Theorems 16.28 and 16.34 below that the entire functions

A(z) := A(z,0), B(z) := B(z,0), C(z) := C(z,0), D(z) := D(z,0)

will enter in the parameterization of solutions. Often these four entire functions
A(z), B(z), C(z), D(z) are called the Nevanlinna functions associated with s.

Some technical facts on these functions are collected in the next proposition.

Proposition 16.24 Let z,w ∈ C. Then we have:

(i) A(z,w)D(z,w) − B(z,w)C(z,w) = 1.
(ii) D(z,0)B(w,0) − B(z,0)D(w,0) = −D(z,w).

(iii) A(z,w) = (z − w)〈qz,qw〉s , D(z,w) = (z − w)〈pz,pw〉s ,
B(z,w) + 1 = (z − w)〈pz,qw〉s , C(z,w) − 1 = (z − w)〈qz,pw〉s .

(iv) Im(B(z)D(z)) = Im z‖pz‖2
s .

(v) D(z) 
= 0 and D(z)t + B(z) 
= 0 for z ∈C\R and t ∈R.
(vi) D(z)ζ + B(z) 
= 0 for all z, ζ ∈C, Im z > 0 and Im ζ ≥ 0.

Proof (i) and (ii) follow from Lemma 16.20 by passing to the limit k → ∞, while
(iii) is easily obtained from the definitions of A,B,C,D and pz,qw .

(iv): Using (ii) and the second equality from (iii), we compute

B(z)D(z) − B(z)D(z) = D(z, z) = (z − z)‖pz‖2
s .

(v): Suppose that z ∈C\R. Then Im z‖pz‖2
s 
= 0, and hence D(z) 
= 0 by (iv).

Assume to the contrary that D(z)t +B(z) = 0 for some z ∈ C\R and t ∈ R. Then
we have −t = B(z)D(z)−1, and hence

0 = Im
(
B(z)D(z)−1

∣
∣D(z)

∣
∣2) = Im

(
B(z)D(z)

) = Im z‖pz‖2
s

by (iv), which is a contradiction.
(vi) follows in a similar manner as the last assertion of (v). �

Proposition 16.25 If μ ∈ Ms is a von Neumann solution, then

Iμ(z) = −A(z,w) + Iμ(w)C(z,w)

B(z,w) + Iμ(w)D(z,w)
for z,w ∈C\R. (16.27)

In particular, formula (16.27) determines all values of Iμ(z) on C\R, provided
that one fixed value Iμ(w) is given.

Proof Since μ is a von Neumann solution, Hs
∼= L2(R,μ). Hence, {Pn : n ∈N0} is

an orthonormal basis of L2(R,μ), so by (16.21) for all z,w ∈C\R, we have

fz =
∞∑

n=0

(
Qn(z) + Iμ(z)Pn(z)

)
Pn, fw =

∞∑

n=0

(
Qn(w) + Iμ(w)Pn(w)

)
Pn.
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Using these formulas, the Parseval identity, and Lemma 16.19, we derive

Iμ(z) − Iμ(w) = (z − w)

∫
1

x − z

1

x − w
dμ(x) = (z − w)〈fz, fw〉μ

= (z − w)

∞∑

n=0

(
Qn(z) + Iμ(z)Pn(z)

)(
Qn(w) + Iμ(w)Pn(w)

)

= (z − w)

∞∑

n=0

(
Qn(z) + Iμ(z)Pn(z)

)(
Qn(w) + Iμ(w)Pn(w)

)

= A(z,w) + Iμ(z)
(
B(z,w) + 1

) + Iμ(w)
(
C(z,w) − 1

)

+ Iμ(z)Iμ(w)D(z,w),

from which we obtain (16.27). �

Next, we construct a boundary triplet for the adjoint operator T ∗. For this, it is
crucial to know that the sequences p0 and q0 are in l2(N0) and so in D(T ∗).

Note that P0(z) = 1, Q0(z) = 0, T ∗p0 = 0, and T ∗q0 = e0 by Corollary 16.22.
Using these relations and the fact that the operator T is symmetric, we compute

〈
T ∗(γ + c0q0 + c1p0), β

′ + c′
0q0 + c′

1p0
〉

− 〈
γ + c0q0 + c1p0, T

∗(β ′ + c′
0q0 + c′

1p0
)〉

= 〈
T γ + c0e0, β

′ + c′
0q0 + c′

1p0
〉 − 〈

γ + c0q0 + c1p0, T β ′ + c′
0e0

〉

= 〈
γ, c′

0e0
〉 + 〈

c0e0, β
′ + c′

1p0
〉 − 〈

c0e0, β
′〉 − 〈

γ + c1p0, c
′
0e0

〉

= γ0c
′
0 + c0

(
β ′

0 + c′
1

) − c0β
′
0 − (γ0 + c1)c

′
0 = c0c

′
1 − c1c

′
0 (16.28)

for γ,β, γ ′, β ′ ∈ D(T ) and c0, c1, c
′
0, c

′
1 ∈C. From this equality we conclude that

D
(
T ∗) =D(T ) +̇C · q0 +̇C · p0. (16.29)

Indeed, since T has deficiency indices (1,1), we have dimD(T ∗)/D(T ) = 2 by
Proposition 3.7. Therefore it suffices to show q0 and p0 are linearly independent
modulo D(T ). If c0q0 + c1p0 ∈D(T ), then

〈
T ∗(c0q0 + c1p0), c

′
0q0 + c′

1p0
〉 = 〈

c0q0 + c1p0, T
∗(c′

0q0 + c′
1p0

)〉

for arbitrary (!) numbers c′
0, c

′
1 ∈ C. By (16.28) this implies that c0 = c1 = 0,

whence (16.29) follows.
By (16.29) each vector ϕ ∈ D(T ∗) is of the form ϕ = γ + c0q0 + c1p0, where

γ ∈D(T ) and c0, c1 ∈ C are uniquely determined by ϕ. Then we define

K =C, Γ0(γ + c0q0 + c1p0) = c0, Γ1(γ + c0q0 + c1p0) = −c1. (16.30)

From Definition 14.2 and formulas (16.28) and (16.30) we immediately obtain the
following:

Proposition 16.26 (K,Γ0,Γ1) is a boundary triplet for T ∗.
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For the description of von Neumann solutions (Theorem 16.28 below), we need

Corollary 16.27 The self-adjoint extensions of the operator T on the Hilbert space
Hs

∼= l2(N0) are the operators T(t) = T ∗�D(T(t)), t ∈ R∪ {∞}, where

D(T(t)) =D(T ) +̇C · (q0 + tp0) for t ∈R, D(T(∞)) =D(T ) +̇C · p0. (16.31)

Proof By Example 14.7 the self-adjoint extensions of T on l2(N0) are the operators
Tt , t ∈ R ∪ {∞}, where D(Tt ) = {ϕ ∈ D(T ∗) : tΓ0ϕ = Γ1ϕ}. Set T(t) := T−t . Then,
by (16.30), the domain D(T(t)) has the form (16.31). �

For t ∈ R ∪ {∞}, we set μt(·) := 〈Et(·)e0, e0〉, where Et denotes the spectral
measure of the self-adjoint operator T(t).

Theorem 16.28 The measures μt , where t ∈ R ∪ {∞}, are precisely the von Neu-
mann solutions of the moment problem for the indeterminate moment sequence s.
For z ∈C\R, we have

Iμt (z) ≡
∫

R

1

x − z
dμt (x) = 〈

(T(t) − zI)−1e0, e0
〉 = −A(z) + tC(z)

B(z) + tD(z)
,

(16.32)

where for t = ∞, the fraction at the right-hand side has to be set equal to − C(z)
D(z)

.

The following lemma is used in the proof of Theorem 16.28.

Lemma 16.29 limy∈R,y→0 Iμt (yi) = limy∈R,y→0〈(T(t) − yiI )−1e0, e0〉 = t for
t ∈R.

Proof Let t ∈ R. Since N (T(t)) ⊆ N (T ∗) = C · p0 by Lemma 16.8(i) and p0 /∈
D(T(t)) by (16.31) and (16.29), we have N (T(t)) = {0}, so the operator T(t) is
invertible. From (16.25) we obtain T(t)(q0 + tp0) = T ∗(q0 + tp0) = e0. Hence,
e0 ∈ D(T −1

(t) ) and T −1
(t) e0 = q0 + tp0. Since e0 ∈ D(T −1

(t) ), the function h(λ) = λ−2

is μt -integrable (by (5.11)), and hence μt({0}) = 0. Set

hy(λ) = ∣
∣(λ − yi)−1 − λ−1

∣
∣2 for y ∈ (−1,1).

Then hy(λ) → 0 μt -a.e. on R as y → 0 and |hy(λ)| ≤ h(λ) for y ∈ (−1,1). Hence
Lebesgue’s dominated convergence theorem (Theorem B.1) applies and yields

∥
∥(T(t) − yiI )−1e0 − T −1

(t) e0
∥
∥2 =

∫

R

∣
∣(λ − yi)−1 − λ−1

∣
∣2

dμt (λ) → 0 as y → 0.

This proves that limy→0(T(t) − yiI )−1e0 = T −1
(t) e0 = q0 + tp0. Therefore,

lim
y→0

Iμt (yi) = lim
y→0

〈
(T(t) − yiI )−1e0, e0

〉 = 〈q0 + tp0, e0〉 = t. �
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Proof of Theorem 16.28 By Corollary 16.27 the operators T(t), t ∈R∪ {∞}, are the
self-adjoint extensions of T on Hs . Hence, the measures μt are the von Neumann
solutions.

The first equality of (16.32) follows at once from the definition of μt . We now
prove the second equality. For this, we essentially use formula (16.27). Note that
D(z) 
= 0 and D(z)t + B(z) 
= 0 for z ∈C\R and t ∈R by Proposition 16.24(v).

First, let t ∈ R. Set w = yi with y ∈ R in (16.27). Letting y → 0, we obtain the
second equality of (16.32) by Lemma 16.29.

Now let t = ∞. We apply (16.27) to μ = μ∞. Fixing w, we see that Iμ∞(z) is
a quotient of two entire functions and hence meromorphic. Put w = yi with y ∈ R,
y 
= 0, in (16.27) and let y → 0. Since each meromorphic function is a quotient of
two entire functions which have no common zeros, limy→0 Iμ∞(yi) is either ∞ or
a number s ∈ C depending on whether or not the denominator function vanishes at
the origin. In the first case the right-hand side of (16.27) becomes −C(z)D(z)−1.

To complete the proof, it suffices to show that the second case is impossible.
Since Iμ∞(yi) = Iμ∞(−yi), the number s is real. As y → 0, the right-hand side of
(16.27) tends to the right-hand side of (16.32) for t = s. Comparing the correspond-
ing left-hand sides yields Iμ∞(z) = Iμs (z). Hence,

〈
(T(∞) − zI)−1e0, e0

〉 = Iμ∞(z) = Iμs (z) = 〈
(T(s) − zI)−1e0, e0

〉
, z ∈C\R.

Since T(∞) and T(s) are different self-adjoint extensions of T on Hs , the latter con-
tradicts Lemma 16.10. (Here we freely used the fact that Mx and T are unitarily
equivalent by a unitary which maps 1 onto e0.) �

Corollary 16.30 Let t ∈ R ∪ {∞}. Then Iμt (z) is a meromorphic function, and the
self-adjoint operator T(t) has a purely discrete spectrum consisting of eigenvalues of
multiplicity one. The eigenvalues of T(t) are precisely the zeros of the entire function
B(z) + tD(z) for t ∈ R resp. D(z) for t = ∞. They are distinct for different values
of t ∈ R∪ {∞}. Each real number is an eigenvalue of some T(t).

Proof Since A(z), B(z), C(z), D(z) are entire functions, (16.32) implies that Iμt (z)

is meromorphic. By Theorem F.5 the support of μt is the set of poles of the mero-
morphic function Iμt . Therefore, since suppμt = σ(T(t)) by (5.25), T(t) has a purely
discrete spectrum. By Corollary 5.19 all eigenvalues of T(t) have multiplicity one.

Recall that by Proposition 16.24(i) we have

A(z)D(z) − B(z)C(z) = 1 for z ∈ C. (16.33)

The functions A + tC and B + tD have no common zero z, since otherwise

A(z)D(z) − B(z)C(z) = (−tC(z)
)
D(z) − (−tD(z)

)
C(z) = 0.

By (16.33), C and D have no common zero. The eigenvalues of T(t) are the poles of
Iμt (z). Since numerator and denominator in (16.32) have no common zero as just
shown, the poles of Iμt (z) are precisely the zeros of the denominator.
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Let z ∈ R. If z were an eigenvalue of T(t1) and T(t2) with t1 
= t2, then we would
have B(z) = D(z) = 0, which contradicts (16.33). If D(z) = 0, then z is an eigen-
value of T(∞). If D(z) 
= 0, then t := −B(z)D(z)−1 is real (because B and D have
real coefficients and z is real), and z is an eigenvalue of T(t). �

Another important tool of the indeterminate moment theory are the Weyl circles.

Definition 16.7 For z ∈ C\R, the Weyl circle Kz is the closed circle in the complex
plane with radius ρz and center Cz given by

ρz := 1

|z − z|‖pz‖2
s

= z − z

|z − z|
1

D(z, z)
,

Cz := − (z − z)−1 + 〈qz,pz〉s
‖pz‖2

s

= −C(z, z)

D(z, z)
.

The two equalities in this definition follow easily from Proposition 16.24(iii).
The proof of the next proposition shows that in the indeterminate case inequal-

ity (16.22) means that the number Iμ(z) belongs to the Weyl circle Kz.

Proposition 16.31 Let μ ∈ Ms . Then the number Iμ(z) lies in the Weyl circle Kz

for each z ∈ C\R. The measure μ is a von Neumann solution if and only if Iμ(z)

belongs to the boundary ∂Kz for one (hence for all) z ∈C\R.

Proof We fix z ∈ C\R and abbreviate ζ = Iμ(z). Then (16.22) says that

‖qz‖2
s + ζ 〈qz,pz〉s + ζ 〈qz,pz〉s + |ζ |2‖pz‖2

s ≡ ‖qz + ζpz‖2
s ≤ ζ − ζ

z − z
.

(16.34)

The inequality in (16.34) can be rewritten as

|ζ |2‖pz‖2
s + ζ

(〈qz,pz〉s + (z − z)−1
) + ζ

(〈qz,pz〉s + (z − z)−1) + ‖qz‖2
s ≤ 0.

The latter inequality is equivalent to

‖pz‖2
s

∣
∣ζ + ‖pz‖−2

s

(〈qz,pz〉s + (z − z)−1)∣∣2

≤ ‖pz‖−2
s

∣
∣〈qz,pz〉s + (z − z)−1

∣
∣2 − ‖qz‖2

s

and hence to
∣
∣ζ + ‖pz‖−2

s

(〈qz,pz〉s + (z − z)−1)∣∣2

≤ ‖pz‖−4
s

(∣
∣〈qz,pz〉s + (z − z)−1

∣
∣2 − ‖pz‖2

s‖qz‖2
s

)
.

This shows that ζ lies in a circle with center Cz given above and radius

ρ̃z = ‖pz‖−2
s

√∣
∣〈qz,pz〉s + (z − z)−1

∣
∣2 − ‖pz‖2

s‖qz‖2
s , (16.35)
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provided that the expression under the square root is nonnegative. Using Proposi-
tion 16.24(iii), the relation C(z, z) = −B(z, z), and Proposition 16.24(i), we get

ρ̃z = z − z

D(z, z)

√
|C(z, z)|2
|z − z|2 − A(z, z)D(z, z)

(z − z)2

= z − z

D(z, z)

√
−C(z, z)B(z, z)

|z − z|2 + A(z, z)D(z, z)

|z − z|2

= z − z

D(z, z)

1

|z − z| = 1

‖pz‖2
s |z − z| .

Thus, ρ̃z is equal to the radius ρz of the Weyl circle, and we have proved that ζ ∈ Kz.
The preceding proof shows that Iμ(z) = ζ ∈ ∂Kz if and only if we have equality

in the inequality (16.34) and hence in (16.22). The latter is equivalent to the relation
fz ∈ Hs by Proposition 16.18 and so to the fact that μ is a von Neumann solution
by Proposition 16.13. This holds for fixed and hence for all z ∈C\R. �

Let z,w ∈ C. Since

A(z,w)D(z,w) − B(z,w)C(z,w) = 1

by Proposition 16.24(i), the fractional linear transformation Hz,w defined by

ξ = Hz,w(ζ ) := −A(z,w) + ζC(z,w)

B(z,w) + ζD(z,w)
(16.36)

is a bijection of the extended complex plane C = C∪ {∞} with inverse given by

ζ = H−1
z,w(ξ) = − A(z,w) + ξB(z,w)

C(z,w) + ξD(z,w)
. (16.37)

We will use only the transformations Hz := Hz,0. Some properties of the general
transformations Hz,w can be found in Exercise 13. Set R := R∪ {∞} and recall that
C+ = {z ∈C : Im z > 0}.

Lemma 16.32

(i) Hz is a bijection of R onto the boundary ∂Kz = {Iμt (z) : t ∈ R} of the Weyl
circle Kz for z ∈C \R.

(ii) Hz is a bijection of C+ onto the interior K̊z of the Weyl circle Kz for z ∈ C+.
(iii) Kz ⊆ C+ for z ∈C+.

Proof (i): By Theorem 16.28, Hz maps R on the set {Iμt (z) : t ∈ R}. Since Iμt (z)

is in ∂Kz by Proposition 16.31, Hz maps R into ∂Kz. But fractional linear transfor-
mations map generalized circles bijectively on generalized circles. Hence, Hz maps
R onto ∂Kz.
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(ii): From (i) it follows that Hz is a bijection of either the upper half-plane or the
lower half-plane on the interior of Kz. It therefore suffices to find one point ξ ∈ K̊z

for which H−1
z (ξ) ∈ C+. Since Iμ0(z), Iμ∞(z) ∈ ∂Kz by (i),

ξ := (
Iμ0(z) + Iμ∞(z)

)
/2 = (−A(z)B(z)−1 − C(z)D(z)−1)/2 ∈ K̊z.

Here the second equality follows from Theorem 16.28. Inserting this expression into
(16.37), we easily compute

H−1
z (ξ) = B(z)D(z)−1 = ∣

∣D(z)
∣
∣−2

B(z)D(z).

Hence, H−1
z (ξ) ∈C+ by Proposition 16.24(iv), since z ∈ C+.

(iii): Since z ∈ C+, we have Iμt (z) ∈C+ ∩ ∂Kz by (i). Hence, Kz ⊆ C+. �

16.4 Nevanlinna Parameterization of Solutions

First we prove a classical result due to Hamburger and Nevanlinna that characterizes
solutions of the moment problem in terms of their Stieltjes transforms.

Proposition 16.33

(i) If μ ∈Ms and n ∈N0, then

lim
y∈R,y→∞yn+1

(

Iμ(iy) +
n∑

k=0

sk

(iy)k+1

)

= 0, (16.38)

where for fixed n, the convergence is uniform on the set Ms .
(ii) If I(z) is a Nevanlinna function such that (16.38) is satisfied (with Iμ replaced

by I) for all n ∈ N0, then there exists a measure μ ∈Ms such that I(z) = Iμ(z)

for z ∈C\R.

Proof (i): First, we rewrite the sum in Eq. (16.38) by

n∑

k=0

sk

(iy)k+1
=

n∑

k=0

(−i)k+1

yk+1

∫

R

xk dμ(x) = −i
1

yn+1

∫

R

n∑

k=0

(−ix)kyn−k dμ(x)

= −i
1

yn+1

∫

R

(−ix)n+1 − yn+1

−ix − y
dμ(x)

= 1

yn+1

∫

R

(−ix)n+1 − yn+1

x − iy
dμ(x). (16.39)

Therefore, since |x − iy|−1 ≤ |y|−1 for x, y ∈R, y 
= 0, we obtain
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∣
∣
∣
∣
∣
yn+1

(

Iμ(iy) +
n∑

k=0

sk

(iy)k+1

)∣
∣
∣
∣
∣

=
∣
∣
∣
∣

∫

R

yn+1

x − iy
dμ(x) +

∫

R

(−ix)n+1 − yn+1

x − iy
dμ(x)

∣
∣
∣
∣

=
∣
∣
∣
∣

∫

R

(−ix)n+1

x − iy
dμ(x)

∣
∣
∣
∣ ≤ |y|−1

∫

R

|x|n+1 dμ(x) ≤ |y|−1cn,

where cn := sn+1 if n is odd and cn := sn + sn+2 if n is even. Since cn does not
depend on the measure μ, we conclude that (16.38) holds uniformly on the set Ms .

(ii): Condition (16.38) for n = 0 yields limy→∞ yI(iy) = is0. Therefore, by The-
orem F.4, the Nevanlinna function I is the Stieltjes transform Iμ of a finite positive
Borel measure μ on R. Since μ(R) < ∞, Lebesgue’s dominated convergence theo-
rem implies that

s0 = lim
y→∞−iyI(iy) = lim

y→∞−iyIμ(iy) = lim
y→∞

∫

R

−iy

x − iy
dμ(x) =

∫

R

dμ(x).

The main part of the proof is to show that μ ∈ Ms , that is, the nth moment of μ

exists and is equal to sn for all n ∈ N0. We proceed by induction on n. For n = 0, this
was just proved. Let n ∈ N and assume that μ has the moments s0, . . . , s2n−2. Then,
by the preceding proof of (i), formula (16.39) is valid with n replaced by 2n−2. We
use this formula in the case 2n− 2 to derive the second equality below and compute

(iy)2n+1

(
2n∑

k=0

sk

(iy)k+1
+ Iμ(iy)

)

= s2n + iys2n−1 + i2n+1y2

(

y2n−1
2n−2∑

k=0

sk

(iy)k+1
+ y2n−1Iμ(iy)

)

= s2n + iys2n−1 + i2n+1y2
(∫

R

(−ix)2n−1 − y2n−1

x − iy
dμ(x) +

∫

R

y2n−1

x − iy
dμ(x)

)

= s2n + iys2n−1 − y2
∫

R

x2n−1

x − iy
dμ(x)

= s2n −
∫

R

x2n

(x/y)2 + 1
dμ(x) + iy

(

s2n−1 −
∫

R

x2n−1

(x/y)2 + 1
dμ(x)

)

.

By assumption (16.38) the expression in the first line converges to zero as y → ∞.
Considering the real part and using Lebesgue’s monotone convergence theorem, we
conclude that

s2n = lim
y→∞

∫

R

x2n

(x/y)2 + 1
dμ(x) =

∫

R

x2n dμ(x) < ∞. (16.40)

The imaginary part, hence the imaginary part divided by y, converges also to zero
as y → ∞. Since

|x|2n−1

(x/y)2 + 1
≤ |x|2n−1 ≤ 1 + x2n
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and 1 + x2n is μ-integrable by (16.40), the dominated convergence theorem yields

s2n−1 = lim
y→∞

∫

R

x2n−1

(x/y)2 + 1
dμ(x) =

∫

R

x2n−1 dμ(x). (16.41)

By (16.40) and (16.41) the induction proof is complete. �

Let N denote the set of Nevanlinna functions (see Appendix F). If we identify
t ∈ R with the constant function equal to t , then R becomes a subset of N. Set
N := N∪ {∞}.

The main result in this section is the following theorem of R. Nevanlinna.

Theorem 16.34 Let s be an indeterminate moment sequence. There is a one-to-one
correspondence between functions φ ∈N and measures μ ∈ Ms given by

Iμφ (z) ≡
∫

R

1

x − z
dμφ(x) = −A(z) + φ(z)C(z)

B(z) + φ(z)D(z)
≡ Hz

(
φ(z)

)
, z ∈C+. (16.42)

Proof Let μ ∈ Ms . If μ is a von Neumann solution, then by Theorem 16.28 there
exists a t ∈ R such that Iμ(z) = Hz(t) for all z ∈ C+.

Assume that μ is not a von Neumann solution and define φ(z) := H−1
z (Iμ(z)).

Let z ∈ C+. Then Iμ(z) ∈ K̊z by Proposition 16.31, and hence φ(z) = H−1
z (Iμ(z)) ∈

C+ by Lemma 16.32(ii). That is, φ(C+) ⊆C+. We show that C(z)+Iμ(z)D(z) 
= 0.
Indeed, otherwise Iμ(z) = −C(z)D(z)−1 = Hz(∞) ∈ ∂Kz by Lemma 16.32(i),
which contradicts the fact that Iμ(z) ∈ K̊z. Thus, φ(z) is the quotient of two
holomorphic functions on C+ with nonvanishing denominator function. Therefore,
φ is holomorphic on C+. This proves that φ ∈ N. By the definition of φ we have
Hz(φ(z)) = Iμ(z) on C+, that is, (16.42) holds.

Conversely, suppose that φ ∈ N. If φ = t ∈ R, then by Theorem 16.28 there is a
von Neumann solution μt ∈Ms such that Iμt (z) = Hz(t).

Suppose now that φ is not in R. Let z ∈ C+ and define I(z) = Hz(φ(z)). Then
φ(z) ∈ C+ and hence I(z) = Hz(φ(z)) ∈ K̊z ⊆ C+ by Lemma 16.32, (ii) and (iii).
From Proposition 16.24(vi) it follows that B(z) + φ(z)D(z) 
= 0. Therefore, I is a
holomorphic function on C+ with values in C+, that is, I ∈N.

To prove that I = Iμ for some μ ∈ Ms , we want to apply Proposition 16.33(ii).
For this, we have to check that condition (16.38) is fulfilled. Indeed, by Proposi-
tion 16.33(i), given ε > 0, there exists Yε > 0 such that

∣
∣
∣
∣
∣
yn+1

(

Iμ(iy) +
n∑

k=0

sk

(iy)k+1

)∣
∣
∣
∣
∣
< ε for all y ≥ Yε (16.43)

and for all μ ∈ Ms . (Here it is crucial that Yε does not depend on μ and that (16.43)
is valid for all measures μ ∈Ms !) Fix a y ≥ Yε . Since I(iy) = Hiy(φ(iy)) is in the
interior of the Weyl circle Kiy by Lemma 16.32(ii), I(iy) is a convex combination
of two points from the boundary ∂Kiy . By Lemma 16.32(i), all points of ∂Kiy are
of the form Iμt (iy) for some t ∈ R. Since (16.43) holds for all Iμt (iy) and I(iy) is
a convex combination of values Iμt (iy), (16.43) remains valid if Iμ(iy) is replaced
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by I(iy). This shows that I(z) fulfills the assumptions of Proposition 16.33(ii), so
that I = Iμ for some measure μ ∈Ms .

By Theorem F.2 the positive measure μφ is uniquely determined by the values
of its Stieltjes transform Iμφ on C+. Therefore, since Iμφ and φ ∈ N correspond
to each other uniquely by the relation Iμ(z) = Hz(φ(z)) on C+, (16.42) gives a
one-to-one correspondence between μ ∈ Ms and φ ∈ N. �

Theorem 16.34 contains a complete parameterization of the solution set Ms in
the indeterminate case in terms of the set N. Here the subset R ∪ {∞} of N corre-
sponds to the von Neumann solutions, or equivalently, to the self-adjoint extensions
of T on the Hilbert space Hs

∼= l2(N0), while the nonconstant Nevanlinna functions
correspond to self-adjoint extension on a strictly larger Hilbert space.

Fix z ∈ C+. Then the values Iμ(z) for all von Neumann solutions μ ∈ Ms fill the
boundary ∂Kz of the Weyl circle, while the numbers Iμ(z) for all other solutions μ ∈
Ms lie in the interior K̊z. By taking convex combinations of von Neumann solutions
it follows that each number of K̊z is of the form Iμ(z) for some representing measure
μ ∈Ms .

16.5 Exercises

1. Let s = (sn)n∈N0 be a positive semi-definite real sequence.
a. Suppose that s is not positive definite. Show that s is a determinate moment

sequence and that the representing measure is supported by a finite set.
b. Show that s0 = 0 implies that sn = 0 for all n ∈N.
c. Suppose that s0 > 0. Show that s̃ := ( sn

s0
)n∈N0 is a moment sequence.

2. Let s be a moment sequence that has a representing measure supported by a
compact set. Prove that s is determinate.

3. Let s be a positive definite real sequence.
a. Show that s has a representing measure supported by a compact set if and

only if lim infn→∞ s
1

2n

2n < ∞.
b. Let s0 = 1. Show that s has a representing measure supported by the interval

[−1,1] if and only if lim infn→∞ s2n < ∞.
4. Let s = (sn)n∈N0 be a positive definite real sequence. If K ⊆ R is a closed set,

we say that s is a K-moment sequence if there exists a measure μ ∈ Ms such
that suppμ ⊆ K . For k ∈ N , we define a sequence Eks by (Eks)n := sn+k .
a. (Stieltjes moment problem)

Show that s is a [0,+∞)-moment sequence if and only if Es is positive
definite.
Hint: Show that the symmetric operator Mx is positive if Es is positive def-
inite and consider a positive self-adjoint extension of Mx .

b. (Hausdorff moment problem)
Show that s is a [0,1]-moment sequence if and only if Es − E2s is positive
definite.
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c. Let a, b ∈R, a < b. Show that s is an [a, b]-moment sequence if and only if
the sequence bEs + aEs − E2s − abs is positive definite.

d. Show that the preceding assertions remain if “positive definite” is replaced
by “positive semi-definite.”

5. Let s be a positive definite real sequence. Prove that the following statements
are equivalent:

(i) The moment problem for s is determinate.
(ii) There exists a number z ∈ C\R such that pz /∈ l2(N0) and qz /∈ l2(N0).

(iii) There is a representing measure μ for s such that C[x] is dense in
L2(R, ν), where dν(x) = (x2 + 1) dμ(x).

6. Prove the “Plücker identity” for the Wronskian defined by (16.10):

W(α,β)nW(γ, δ)n − W(α,γ )nW(β, δ)n + W(α, δ)nW(β,γ )n = 0, n ∈N0,

where α, β , γ , δ are arbitrary complex sequences.
Note: Compare this with the Plücker identity occurring in Example 15.4.

7. Prove that each moment sequence s satisfying the Carleman condition

∞∑

n=0

s
−1/2n

2n = +∞

is determinate.
Hint: Show that 1 is a quasi-analytic vector for Mx

∼= T . Apply Theorem 7.18,
with A = Mx and Q=C[Mx], and Theorem 16.11.

8. Let μ be a positive Borel measure on R such that
∫

eεx2
dμ(x) < ∞ for some

ε > 0. Show that μ ∈M(R) and that μ is determinate.
Hint: Prove that 1 is an analytic vector for Mx .

9. Let z1, z2, z3, z4 ∈ C. Prove the following identities:

A(z1, z2)D(z3, z4) − B(z3, z2)C(z1, z4) + B(z3, z1)C(z2, z4) = 0,

A(z1, z2)C(z3, z4) + A(z3, z1)C(z2, z4) + A(z2, z3)C(z1, z4) = 0,

D(z1, z2)B(z3, z4) + D(z3, z1)B(z2, z4) + D(z2, z3)B(z1, z4) = 0.

Hint: Verify the corresponding identities for Ak,Bk,Ck,Dk . Use Lemma 16.19.
10. Let (K,Γ0,Γ1) be the boundary triplet from Proposition 16.26.

a. Show that Γ0pz = D(z) and Γ1pz = B(z) for z ∈ C.
Hint: Verify that pz + B(z)p0 − D(z)q0 ∈D(T ) for any z ∈ C.

b. Show that γ (z)1 = D(z)−1pz and M(z) = B(z)D(z)−1 for z ∈ C\R.
c. What does the Krein–Naimark resolvent formula say in this case?

11. Prove the assertion of Corollary 16.27 without using boundary triplets.
Hint: Verify (16.29). Use the Cayley transform or symmetric subspaces of
D(T ∗).

12. Let T(t), t ∈ R ∪ {∞}, be the self-adjoint operator from Corollary 16.27, and
let λ be an eigenvalue of T(t). Prove that pλ is an eigenvector for λ and
μt({λ}) = ‖pλ‖−2.
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13. Prove that the fractional linear transformation Hz,w defined by (16.36) maps
a. ∂Kw onto ∂Kz if Im z 
= 0 and Imw 
= 0,
b. ∂Kw onto R if Im z = 0 and Imw 
= 0,
c. R onto ∂Kz if Im z 
= 0 and Imw = 0,
d. R onto R if Im z = Imw = 0.

16.6 Notes to Part VI

Chapter 13:
The self-adjoint extension theory based on the Cayley transform is essentially

due to von Neumann [vN1]. The theory of positive self-adjoint extensions using
the Krein transform was developed by Krein [Kr3]. For strictly positive symmetric
operators, the existence of a smallest positive extension was already shown by von
Neumann [vN1]. The Ando–Nishio theorem was proved in [AN]. The factorization
construction of the Krein–von Neumann extension and the Friedrichs extension was
found by Prokaj, Sebestyen, and Stochel [SeS, PS].

There is an extensive literature on self-adjoint extension theory and on positive
self-adjoint extensions of symmetric operators and relations; see, for instance, [Br,
Cd2, CdS, DdS, AN, AHS, AS, AT, HMS].

Chapter 14:
Linear relations as multivalued linear operators have been first studied by Arens

[As]; see, e.g., [Cd2] and [HS].
The notion of an abstract boundary triplet was introduced by Kochubei [Ko] and

Bruk [Bk] (see, e.g., [GG]), but the idea can be traced back to Calkin [Ck]. Gamma
fields and Weyl functions associated with boundary triplets have been invented and
investigated by Derkach and Malamud [DM]. The celebrated Krein–Naimark re-
solvent formula was obtained by Naimark [Na1] and Krein [Kr1, Kr2] for finite
deficiency indices and by Saakyan [Sa] for infinite deficiency indices. The Krein–
Birman–Vishik theory has its origin in the work of the three authors [Kr3, Bi, Vi].
Theorem 14.25 goes back to Krein [Kr3]. Theorem 14.24 is essentially due to Bir-
man [Bi], while Theorem 14.22 was obtained by Malamud [Ma].

Boundary triplets and their applications have been studied in many papers such
as [DM, Ma, MN, BMN, Po, BGW, BGP].

Chapter 15:
The limit point–limit circle theory of Sturm–Liouville operators is due Weyl

[W2]. It was developed many years before the self-adjoint extension theory ap-
peared. A complete spectral theory of Sturm–Liouville operators was obtained by
Titchmarsh [Tt] and Kodaira [Kd1, Kd2]. This theory can be found in [DS, JR],
and [Na2]. An interesting collection of surveys on the Sturm–Liouville theory and
its historical development is the volume [AHP], see especially the article [BE]
therein.
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Chapter 16:
The moment problem was first formulated and solved by T. Stieltjes in his mem-

oir [Stj] in the case where the measure is supported by the half-axis [0,∞). The
moment problem on the whole real line was first studied by Hamburger [Hm], who
obtained the existence assertion of Theorem 16.1. Nevanlinna’s Theorem 16.34 was
proved in [Nv]; another approach can be found in [BC].

The standard monograph on the one-dimensional moment problem is Akhiezer’s
book [Ac]; other treatment are given in [Be, Sm4], and [GrW].



Appendix A
Bounded Operators and Classes of Compact
Operators on Hilbert Spaces

Most of the results on bounded or compact operators we use can be found in standard
texts on bounded Hilbert space operators such as [RS1, AG, GK, We].

Let H, H1, H2 be complex Hilbert spaces with scalar products and norms de-
noted by 〈·,·〉, 〈·,·〉1, 〈·,·〉2 and ‖ · ‖, ‖ · ‖1, ‖ · ‖2, respectively.

A linear operator T : H1 → H2 is called bounded if there is a constant C > 0
such that ‖T x‖2 ≤ C‖x‖1 for all x ∈D(T ); the norm of T is then defined by

‖T ‖ = sup
{‖T x‖2 : ‖x‖1 ≤ 1, x ∈D(T )

}
.

Let B(H1,H2) denote the set of bounded linear operators T : H1 → H2 such that
D(T ) = H1. Then (B(H1,H2),‖ · ‖) is a Banach space. For each T ∈ B(H1,H2),
there exists a unique adjoint operator T ∗ ∈ B(H2,H1) such that

〈T x,y〉2 = 〈
x,T ∗y

〉
1 for all x ∈ H1, y ∈H2.

The set B(H) := B(H,H) is a ∗-algebra with composition of operators as product,
adjoint operation as involution, and the identity operator I = IH on H as unit.

An operator T ∈ B(H) is said to be normal if T ∗T = T T ∗.
An operator T ∈ B(H1,H2) is called an isometry if T ∗T = IH1 and unitary if

T ∗T = IH1 and T T ∗ = IH2 . Clearly, T ∈ B(H1,H2) is an isometry if and only if
〈T x,T y〉2 = 〈x, y〉1 for all x, y ∈H1. Further, T ∈ B(H1,H2) is called a finite-rank
operator if dimR(T ) < ∞. If T ∈ B(H1,H2) is a finite-rank operator, so is T ∗.

A sequence (Tn)n∈N from B(H) is said to converge strongly to T ∈ B(H) if
limn→∞ Tnx = T x for all x ∈H; in this case we write T = s-limn→∞ Tn.

A sequence (xn)n∈N of vectors xn ∈ H converges weakly to a vector x ∈ H if
limn→∞〈xn, y〉 = 〈x, y〉 for all y ∈H; then we write x = w-limn→∞ xn.

Now we collect some facts on projections. Let K be a closed linear subspace
of H. The operator PK ∈ B(H) defined by PK(x + y) = x, where x ∈ K and
y ∈ K⊥, is called the (orthogonal) projection of H on K. An operator P ∈ B(H)

is a projection if and only if P = P 2 and P = P ∗; in this case, P projects on PH.
Let P1 and P2 be projections of H onto subspaces K1 and K2, respectively.

The sum Q := P1 + P2 is a projection if and only if P1P2 = 0, or equivalently,
K1 ⊥ K2; then Q projects on K1 ⊕ K2. The product P := P1P2 is a projection if
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and only if P1P2 = P2P1; in this case, P projects on K1 ∩K2. Further, P1 ≤ P2, or
equivalently K1 ⊆ K2, holds if and only if P1P2 = P1, or equivalently P2P1 = P1;
if this is fulfilled, then P2 − P1 is the projection on K2 �K1.

Let Pn,n ∈ N, be pairwise orthogonal projections (that is, PkPn = 0 for k �= n)
on H. Then the infinite sum

∑∞
n=1 Pn converges strongly to a projection P , and P

projects on the closed subspace
⊕∞

n=1 PnH of H.
If T ∈ B(H) and P is a projection of H on K, then the operator PT �K is in

B(K); it is called the compression of T to K.
In the remaining part of this appendix we are dealing with compact operators.

Definition A.1 A linear operator T : H → H with domain D(T ) = H is called
compact if the image T (M) of each bounded subset M is relatively compact in H,
or equivalently, if for each bounded sequence (xn)n∈N, the sequence (T xn)n∈N has
a convergent subsequence in H.

The compact operators on H are denoted by B∞(H). Each compact operator is
bounded. Various characterizations of compact operators are given in the following:

Proposition A.1 For any T ∈ B(H), the following statements are equivalent:

(i) T is compact.
(ii) |T | := (T ∗T )1/2 is compact.

(iii) T ∗T is compact.
(iv) T maps each weakly convergent sequence (xn)n∈N into a convergent sequence

in H, that is, if 〈xn, y〉 → 〈x, y〉 for all y ∈ H, then T xn → T x in H.
(v) There exists a sequence (Tn)n∈N of finite-rank operators Tn ∈ B(H) such that

limn→∞ ‖T − Tn‖ = 0.

Proof [RS1, Theorems VI.11 and VI.13] or [We, Theorems 6.3, 6.4, 6.5]. �

Proposition A.2 Let T ,Tn,S1, S2 ∈ B(H) for n ∈N. If limn→∞ ‖T − Tn‖ = 0 and
each operator Tn is compact, so is T . If T is compact, so are S1T S2 and T ∗.

Proof [RS1, Theorem VI.12] or [We, Theorem 6.4]. �

Basic results about the spectrum of compact operators are collected in the fol-
lowing two theorems.

Theorem A.3 Let T ∈ B∞(H). The spectrum σ(T ) is an at most countable
set which has no nonzero accumulation point. If H is infinite-dimensional, then
0 ∈ σ(T ). If λ is a nonzero number of σ(T ), then λ is an eigenvalue of T of finite
multiplicity, and λ is an eigenvalue of T ∗ which has the same multiplicity as λ.

Proof [RS1, Theorem VI.15] or [We, Theorems 6.7, 6.8] or [AG, Nr. 57]. �

From now on we assume that H is an infinite-dimensional separable Hilbert
space.
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Theorem A.4 Suppose that T ∈ B∞(H) is normal. Then there exist a complex
sequence (λn)n∈N and an orthonormal basis {en : n ∈ N} of H such that

lim
n→∞λn = 0 and T en = λnen, T ∗en = λnen for n ∈N.

Proof [AG, Nr. 62] or [We, Theorem 7.1], see, e.g., [RS1, Theorem VI.16]. �

Conversely, let {en : n ∈ N} be an orthonormal basis of H, and (λn)n∈N a bounded
complex sequence. Then the normal operator T ∈ B(H) defined by T en = λnen,
n ∈N, is compact if and only if limn→∞ λn = 0.

Next we turn to Hilbert–Schmidt operators.

Definition A.2 An operator T ∈ B(H) is called a Hilbert–Schmidt operator if there
exists an orthonormal basis {en : n ∈ N} of H such that

‖T ‖2 :=
( ∞∑

n=1

‖T en‖2

)1/2

< ∞. (A.1)

The set of Hilbert–Schmidt operators on H is denoted by B2(H). The number
‖T ‖2 in (A.1) does not depend on the particular orthonormal basis, and B2(H) is
a Banach space equipped with the norm ‖ · ‖2. Each Hilbert–Schmidt operator is
compact.

An immediate consequence of Theorem A.4 and the preceding definition is the
following:

Corollary A.5 If T ∈ B2(H) is normal, then the sequence (λn)n∈N of eigenvalues
of T counted with multiplicities belongs to l2(N).

Theorem A.6 Let M be an open subset of Rd , and K ∈ L2(M × M). Then the
integral operator TK defined by

(TKf )(x) =
∫

M

K(x,y)f (y) dy, f ∈ L2(M),

is a Hilbert–Schmidt operator on H = L2(M), and ‖TK‖2 = ‖K‖L2(M×M). In par-
ticular, TK is a compact operator on L2(M).

Proof [RS1, Theorem VI.23] or [AG, Nr. 32] or [We, Theorem 6.11]. �

Finally, we review some basics on trace class operators.
Let T ∈ B∞(H). Then |T | = (T ∗T )1/2 is a positive self-adjoint compact opera-

tor on H. Let (sn(T ))n∈N denote the sequence of eigenvalues of |T | counted with
multiplicities and arranged in decreasing order. The numbers sn(T ) are called sin-
gular numbers of the operator T . Note that s1(T ) = ‖T ‖.
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Definition A.3 An operator T ∈ B∞(H) is said to be of trace class if

‖T ‖1 :=
∞∑

n=1

sn(T ) < ∞.

The set B1(H) of all trace class operators on H is a Banach space equipped with
the trace norm ‖ · ‖1. Trace class operators are Hilbert–Schmidt operators.

If T ∈ B1(H) and S1, S2 ∈ B(H), then T ∗ ∈ B1(H), S1T S2 ∈ B1(H), and

‖T ‖ ≤ ‖T ‖1 = ∥∥T ∗∥∥
1 and ‖S1T S2‖1 ≤ ‖T ‖1‖S1‖‖S2‖. (A.2)

Proposition A.7 The set of finite-rank operators of B(H) is a dense subset of the
Banach space (B1(H),‖ · ‖1).

Proof [RS1, Corollary, p. 209]. �

Theorem A.8 (Trace of trace class operators) Let T ∈ B1(H). If {xn : n ∈N} is an
orthonormal basis of H, then

TrT :=
∞∑

n=1

〈T xn, xn〉 (A.3)

is finite and independent of the orthonormal basis. It is called the trace of T .

Proof [RS1, Theorem VI.24] or [GK, Chap. III, Theorem 8.1] or [AG, Nr. 66]. �

Combining Theorems A.4 and A.8, we easily obtain the following:

Corollary A.9 For T = T ∗ ∈ B1(H), there are a real sequence (αn)n∈N ∈ l1(N)

and an orthonormal basis {xn : n ∈ N} of H such that

T =
∞∑

n=1

αn〈·, xn〉xn, ‖T ‖1 =
∞∑

n=1

|αn|, TrT =
∞∑

n=1

αn. (A.4)

(A.4) implies that T → TrT is a continuous linear functional on (B1(H),‖ · ‖1).

Theorem A.10 (Lidskii’s theorem) Let T ∈ B1(H). Let λn(T ), n ∈ N, denote the
eigenvalues of T counted with multiplicities; if T has only finitely many eigenvalues
λ1(T ), . . . , λk(T ), set λn(T ) = 0 for n > k; if T has no eigenvalue, put λn(T ) = 0
for all n ∈ N. Then

∞∑

n=1

∣∣λn(T )
∣∣ ≤ ‖T ‖1 and TrT =

∞∑

n=1

λn(T ). (A.5)

Proof [Ld] or [RS4, Corollary, p. 328] or [GK, Chap. III, Theorem 8.4]. �



Appendix B
Measure Theory

The material collected in this appendix can be found in advanced standard texts on
measure theory such as [Ru2] or [Cn].

Let Ω be a nonempty set, and let A be a σ -algebra on Ω . A positive measure
(briefly, a measure on (Ω,A)) is a mapping μ : A → [0,+∞] which is σ -additive,
that is,

μ

( ∞⋃

n=1

Mn

)

=
∞∑

n=1

μ(Mn) (B.1)

for any sequence (Mn)n∈N of disjoints sets Mn ∈A. A positive measure μ is said to
be finite if μ(Ω) < ∞ and σ -finite if Ω is a countable union of sets Mn ∈ A with
μ(Mn) < ∞. A measure space is a triple (Ω,A,μ) of a set Ω , a σ -algebra A on
Ω , and a positive measure μ on A. A property is said to hold μ-a.e. on Ω if it holds
except for a μ-null set. A function f on Ω with values in (−∞,+∞] is called A-
measurable if for all a ∈ R, the set {t ∈ Ω : f (t) ≤ a} is in A. A function f with
values in C ∪ {+∞} is said to be μ-integrable if the integral

∫
Ω

f dμ exists and is
finite.

A complex measure on (Ω,A) is a σ -additive map μ : A→ C. Note that complex
measures have only finite values, while positive measures may take the value +∞.

Let μ be a complex measure. Then μ can written as μ = μ1 − μ2 + i(μ3 − μ4)

where μ1, μ2, μ3, μ4 are finite positive measures. We say that μ is supported by a
set K ∈A if μ(M) = μ(M ∩ K) for all M ∈A. Given M ∈A, let

|μ|(M) = sup
k∑

n=1

μ(Mn), (B.2)

where the supremum is taken over all finite partitions M = ⋃k
n=1 Mn of disjoint sets

Mn ∈A. Then |μ| is a positive measure on (Ω,A) called the total variation of μ.
There are three basic limit theorems. Let (Ω,A,μ) be a measure space.
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Theorem B.1 (Lebesgue’s dominated convergence theorem) Let fn, n ∈ N, and
f be A-measurable complex functions on Ω , and let g : Ω → [0,+∞] be a μ-
integrable function. Suppose that

lim
n→∞fn(t) = f (t) and

∣∣fn(t)
∣∣ ≤ g(t), n ∈ N, μ-a.e. on Ω. (B.3)

Then the functions f and fn are μ-integrable,

lim
n→∞

∫

Ω

|fn − f |dμ = 0, and lim
n→∞

∫

Ω

fn dμ =
∫

Ω

f dμ.

Proof [Ru2, Theorem 1.34]. �

Theorem B.2 (Lebesgue’s monotone convergence theorem) Let fn, n ∈ N, and f

be [0,+∞]-valued A-measurable functions on Ω such that

lim
n→∞fn(t) = f (t) and fn(t) ≤ fn+1(t), n ∈N, μ-a.e. on Ω. (B.4)

Then

lim
n→∞

∫

Ω

fn dμ =
∫

Ω

f dμ.

Proof [Ru2, Theorem 1.26]. �

Theorem B.3 (Fatou’s lemma) If fn, n ∈ N, are [0,+∞]-valued A-measurable
functions on Ω , then

∫

Ω

(
lim inf
n→∞ fn

)
dμ ≤ lim inf

n→∞

∫

Ω

fn dμ.

Proof [Ru2, Lemma 1.28]. �

Let p,q, r ∈ (1,∞) and p−1 + q−1 = r−1. If f ∈ Lp(Ω,μ) and g ∈ Lq(Ω,μ),
then fg ∈ Lr(Ω,μ), and the Hölder inequality holds:

‖fg‖Lr(Ω,μ) ≤ ‖f ‖Lp(Ω,μ)‖g‖Lq(Ω,μ). (B.5)

Let ϕ be a mapping of Ω onto another set Ω0. Then the family A0 of all subsets
M of Ω0 such that ϕ−1(M) ∈ A is a σ -algebra on Ω0 and μ0(M) := μ(ϕ−1(M))

defines an measure on A0. Thus, (Ω0,A0,μ0) is also a measure space.

Proposition B.4 (Transformations of measures) If f is a μ0-a.e. finite A0-
measurable function on Ω0, then f ◦ ϕ is a μ-a.e. finite A-measurable function
on Ω , and

∫

Ω0

f (s) dμ0(s) =
∫

Ω

f
(
ϕ(t)

)
dμ(t), (B.6)

where if either integral exists, so does the other.
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Proof [Ha, §39, Theorem C]. �

Let (Ω,A,μ) and (Φ,B, ν) be σ -finite measure spaces. Let A × B denote the
σ -algebra on Ω × Φ generated by the sets M × N , where M ∈ A and N ∈B. Then
there exists a unique measure μ × ν, called the product of μ and ν, on A×B such
that (μ × ν)(M × N) = μ(M)ν(N) for all M ∈ A and N ∈ B.

Theorem B.5 (Fubini’s theorem) Let f be an A×B-measurable complex function
on Ω × Φ . Then

∫

Ω

(∫

Φ

∣∣f (x, y)
∣∣dν(y)

)
dμ(x) =

∫

Φ

(∫

Ω

∣∣f (x, y)
∣∣dμ(x)

)
dν(y). (B.7)

If the double integral in (B.7) is finite, then we have
∫

Ω

(∫

Φ

f (x, y) dν(y)

)
dμ(x) =

∫

Ω

(∫

Φ

f (x, y) dμ(x)

)
dν(y)

=
∫

Ω×Φ

f (x, y)d(μ×ν)(x, y).

Proof [Ru2, Theorem 8.8]. �

Thus, if f is [0,+∞]-valued, one can always interchange the order of integra-
tions. If f is a complex function, it suffices to check that the integral in (B.7) is
finite.

Let μ and ν be complex or positive measures on A. We say that μ and ν are
mutually singular and write μ ⊥ ν if μ and ν are supported by disjoint sets.

Suppose that ν is positive. We say that μ is absolutely continuous with respect to
ν and write μ � ν if ν(N) = 0 for N ∈ A implies that μ(N) = 0.

For any f ∈ L1(Ω,ν), there is a complex measure μ defined by

μ(M) =
∫

M

f dν, M ∈A.

Obviously, μ � ν. We then write dμ = f dν.

Theorem B.6 (Lebesgue–Radon–Nikodym theorem) Let ν be a σ -finite positive
measure, and μ a complex measure on (Ω,A).

(i) There is a unique pair of complex measures μa and μs such that

μ = μa + μs, μs ⊥ ν, μa � ν. (B.8)

(ii) There exists a unique function f ∈ L1(Ω,ν) such that dμa = f dν.

Proof [Ru2, Theorem 6.10]. �

Assertion (ii) is the Radon–Nikodym theorem. It says that each complex mea-
sure μ which is absolutely continuous w.r.t. ν is of the form dμ = f dν with
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f ∈ L1(Ω,ν) uniquely determined by ν and μ. The function f is called the Radon–
Nikodym derivative of ν w.r.t. μ and denoted by dν

dμ
.

Assertion (i) is the Lebesgue decomposition theorem. We refer to the relation
dμ = f dν + dμs as the Lebesgue decomposition of μ relative to ν.

Let μ be a σ -finite positive measure. Then there is also a decomposition (B.8)
into a unique pair of positive measures μa and μs , and there exists a [0,+∞]-valued
A-measurable function f , uniquely determined ν-a.e., such that dμa = f dν.

Next we turn to Borel measures. Let Ω be a locally compact Hausdorff space that
has a countable basis. The Borel algebra B(Ω) is the σ -algebra on Ω generated
by the open subsets of Ω . A B(Ω)-measurable function on Ω is called a Borel
function. A regular Borel measure is a measure μ on B(Ω) such that for all M in
B(Ω),

μ(M) = sup
{
μ(K) : K ⊆ M,K compact

} = inf
{
μ(U) : M ⊆ U, U open

}
.

The support of μ is the smallest closed subset M of Ω such that μ(Ω\M) = 0; it is
denoted by suppμ. A regular complex Borel measure is a complex measure of the
form μ = μ1 − μ2 + i(μ3 − μ4), where μ1, μ2, μ3, μ4 are finite regular positive
Borel measures.

Theorem B.7 (Riesz representation theorem) Let C(Ω) be the Banach space of
continuous functions on a compact Hausdorff space Ω equipped with the supre-
mum norm. For each continuous linear functional F on C(Ω), there exists a unique
regular complex Borel measure μ on Ω such that

F(f ) =
∫

Ω

f dμ, f ∈ C(Ω).

Moreover, ‖F‖ = |μ|(Ω).

Proof [Ru2, Theorem 6.19]. �

The Lebesgue measure on R
d is denoted by m. We write simply dx instead of

dm(x) and a.e. when we mean m-a.e. If Ω is an open or closed subset of Rd , then
Lp(Ω) always denotes the space Lp(Ω,m) with respect to the Lebesgue measure.

In the case where ν is the Lebesgue measure on Ω = R we specify our termi-
nology concerning Theorem B.6(i). In this case we write μac for μa and μsing for
μs and call μac and μsing the absolutely continuous part and singular part of μ,
respectively.

Let μ be a positive regular Borel measure on R. A point t ∈ R is called an atom of
μ if μ({t}) �= 0. The set P of atoms of μ is countable, since μ is finite for compact
sets. There is a measure μp on B(R) defined by μp(M) = μ(M ∩ P). Then μp

is a pure point measure, that is, μp(M) = ∑
t∈M μ({t}) for M ∈ B(R). Clearly,

μsc := μsign − μp is a positive measure. Further, μsc and m are mutually singular,
and μsc is a continuous measure, that is, μsc has no atoms. Such a measure is called
singularly continuous. We restate these considerations.
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Proposition B.8 For any regular positive Borel measure μ on R, there is a unique
decomposition μ = μp + μsc + μac into a pure point part μp, a singularly con-
tinuous part μsc, and an absolutely continuous part μac. These parts are mutually
singular.

Let μ be a complex Borel measure on R. The symmetric derivative Dμ of μ with
respect to the Lebesgue measure is defined by

(Dμ)(t) = lim
ε→+0

(2ε)−1μ
([t − ε, t + ε]), t ∈R. (B.9)

The following theorem relates singular and absolutely continuous parts of a mea-
sure and its symmetric derivative. The description of the singular part in (ii) is the
classical de la Vallée Poussin theorem.

Theorem B.9 Suppose that μ is a complex regular Borel measure on R. Let
dμ = f dm + dμsign be its Lebesgue decomposition with respect to the Lebesgue
measure.

(i) (Dμ)(t) exists a.e. on R, and Dμ = f a.e. on R, that is, dμac(t) = (Dμ)(t) dt .
(ii) Suppose that the measure μ is positive. Then its singular part μsign is supported

by the set S(μ) = {t ∈ R : (Dμ)(t) = +∞}, and its absolutely continuous part
μac is supported by L(μ) = {t ∈ R : 0 < (Dμ)(t) < ∞}.

Proof (i): [Ru2, Theorem 7.8].
(ii): The result about μsign is proved in [Ru2, Theorem 7.15].
The assertion concerning μac is derived from (i). Set M0 := {t : (Dμ)(t) = 0} and

M∞ := {t : (Dμ)(t) = +∞}. Because μ is a positive measure, (Dμ)(t) ≥ 0 a.e. on
R. Since dμac = (Dμ)dt by (i) and Dμ = f ∈ L1(R), we have μac(M0) = 0 and
m(M∞) = 0, so μac(M∞) = 0. Hence, μac is supported by L(μ). �

Finally, we discuss the relations between complex regular Borel measures and
functions of bounded variation. Let f be a function on R. The variation of f is

Vf := sup
n∑

k=1

∣∣f (tk) − f (tk−1)
∣∣,

the supremum being taken over all collections of numbers t0 < · · · < tn and n ∈ N.
We say that f is of bounded variation if Vf < ∞. Clearly, each bounded nonde-
creasing real function is of bounded variation. Let NBV denote the set of all right-
continuous functions f of bounded variation satisfying limt→−∞ f (t) = 0.

Theorem B.10 (i) There is a one-to-one correspondence between complex regular
Borel measures μ on R and functions f in NBV . It is given by

fμ(t) = μ
(
(−∞, t]), t ∈ R. (B.10)

(ii) Each function f ∈ NBV is differentiable a.e. on R, and f ′ ∈ L1(R). Further, if
f = fμ is given by (B.10), then f ′(t) = (Dμ)(t) a.e. on R.
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Proof (i): [Cn, Proposition 4.4.3] or [Ru1, Theorem 8.14].
(ii): [Ru1, Theorem 8.18]. �

Obviously, if μ is a positive measure, then the function fμ is nondecreasing.
By a slight abuse of notation one usually writes simply μ(t) for the function

fμ(t) defined by (B.10).



Appendix C
The Fourier Transform

In this appendix we collect basic definitions and results on the Fourier transform.
Proofs and more details can be found, e.g., in [RS2, Chap. IX], [GW], and [Vl].

Definition C.1 The Schwartz space S(Rd) is the set of all functions ϕ ∈ C∞(Rd)

satisfying

pα,β(ϕ) := sup
{∣∣(xαDβϕ

)
(x)

∣∣ : x ∈ R
d
}

< ∞ for all α,β ∈ N
d
0 .

Equipped with the countable family of seminorms {pα,β : α,β ∈ N
d
0}, S(Rd) is a

locally convex Fréchet space. Its dual S ′(Rd) is the vector space of continuous linear
functionals on S(Rd). The elements of S ′(Rd) are called tempered distributions.

Each function f ∈ Lp(Rd), p ∈ [1,∞], gives rise to an element Ff ∈ S ′(Rd)

by defining Ff (ϕ) = ∫
f ϕ dx, ϕ ∈ S(Rd). We shall consider Lp(Rd) as a linear

subspace of S ′(Rd) by identifying f with Ff .
For f ∈ L1(Rd), we define two functions f̂ , f̌ ∈ L∞(Rd) by

f̂ (x) = (2π)−d/2
∫

Rd

e−ix·yf (y) dy, (C.1)

f̌ (y) = (2π)−d/2
∫

Rd

eix·yf (x) dx, (C.2)

where x·y := x1y1 + · · · + xdyd denotes the scalar product of x, y ∈R
d .

Lemma C.1 (Riemann–Lebesgue lemma) If f ∈ L1(Rd), then lim‖x‖→∞ f̂ (x) = 0.

Proof [RS2, Theorem IX.7] or [GW, Theorem 17.1.3]. �

Theorem C.2 The map F : f → F(f ) := f̂ is a continuous bijection of S(Rd)

onto S(Rd) with inverse F−1(f ) = f̌ , f ∈ S(Rd). For f ∈ S(Rd) and α ∈ N
d
0 ,

Dαf = F−1xαFf. (C.3)
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Proof [RS2, Formula (IX.1) and Theorem IX.1] or [GW, Theorem 19.3.1]. �

For F ∈ S ′(Rd), define F(F )(ϕ) := F(ϕ̂) ≡ F(F(ϕ)), ϕ ∈ S(Rd). By The-
orem C.2, we have F(F ) ∈ S ′(Rd). The tempered distribution F(F ) is called
the Fourier transform of F . An immediate consequence (see, e.g., [RS2, Theo-
rem IX.2]) of Theorem C.2 is the following:

Corollary C.3 F is a bijection of S ′(Rd) onto S ′(Rd). The inverse of F is given
by F−1(F )(ϕ) = F(ϕ̌) ≡ F(F−1(ϕ)),ϕ ∈ S(Rd).

Since Lp(Rd) is contained in S ′(Rd), we know from Corollary C.3 that F(f )

and F−1(f ) are well-defined elements of S ′(Rd) for any f ∈ Lp(Rd), p ∈ [1,∞].
The following two fundamental theorems describe some of these elements.

Theorem C.4 (Plancherel theorem) F is a unitary linear map of L2(Rd) onto
L2(Rd). For f ∈ L2(Rd), the corresponding functions F(f ) and F−1(f ) of
L2(Rd) are given by

f̂ (x) := F(f )(x) = lim
R→∞(2π)−d/2

∫

‖y‖≤R

e−ix·yf (y) dy, (C.4)

f̌ (y) := F−1(f )(y) = lim
R→∞(2π)−d/2

∫

‖x‖≤R

eix·yf (x) dx. (C.5)

Proof [RS2, Theorem IX.6] or [GW, Theorem 22.1.4]. �

Theorem C.5 (Hausdorff–Young theorem) Suppose that q−1 + p−1 = 1 and
1 ≤ p ≤ 2. Then the Fourier transform F maps Lp(Rd) continuously into Lq(Rd).

Proof [RS2, Theorem IX.8] or [Tl, Theorem 1.18.8] or [LL, Theorem 5.7]. �

Definition C.2 Let f,g ∈ L2(Rd). The convolution of f and g is defined by

(f ∗ g)(x) =
∫

Rd

f (x − y)g(y) dy, x ∈ R
d .

Note that the function y → f (x − y)g(y) is in L1(Rd), because f,g ∈ L2(Rd).

Theorem C.6 F−1(F(f ) ·F(g)) = (2π)−d/2f ∗ g for f,g ∈ L2(Rd).

Proof [GW, Proposition 33.3.1] or [LL, Theorem 5.8]; see also [RS2, Theo-
rem IX.3]. �



Appendix D
Distributions and Sobolev Spaces

Let Ω be an open subset of Rd . In this appendix we collect basic notions and results
about distributions on Ω and the Sobolev spaces Hn(Ω) and Hn

0 (Ω).
Distributions are treated in [GW, Gr, LL, RS2], and [Vl]. Sobolev spaces are

developed in many books such as [At, Br, EE, Gr, LL, LM], and [Tl].
We denote by D(Ω) = C∞

0 (Ω) the set of all f ∈ C∞(Ω) for which its support

suppf := {
x ∈ Rd : f (x) �= 0

}

is a compact subset of Ω . Further, recall the notations ∂α := ( ∂
∂x1

)α1 · · · ( ∂
∂xd

)αd ,

∂k := ∂
∂xk

, and |α| = α1 + · · · + αd for α = (α1, . . ., αd) ∈ N
d
0 , k = 1, . . . , d .

Definition D.1 A linear functional F on D(Ω) is called a distribution on Ω if for
every compact subset K of Ω , there exist numbers nK ∈ N0 and CK > 0 such that

∣∣F(ϕ)
∣∣ ≤ CK sup

x∈K, |α|≤nK

∣∣∂αϕ(x)
∣∣ for all ϕ ∈D(Ω), suppϕ ⊆ K.

The vector space of distributions on Ω is denoted by D′(Ω).
Let L1

loc(Ω) denote the vector space of measurable functions f on Ω such that∫
K

|f |dx < ∞ for each compact set K ⊆ Ω . Each f ∈ L1
loc(Ω) yields a distribution

Ff ∈ D′(Ω) defined by Ff (ϕ) = ∫
f ϕ dx, ϕ ∈ D(Ω). By some abuse of notation,

we identify the function f ∈ L1
loc(Ω) with the distribution Ff ∈ D′(Ω).

Suppose that F ∈ D′(Ω). If a ∈ C∞(Ω), then aF(·) := F(a·) defines a distribu-
tion aF ∈ D′(Ω). For α ∈ N

d
0 , there is a distribution ∂αF defined by

∂αF (ϕ) := (−1)|α|F
(
∂αϕ

)
, ϕ ∈D(Ω).

Let u ∈ L1
loc(Ω). A function v ∈ L1

loc(Ω) is called the αth weak derivative of u if
the distributional derivative ∂αu ∈ D′(Ω) is given by the function v, that is, if

(−1)|α|
∫

Ω

u∂α(ϕ)dx =
∫

Ω

vϕ dx for all ϕ ∈D(Ω).

In this case, v is uniquely determined a.e. on Ω by u and denoted also by ∂αu.

K. Schmüdgen, Unbounded Self-adjoint Operators on Hilbert Space,
Graduate Texts in Mathematics 265,
DOI 10.1007/978-94-007-4753-1, © Springer Science+Business Media Dordrecht 2012

405

http://dx.doi.org/10.1007/978-94-007-4753-1
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If u ∈ Cn(Ω), integration by parts implies that the αth weak derivative ∂αu exists
when |α| ≤ n and is given by the “usual” derivative ∂αu(x) on Ω .

Next, we introduce the Sobolev spaces Hn(Ω) and Hn
0 (Ω), n ∈ N0.

Definition D.2 Hn(Ω) is the vector space of functions f ∈ L2(Ω) for which the
weak derivative ∂αf exists and belongs to L2(Ω) for all α ∈ Nd

0 , |α| ≤ n, endowed
with the scalar product

〈f,g〉Hn(Ω) :=
∑

|α|≤n

〈
∂αf, ∂αg

〉
L2(Ω)

,

and Hn
0 (Ω) is the closure of C∞

0 (Ω) in (Hn(Ω),‖ · ‖Hn(Ω)).

Then Hn(Ω) and Hn
0 (Ω) are Hilbert spaces.

The two compact embedding Theorems D.1 and D.4 are due to F. Rellich.

Theorem D.1 If Ω is bounded, the embedding H 1
0 (Ω)→L2(Ω) is compact.

Proof [At, A 6.1] or [EE, Theorem 3.6]. �

Theorem D.2 (Poincaré inequality) If Ω is bounded, there is a constant cΩ > 0
such that

cΩ‖u‖2
L2(Ω)

≤
d∑

k=1

∫

Ω

|∂ku|2 dx ≡ ‖∇u‖2
L2(Ω)

for all u ∈ H 1
0 (Ω). (D.1)

Proof [At, 4.7] or [Br, Corollary 9.19]. �

The Poincaré inequality implies that ‖∇ · ‖L2(Ω) defines an equivalent norm on
the Hilbert space (H 1

0 (Ω),‖ · ‖H 1
0 (Ω)).

For Ω = R
d , the Sobolev spaces can be described by the Fourier transform.

Theorem D.3 Hn(Rd) = Hn
0 (Rd) = {f ∈ L2(Rd) : ‖x‖n/2f̂ (x) ∈ L2(Rd)}.

Further, if k ∈ N0 and n > k + d/2, then Hn(Rd) ⊆ Ck(Rd).

Proof [LM, p. 30] or [RS2, p. 50 and Theorem IX.24]. �

The next results require some “smoothness” assumption on the boundary ∂Ω .
Let m ∈ N ∪ {∞}. An open set Ω ⊆ R

d is said to be of class Cm if for each point
x ∈ ∂Ω , there are an open neighborhood U of x in R

d and a bijection ϕ of U on
some open ball B = {y ∈R

d : ‖y‖ < r} such that ϕ and ϕ−1 are Cm-mappings,

ϕ(U ∩ Ω) = {(
y′, yd

) ∈ B : yd > 0
}
, and ϕ(U ∩ ∂Ω) = {(

y′,0
) ∈ B

}
.
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Here y ∈ R
d was written as y = (y′, yd), where y′ ∈ R

d−1 and yd ∈ R.

It should be noted that, according to this definition, Ω ∩ U lies “at one side
of ∂Ω .” It may happen that ∂Ω is a Cm-manifold, but Ω is not of class Cm; for
instance, {(y1, y2) ∈ R

2 : y1 �= 0} is not of class C1. But {(y1, y2) ∈ R
2 : y1 > 0}

is C∞.
From now on we assume that Ω is a bounded open set of class C1. We denote

by ν(x) = (ν1, . . . , νd) the outward unit normal vector at x ∈ ∂Ω and by dσ the
surface measure of ∂Ω .

Theorem D.4 The embedding map H 1(Ω)→L2(Ω) is compact.

Proof [At, A 6.4] or [Br, Theorem 9.19] or [LM, Theorem 16.1]. �

Theorem D.5 C∞(Rd)�Ω is a dense subset of Hn(Ω) for n = 1,2.

Proof [At, A 6.7] or [EE, Chap. V, Theorem 4.7]. �

The following two results are called trace theorems. Theorem D.6 gives the pos-
sibility to assign “boundary values” γ0(f ) along ∂Ω to any function f ∈ H 1(Ω).

Theorem D.6 There exists a uniquely determined continuous linear mapping
γ0 : H 1(Ω)→L2(∂Ω,dσ) such that γ0(f ) = f �∂Ω for f ∈ C∞(Rd). Moreover,
H 1

0 (Ω) = {f ∈ H 1(Ω) : γ0(f ) = 0}.

Proof [At, A 6.6] or [LM, Theorem 8.3]. �

Theorem D.7 Let Ω be of class C2 and bounded. There is a continuous linear
map (γ0, γ1) : H 2(Ω) → L2(∂Ω,dσ) ⊕ L2(∂Ω,dσ) such that γ0(g) = g�∂Ω and
γ1(g) = ∂g

∂ν
�∂Ω for g ∈ C∞(Rd). The kernel of this map is H 2

0 (Ω).

Proof [LM, Theorem 8.3]. �

The maps γ0 and (γ0, γ1) are called trace maps. Taking fractional Sobolev spaces
on the boundary ∂Ω for granted, their ranges can be nicely described (see [LM,
p. 39]) by

γ0
(
H 1(Ω)

) = H 1/2(∂Ω), (γ0, γ1)
(
H 2(Ω)

) = H 3/2(∂Ω) ⊕ H 1/2(∂Ω).

(D.2)
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For f ∈ H 1(Ω) and g ∈ H 2(Ω), we consider γ0(f ) and γ1(g) as boundary values,
and we also write f �∂Ω for γ0(f ) and ∂g

∂ν
�∂Ω for γ1(g).

Theorem D.8 (Gauss’ formula) For f,g ∈ H 1(Ω) and k = 1, . . . , d , we have
∫

Ω

∂kf dx =
∫

∂Ω

f νk dσ, (D.3)
∫

Ω

(∂kf g + f ∂kg)dx =
∫

∂Ω

f gνk dσ. (D.4)

Proof [At, A 6.8] or [Br, p. 316]. �

Theorem D.9 (Green’s formulas) Let Ω be of class C2. For all h ∈ H 1(Ω) and
f,g ∈ H 2(Ω), we have

∫

Ω

(−�f )hdx =
d∑

k=1

∫

Ω

∂kf ∂khdx −
∫

∂Ω

∂f

∂ν
hdσ, (D.5)

∫

Ω

(−�f )g dx −
∫

Ω

f (−�g)dx =
∫

∂Ω

(
f

∂g

∂ν
− ∂f

∂ν
g

)
dσ. (D.6)

Proof [Br, p. 316]. �

Strictly speaking, the corresponding traces γ0(f ), γ0(g), γ1(f ), γ0(h), γ1(f ),
γ1(g) are meant in the integrals along the boundary ∂Ω in (D.3)–(D.6). Clearly,
(D.3) implies (D.4), while (D.5) implies (D.6).

In the literature these formulas are often stated only for functions from C∞(Ω).
The general case is easily derived by a limit procedure. Let us verify (D.5). By
Theorem D.5, h ∈ H 1(Ω) and f ∈ H 2(Ω) are limits of sequences (hn) and (fn)

from C∞(Rd)�Ω in H 1(Ω) resp. H 2(Ω). Then (D.5) holds for hn and fn. Passing
to the limit by using the continuity of the trace maps, we obtain (D.5) for h and f .

The next theorem deals with the regularity of weak solutions of the Dirichlet and
Neumann problems. To formulate these results, we use the following equation:

∫

Ω

∇f · ∇hdx +
∫

Ω

f hdx =
∫

Ω

ghdx. (D.7)

Theorem D.10 Let Ω ⊆ R
d be an open bounded set of class C2, and g ∈ L2(Ω).

(i) (Regularity for the Dirichlet problem)
Let f ∈ H 1

0 (Ω). If (D.7) holds for all h ∈ H 1
0 (Ω), then f ∈ H 2(Ω).

(ii) (Regularity for the Neumann problem)
Let f ∈ H 1(Ω). If (D.7) holds for all h ∈ H 1(Ω), then f ∈ H 2(Ω).

Proof [Br, Theorems 9.5 and 9.6]. �



Appendix E
Absolutely Continuous Functions

Basics on absolutely continuous functions can be found, e.g., in [Ru2, Cn], or [HS].
Throughout this appendix we suppose that a, b ∈R, a < b.

Definition E.1 A function f on the interval [a, b] is called absolutely continuous if
for each ε > 0, there exists a δ > 0 such that

n∑

k=1

∣∣f (bk) − f (ak)
∣∣ < ε

for every finite family of pairwise disjoint subintervals (ak, bk) of [a, b] satisfying

n∑

k=1

(bk − ak) < δ.

The set of all absolutely continuous functions on [a, b] is denoted by AC[a, b].
Each f ∈ AC[a, b] is continuous on [a, b] and a function of bounded variation.

Theorem E.1 A function f on [a, b] is absolutely continuous if and only if there is
a function h ∈ L1(a, b) such that

f (x) − f (a) =
∫ x

a

h(t) dt for x ∈ [a, b]. (E.1)

In this case, f is differentiable a.e., and we have f ′(x) = h(x) a.e. on [a, b]. The
function h ∈ L1(a, b) is uniquely determined by f .

Theorem E.2 For f,g ∈ AC[a, b], the integration-by-parts formula holds:
∫ b

a

f ′(t)g(t) dt +
∫ b

a

f (t)g′(t) dt = f (b)g(b) − f (a)g(a). (E.2)

Theorems E.1 and E.2 are proved, e.g., in [Cn, Corollaries 6.3.7 and 6.3.8].

K. Schmüdgen, Unbounded Self-adjoint Operators on Hilbert Space,
Graduate Texts in Mathematics 265,
DOI 10.1007/978-94-007-4753-1, © Springer Science+Business Media Dordrecht 2012

409

http://dx.doi.org/10.1007/978-94-007-4753-1


410 E Absolutely Continuous Functions

The Sobolev spaces Hn(a, b) and Hn
0 (a, b), n ∈ N, can be expressed in terms of

absolutely continuous functions. That is,

H 1(a, b) = {
f ∈ AC[a, b] : f ′ ∈ L2(a, b)

}
,

Hn(a, b) = {
f ∈ Cn−1([a, b]) : f (n−1) ∈ H 1(a, b)

}
,

Hn
0 (a, b) = {

f ∈ Hn(a, b) : f (a) = f ′(a) = · · · = f (n−1)(a) = 0,

f (b) = f ′(b) = · · · = f (n−1)(b) = 0
}
.

In particular, Cn([a, b]) ⊆ Hn(a, b) ⊆ Cn−1([a, b]) for n ∈N.
Now let J be an unbounded open interval of R, and let J denote the closure of

J in R, that is, J = [a,+∞) if J = (a,+∞) and J = R if J = R. Then

H 1(J ) = {
f ∈ L2(J ) : f ∈ AC[a, b] for [a, b] ⊆ J and f ′ ∈ L2(J )

}
,

Hn(J ) = {
f ∈ L2(J ) : f ∈ Cn−1(J ) and f (n−1) ∈ H 1(J )

}
,

Hn
0 (a,∞) = {

f ∈ Hn(a,∞) : f (a) = f ′(a) = · · · = f (n−1)(a) = 0
}
,

Hn
0 (R) = Hn(R).

For f ∈ Hn(J ), we have f ∈ L2(J ) and f (n) ∈ L2(J ) by the preceding formula.
It can be shown that f ∈ Hn(J ) implies that f (j) ∈ L2(J ) for all j = 1, . . . , n.

The preceding formulas are proved in [Br, Chap. 8] and [Gr, Sect. 4.3], where
Sobolev spaces on intervals are treated in detail.



Appendix F
Nevanlinna Functions and Stieltjes Transforms

In this appendix we collect and discuss basic results on Nevanlinna functions and
on Stieltjes transforms and their boundary values. For some results, it is difficult to
localize easily accessible proofs in the literature, and we have included complete
proofs of those results.

Let C+ = {z ∈ C : Im z > 0} denote the upper half-plane.

Definition F.1 A holomorphic complex function f on C+ is called a Nevanlinna
function (or likewise, a Pick function or a Herglotz function) if

Imf (z) ≥ 0 for all z ∈C+.

We denote the set of all Nevanlinna functions by N.
If f ∈N and f (z0) is real for some point z0 ∈C+, then f is not open and hence

a constant. That is, all nonconstant Nevanlinna functions map C+ into C+.
Each Nevanlinna function f can be extended to a holomorphic function on C\R

by setting f (z) := f (z) for z ∈ C+.

Theorem F.1 (Canonical integral representation of Nevanlinna functions) For each
Nevanlinna function f , there exist numbers a, b ∈ R, b ≥ 0, and a finite positive
regular Borel measure μ on the real line such that

f (z) = a + bz +
∫

R

1 + zt

t − z
dμ(t), z ∈C/R, (F.1)

where the numbers a, b and the measure μ are uniquely determined by f .
Conversely, any function f of this form is a Nevanlinna function.

Proof [AG, Nr. 69, Theorem 2] or [Dn1, p. 20, Theorem 1]. �

Often the canonical representation (F.1) is written in the form

f (z) = a + bz +
∫

R

(
1

t − z
− t

1 + t2

)
dν(t), z ∈C/R, (F.2)
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412 F Nevanlinna Functions and Stieltjes Transforms

where ν is a regular positive Borel measure on R satisfying
∫
(1+ t2)−1 dν(t) < ∞.

The two forms (F.1) and (F.2) are related by the formula dμ(t) = (1 + t2)−1 dν(t).
Let now μ be a regular complex Borel measure on R.

Definition F.2 The Stieltjes transform of μ is defined by

Iμ(z) =
∫

R

1

t − z
dμ(t), z ∈C\R. (F.3)

Stieltjes transforms are also called Cauchy transforms or Borel transforms.

Theorem F.2 (Stieltjes–Perron inversion formula) The measure μ is uniquely de-
termined by the values of its Stieltjes transform on C\R. In fact, for a, b ∈R, a < b,
we have

μ
(
(a, b)

) + 1

2
μ

({a}) + 1

2
μ

({b}) = lim
ε→+0

1

2π i

∫ b

a

[
Iμ(t + iε) − Iμ(t − iε)

]
dt,

(F.4)

μ
({a}) = lim

ε→+0
−iεIμ(a + iε). (F.5)

Proof Since μ is a linear combination of finite positive Borel measures, one can
assume without loss of generality that μ is positive. In this case proofs are given in
[AG, Nr. 69] and [We, Appendix B].

(F.4) can be proved by similar arguments as used in the proof of Proposition 5.14.
Since −iε

t−(a+iε) → χ{a}(t) as ε → +0, (F.5) follows from (F.3) by interchanging limit
and integration using the dominated convergence Theorem B.1. �

From formula (F.4) it follows at once that Iμ ≡ 0 on C\R implies that μ = 0.
However, there are complex measures μ �= 0 for which Iμ = 0 on C+.

The following fundamental theorem, due to I.I. Privalov, is about boundary
values of Stieltjes transforms. Again, we assume that μ is a regular complex Borel
measure on R. Recall that the function μ ≡ fμ defined by (B.10) is of bounded
variation and differentiable a.e. on R by Theorem B.10.

Theorem F.3 (Sokhotski–Plemelj formula) The limits Iμ(t ± i0) :=
limε→±0 Iμ(t + iε) exist, are finite, and

Iμ(t ± i0) = ±iπ
dμ

dt
(t) + (PV)

∫

R

1

s − t
dμ(s) a.e. on R, (F.6)

where (PV)
∫

denotes the principal value of the integral.

Proof [Pv] or [Mi]. �

From now on we assume that μ is a finite positive regular Borel measure on R.
Then Iμ(z) = Iμ(z) on C \R. Hence, formulas (F.4) and (F.5) can be written as
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μ
(
(a, b)

) + 1

2
μ

({a}) + 1

2
μ

({b}) = lim
ε→+0

π−1
∫ b

a

Im Iμ(t + iε) dt, (F.7)

μ
({a}) = lim

ε→+0
ε Im Iμ(a + iε). (F.8)

Thus, the positive measure μ is uniquely determined by the values of Iμ on C+.
The Stieltjes transform Iμ of the finite positive (!) Borel measure μ is obviously

a Nevanlinna function, since

Im Iμ(z) = Im z

∫

R

1

|t − z|2 dμ(t), z ∈ C\R.

The next result characterizes these Stieltjes transforms among Nevanlinna functions.

Theorem F.4 A Nevanlinna function f is the Stieltjes transform Iμ of a finite posi-
tive Borel measure μ on R if and only if

sup
{∣∣yf (iy)

∣∣ : y ∈R, y ≥ 1
}

< ∞. (F.9)

Proof [AG, Nr. 69, Theorem 3]. �

The necessity of condition (F.9) is easily seen:
Since μ(R)<∞, Lebesgue’s convergence Theorem B.1 applies and implies that

μ(R) = limy∈R,y→∞ −iyIμ(iy), which yields (F.9). �

Theorem F.5 Let K be a closed subset of R. The Stieltjes transform Iμ(z) has a
holomorphic extension to C\K if and only if suppμ ⊆ K .

Proof [Dn1, Lemma 2, p. 26]. �

Let us sketch the proof of Theorem F.5:
If suppμ ⊆ K , then (F.3) with z ∈ C\K defines a holomorphic extension of Iμ

to C\K . Conversely, suppose that Iμ has a holomorphic extension, say f , to C\K .
Then limε→+0 Iμ(t ± iε) = f (t), and hence limε→+0 Im Iμ(t + iε) = 0 for t ∈R\K .
Therefore, by (F.7) and (F.8), μ has no mass in R\K , that is, μ(R\K) = 0. �

Since μ is a positive measure, the integral (PV )
∫

in (F.6) is real, and we obtain

dμ

dt
(t) = π−1 Im Iμ(t + i0) a.e. on R. (F.10)

Obviously, if for some t ∈ R, the boundary value Iμ(t + i0) of Iμ exists, so does
the boundary value (Im Iμ)(t + i0) of Im Iμ and Im(Iμ(t + i0)) = (Im Iμ)(t + i0).
However, (Im Iμ)(t + i0) may exist, but Iμ(t + i0) does not. But we always have
Im(Iμ(t + i0)) = (Im Iμ)(t + i0) a.e. on R.

The next result describes the parts of the Lebesgue decomposition (B.8) of the
measure μ with respect to the Lebesgue measure ν = m in terms of boundary values
of the imaginary part of its Stieltjes transform Iμ.
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Theorem F.6 (i) The singular part μsign of μ is supported by the set

Sμ := {
t ∈R : (Im Iμ)(t + i0) = +∞}

.

(ii) The absolutely continuous part μac is given by dμac(t) = π−1(Im Iμ)(t + i0) dt

and supported by the set

Lμ := {
t ∈R : 0 < (Im Iμ)(t + i0) < +∞}

.

Proof (i): The de la Vallée Poussin theorem (Theorem B.9(ii)) states that μsign is
supported by the set S(μ) = {t ∈R : (Dμ)(t) = +∞}. From the inequalities

(Im Iμ)(t + iε) =
∫

R

ε

(s − t)2 + ε2
dμ(s) ≥ ε−1

∫ t+ε

t−ε

ε2

(s − t)2 + ε2
dμ(s)

≥ ε−1
∫ t+ε

t−ε

ε2

ε2 + ε2
dμ(s) = (2ε)−1μ

([t + ε, t − ε])

we conclude that (Dμ)(t) = +∞ implies (Im Iμ)(t + i0) = +∞, so S(μ) ⊆ Sμ.
This proves (i).

(ii): From formula (F.10) it follows that

(Dμ)(t) = dμ

dt
(t) = π−1 Im Iμ(t + i0) = π−1(Im Iμ)(t + i0) a.e. on R,

(F.11)

so that dμac(t) = π−1(Im Iμ)(t + i0) dt by Theorem B.9(i). Hence, μac is supported
by the set L̃μ := {t : 0 < (Im Iμ)(t + i0)}. By (F.11) and Theorem B.9(i) we have
π−1 Im Iμ(· + i0) = Dμ = f ∈ L1(R). Therefore, μac(Sμ) = 0. (This follows also
from (i).) Hence, μac is also supported by the set Lμ = L̃μ\Sμ. �

Theorem F.7 Suppose that f is a Nevanlinna function such that (F.9) holds and

sup
{∣∣Imf (z)

∣∣ : z ∈C+
}

< ∞. (F.12)

Then the function Imf (t + i0) is in L1(R), and we have

f (z) = π−1
∫

R

Imf (t + i0)

t − z
dt, z ∈C+. (F.13)

Proof Since we assumed that condition (F.9) holds, Theorem F.4 applies, and hence
f = Iμ for some finite positive Borel measure μ.

We prove that (F.12) implies that μ is absolutely continuous and (F.13) holds.
From (F.8) and (F.12) it follows that μ({c}) = 0 for all c ∈ R. Therefore, by (F.7),

μ
(
(a, b)

) = lim
ε→+0

π−1
∫ b

a

Im Iμ(t + iε) dt = π−1
∫ b

a

Im Iμ(t + i0) dt, (F.14)

where assumption (F.12) ensures that limit and integration can be interchanged by
Lebesgue’s convergence Theorem B.1. From (F.14) we easily conclude that dμ(t) =
π−1 Imf (t + i0) dt . Inserting this into (F.3), we obtain (F.13). �
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We close this appendix by stating another related but finer result. It was not used
in this text. Let ν be a positive regular Borel measure on R satisfying

∫

R

1

1 + t2
dν(t) < ∞.

Then the Poisson–Stieltjes transform Pν is defined by

Pν(x, y) =
∫

R

y

(t − x)2 + y2
dν(t), x ∈R, y > 0.

Note that Pν(x, y) is a nonnegative harmonic function on C+. If the measure ν is
finite, the Stieltjes transform Iν is defined, and obviously Pν(x, y) = Im Iν(x + iy).
If ν is the Lebesgue measure, one computes that Pν(x, y) = π for x + iy ∈ C+.

Then there is the following Fatou-type theorem; a proof is given in [Dn3].

Theorem F.8 Let t ∈ R.

(i) The limit Pν(t,+0) := limε→+0 Pν(t, ε) exists and is finite if and only if the
symmetric derivative (Dν)(t) (defined by (B.9)) does. In this case we have
Pν(t,+0) = π(Dν)(t).

(ii) If (Dν)(t) = +∞, then Pν(t,+0) ≡ limε→+0 Pν(t, ε) = +∞; the converse is
not true in general.

Suppose that the positive measure ν is finite. Since Pν(x, y) = Im Iν(x + iy), it
is obvious that Pν(t,+0) = (Im Iν)(t + i0). Hence, the assertion of Theorem F.6(ii)
can be derived from Theorem F.8(i), thereby avoiding the use of the Sokhotski–
Plemelj formula (F.10). Indeed, since π(Dν)(t) = (Im Iν)(t + i0) by Theorem F.8(i),
we have dνac(t) = π−1(Im Iν)(t + i0) dt by Theorem B.9(i). This implies the as-
sertion of Theorem F.6(ii).
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