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INTERVAL UNIONS*

HERMANN SCHICHL , FERENC DOMES , TIAGO MONTANHER , AND KEVIN
KOFLER

Abstract. This paper introduces the interval union arithmetic, a new concept which extends
the traditional interval arithmetic. Interval unions allow to manipulate sets of disjoint intervals and
provide a natural way to represent the extended interval division. Considering interval unions lead
to simplifications of the interval Newton method as well as of other algorithms for solving interval
linear systems. This paper does not aim at describing the complete theory of interval union analysis,
but rather at giving basic definitions and some fundamental properties, as well as showing theoretical
and practical usefulness of interval unions in a few selected areas.

Key words. interval union arithmetic, union of intervals, interval union Newton method,
interval union linear systems.
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1. Introduction. Interval analysis is a branch of numerical analysis that was
born in the 1960’s. It consists of computing with intervals of reals instead of reals,
providing a framework for handling uncertainties and verified computations (see e.g.
[2, 20, 22] and [14] for a survey). Interval analysis is a key ingredient for numerical
constraint satisfaction (see e.g. [12]) and global optimization (see e.g. [7, 16]). Global
optimization solvers like Gloptlab [4Jand COCONUT [26, 27] rely heavily on interval
analysis to guarantee rigorous solutions, even non-rigorous solvers like BARON [25]
and a-Branch and bound [1] use rigorous computations in some steps of the search.
Applications of interval analysis comprise packing problems [28], robotics [6, 19],
localization and map building [10, 11], and the protein folding problem [18].

In practice, interval arithmetic must be implemented using outward rounding in order
to assure that the result of an interval calculation always contains the result of the
corresponding real valued operation evaluated for each value(s) of the used interval(s).
Interval arithmetic has been implemented in almost every programming language
which is relevant for scientific computing, see for example Intlab [24] for Matlab,
Filib++ [21] for C/C++, Interval [13] for Fortran and MathInterval [5] for Java.
Extended interval arithmetic [7, 14, 23] allows operations on intervals where the
bounds can be +oo. It gives the possibility of performing interval division even when
the denominator interval contains zero. For example, assume that we are interested
Ei
[—00, —2] and [2, 00]. The operation above must be interpreted as follows: The result-
ing quotient of § where a € [2,3] and b € [~1, 1]\0 belongs to the set [—oco, —2]U[2, oo].
This example shows the problem of interval arithmetic both from a theoretical and a
computational point of view. For the theory of intervals it is an issue since the result
of an elementary operation involving two intervals does not belong necessarily to the
set of intervals ' while for computations it is a problem since the interval division
operator requires special treatment.

This paper extends the concept of interval arithmetic to interval unions. An interval
union is a set of closed and disjoint intervals where the bounds of the extreme intervals
can be +00. During the paper we demonstrate that interval unions generalize intervals

in rigorous bounds for x = Applying the division rule presented in [23] gives
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Lunless the interval hull is taken, which often leads to serious overestimation of the true result
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2 H. SCHICHL, F. DOMES, T. MONTANHER, K. KOFLER

and allow among others to represent the result of interval division in a natural way.
Some of the theoretical results of interval analysis remain valid when we are dealing
with interval unions. That is the case, e.g., for the fundamental theorem of interval
arithmetic, and therefore the natural extension of real functions to interval unions is
similar to the interval case. On the other hand, some inclusion results like the interval
mean value theorem do not hold for interval unions, not even for the univariate case.
During the paper it is shown that a large part of the interval union arithmetic can be
easily implemented if we have an interval arithmetic library at our disposal.

The paper is organized as follows. In Section 2 we present the basics of interval arith-
metic. The section is mainly a revision of the traditional case in the extended context.
Section 3 describes the generalization from intervals to interval unions, where the ba-
sic interval union operations are defined, isotonicity property shown, the fundamental
theorem of interval union arithmetic is proven. In addition, in this section, hull and
component-wise operations are also defined.

In Section 4 the interval union Newton method for univariate functions is presented.
Similar as for the interval Newton method the aim is to enclose all roots of f(z) € R
subject to x € X where both, R and X are interval unions. We show that the
definition of Newton methods can be made through component-wise operations and
compare our new approach with the traditional interval Newton algorithm in a set
of 32 problems. Our experiment shows that interval union arithmetic can improve
Newton methods significantly in the univariate case.

Finally in Section 5, interval union linear systems are studied and shown that the
interval Gaussian elimination and Gauss-Seidel algorithms can be extended from in-
tervals to interval unions. The advantages of replacing interval operations by interval
unions in linear systems are demonstrated by performing tests on examples in low
dimension.

1.1. Notation. We mostly follow [17] for the notation of interval arithmetic.

Throughout this paper R"™*" denotes the vector space of all m x n matrices A with
real entries A, (i =1,...,m, k=1,...,n), and R® = R"*! denotes the vector space
of all column vectors v of length n and entries v; (i = 1,...,n). For vectors and
matrices, the relations =, #, <, >, <, > and the absolute value |A| of the matrix A
are interpreted component-wise.
We write AT to represent the transpose of a matrix A and A~7 is short for (AT)~1.
The ith row vector of a matrix A is denoted by A;. and the jth column vector by A.;.
For the nxn matrix A, diag(A) denotes the n-dimensional vector with diag(A4); = A;;.
The number of elements of the index set N is given by |N|. Let I C {1,...,m} and
J C{1,...,n} beindex sets and let ny := |I|, ny := |J|. For the n-dimensional vector
x, xy denotes the n j-dimensional vector built from the components of x selected by
the index set J. For the m x m matrix A, the expression Aj. denotes the ny x n
matrix built from the rows of A selected by the index sets I. Similarly, A.; denotes
the m x ny matrix built from the columns of A selected by the index sets J.

2. Interval Arithmetic. This section presents the basics of interval arithmetic.
A comprehensive approach to this topic is given by [22]. We are mainly interested in
extended interval arithmetic. i.e, when division by intervals containing 0 is allowed.
Good references to extended interval arithmetic are [7] and [15].
Let g,a € R with a < @ then a = [a,a] denotes a real interval with inf(a) =
min(a) = @ and sup(a) = max(a) = a@. The set of nonempty compact real
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INTERVAL UNIONS 3

intervals is denoted by
IR :={[a,a] | a <@, a,a € R}.

We extend the definition of real intervals by permitting the bounds of intervals to be
one of the ideal points —oo and co and define IR as the set of closed real intervals.
We write

IR := IR U {[~o0,d] | 7 € B} U{la, oc] | a € B} U {00, 0], 0},

defining, [~00,a@] ;== {z € R |z <@}, [a,00] :={z € R |z > a}, and [~00,00] ;== R.
The width of the interval a € IR\ {0} is given by wid(a) := @ — g, its mignitude by

<a>:::{ min(al, [al) if 0 ¢ [a, @],

0 otherwise.

and its magnitude by | a| := max(|a|,|a]). The midpoint of a € IR is a :=
mid(a) := (a + @)/2 and the radius of a € IR is & := rad(a) := (a — @)/2. For
a € IR there is no natural definition of a midpoint. Moreover, if & is well defined then
a € a< |a—al <aand we say that midrad(a,4) is the midrad representation of
interval a. For a set S the smallest box containing S is called the interval hull of S
and denoted by []S. An interval is called thin or degenerate if wid(a) = 0.

The inclusion relations are given as
aCb<«<=b<ana<b aCb<=b<ara<b.

An interval vector x = [z,TZ] or box is the Cartesian product of the closed real
r— =N
intervals x; = [z;,7;] € IR. We write IR~ to denote the set of all n-dimensional

boxes. We also define the interval matrix A = [4, 4] in a similar way and IR
denotes the set of all m x n interval matrices. Operations defined for intervals (like
width, midpoint, radius, mignitude and magnitude) are defined component-wise when
applied to boxes or matrices.

Let a,b € IR. The elementary real operations o € {+, —, /,*,” } are extended to the
interval arguments a, b by defining the result of an elementary interval operation to
be the set of real numbers which results from combining any two numbers contained
in a and in b. Formally,

aosb:={aob|aca, bebandaobis defined}.

This leads to operations on IR defined by aob := [J(acsb). The elementary operations
are inclusion isotonic. That means:

aca,bcb’ = aobeca’ob foralloe {+,—, /% }
For a,b € IR we get that

a-[1/5,1/Y if0 ¢ b,
00, +00] ifoeanoeb,
a/b, +00] ifa<O0Ab<b=0,

—00,a/bl U [a/b,+oo] ifa<0OAb<0<b,x
—00,a/b

[
[
[
(1) a/eb = {
[
[

|
] ifa<0A0=b<b,
00, a/b] if0<aAb<b=0,
00,a/bl U la/b,+00] if0<aAb<0<b,x
a/b, +00] if0<an0=b<b,

0 if0¢anb=>b=0.
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4 H. SCHICHL, F. DOMES, T. MONTANHER, K. KOFLER

As one can see in the cases marked with *, the result is not a single interval but the
union of two disjoint ones. As shown in [23] the division defined by (1) is inclusion
isotonic (also see, [15]).

In some applications the interval definition of subtraction may over-estimate the range
of the real computation. For example, since —a := 0 — a = [—sup(a), —inf(a)] for
b :=a — a, we only have 0 € b and

b=a+ (—a) #[0,0] =0 if inf(a) # sup(a),

does not hold. In order to cope with this situation we also define inner subtraction
for intervals. If a,b € IR then

@) ach — { [inf(a) — inf(b),sup(a) — sup(b)] if wid(a) > wid(b)

[sup(a) — sup(b),inf(a) — inf(b)] otherwise

Inner operations lead to significant improvements on the interval Gauss-Seidel algo-
rithm discussed later in this paper.
Let x € IR" and f: D C R" — R. We define rge(f(x)) to be the set

rge(f(x)) :={f(z) [z €xN D},

and call it the range of f over the box x. We extend the range to a function on IR
by rg(f(x)) := [Jrge(f(x)), also called the range of f.

We say that a function f : IR" — IR is inclusion isotonic if x C y = f(x) C f(y).
We already established that elementary interval operations are inclusion isotonic and
it is also possible to construct interval functions with the isotonicity property for
standard functions like exponential, logarithmic and trigonometric, see for example
[24] or [5]. Moreover, it is easy to prove that the composition of inclusion isotonic
functions is also inclusion isotonic. Formally we have

ProposiTION 1. Ifg:IR" — IR and £ : TR" — IR are inclusion isotonic functions
then g(f(x)) is inclusion isotonic.

The interval function f : IR" — IR is an interval extension of a function f:DC
R™ — R if

f(z) = f(x) forxz € D,and f(z) e f(x) foralzexCD.

If f admits a closed form and can be expressed in terms of elementary operations and
standard functions we call the interval function f given by replacing every real opera-
tion with its interval counterpart the natural extension. Using these definitions we
can formulate the fundamental theorem of interval analysis and prove it as in [20]:

PROPOSITION 2 (Fundamental theorem of interval analysis). If £ is inclusion isoto-
nic and is an interval extension of f : R™ — R then rg(f(x)) C f(x).

Interval arithmetic also allows to prove a general version of the mean value theorem
for multivariate functions, see [22]:

PROPOSITION 3 (Interval mean value theorem). Let F': R™ — R™ be a differentiable
function defined on a box x C R™. IfF is an interval extension of F and J an interval
extension of the Jacobian of F both of them satisfying the isotonicity property then
forxz,y ex

F(y) e F(z) +I(x)(y — =).

This manuscript is for review purposes only.
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INTERVAL UNIONS 5

Proposition 3 leads to the following Taylor extension, see [22].

COROLLARY 4 (Taylor expansion). Let f : R® — R be a differentiable function de-
fined in a box x C R™. Iff is an interval extension of f and g the interval extension
of the gradient of f both of them satisfying the isotonicity property then

£(x) C £(a) + ()" (x — 2), @€ x.
We define the set
f,;l(x,y) ={zr € Xk | 321, 2h—1, 2ka1s -+, 2n 2 E DNXA f(2) €y}
and call it the kth partial inverse image of f on y and for its interval hull we write
Ft e y) =00 (xy).

3. Interval Unions.

3.1. Motivation. The well known interval Newton iteration

(3) x*+D = N(xF)nxF, N(x) =% — f(%) k=0,1,2,....

is the interval variant of Newton’s method for finding the roots of a function f in a
box x. If (3) is applied to an arbitrary univariate function f : R — R and the starting
interval xg, the interval Newton method splits and contracts xq into several intervals
enclosing the zeros of f over xg.

By (1) the division operator applied to two intervals a,b € IR in the cases marked by
a * do not map into IR. To solve this issue one can either define / : IR x IR\ {0} — IR
or for the marked cases one could take the interval hull of the two resulting intervals.
However, keeping the two disjoint intervals in the marked cases is the reason why (3)
works properly if 0 € f/(x). Therefore, it is obvious to define a structure where the
division operator and therefore the interval Newton method is defined in a consistent
and natural way. It serves as a motivation to introduce interval unions and define
operations similar to the interval versions.

3.2. Definition.

DEFINITION 5. Throughout this paper, interval unions are denoted by bold calligraphic
letters. An interval union u of length l(w) := k is a finite set of k disjoint intervals.
Since for all disjoint intervals the natural ordering exists we denote the elements of
u by u; and write

uiem Vi=1,...,k,

) w=(u,.. ) with W<u,, Vi=l.. k-1

The set of all interval unions of length < k is denoted by U and U := UkZO Uy, is
the set of all interval unions. In addition to this Uy = () and we identify U, with IR.

Obviously U C U, C U If k< m.

DEFINITION 6. Let w := (uy,...,u;) € U be an interval union. We will identify u
with the subset Ule u; of R that u represents, so for a real number x we say

T €u & there exists a 1 <i <k such that x € u,.

This manuscript is for review purposes only.
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6 H. SCHICHL, F. DOMES, T. MONTANHER, K. KOFLER
Similarly, for the interval x
X Cu & there exists a 1 <1 <k such that x C u;.
Finally, for another interval union v
v Cu< forallv €v there exists a 1 < i < k such that v C u,.

DEFINITION 7. Let S be a finite set of intervals, the union creator U(S) is defined
as the smallest interval union w that satisfies a C u for alla € S.

LEMMA 8. Let S be a set of intervals, the union creator is inclusion isotonic:

SCS = US)CU).

Proof. Follows directly from the definition. 0

LEMMA 9. The interval hull of a union u € U is given by
Uu = [uy, W)

Proof. Follows directly from Definition 5. O

DEFINITION 10. We define U} and U™, respectively, as the set of all interval union
vectors of dimension n. Similarly, we introduce Uy ™ and U™™ as the sets of
interval union matrices of size n X m with the usual definition of the operations. We
denote interval union matrices by capital bold calligraphic letters like A or B and
denote interval union vectors by lower case bold calligraphic letters like x or y.

The interval union vector w € U regarded as a subset of R™ is always a finite set
of boxes. More specifically, if u; has length k; we get the H;'l:1 k; disjoint boxes
H?:1 ;g 1 <tl; <kj. Wewrite for u € IR" thatu € u iff u is one of these bozes.
Note that storing this set as an interval union vector requires just Z;L:1 k; intervals
which is a clear advantage over storing all the individual boxes, especially in higher
dimensions.

If € U \ {0} we define the magnitude and mignitude of the interval union
respectively by

] 1= maxc(fw], ..., [we]) = max (|, |, [])

and
(w) == min({uy),..., (ug)).

We also define for w € Uy, \ {0} the maximum, minimum and maximum width
of interval unions by

max(u) := Uy, min(«) := u,

and

max wid(z) := max(wid(uy), ..., wid(ug))

This manuscript is for review purposes only.
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Given the interval union u € Uy and a point € R we define the projection of = as
follows

r if z€u
w if ze]m,u[andr - <uy, -,
proj(z,u) =q wy if ze]m,u[ande—w>u,, —u,
u, if x>y,
u, if z<u.

Some functions defined for intervals do not extend naturally to interval unions. For
such functions we present different definitions that can be useful in several con-
texts. Let u € Uy \ {0} be an interval union, we denote the component-wise mid-

point and radius respectively by @. := (ai,...,0%) and 4. := (Qy,...,0) whenever
—00 < u; < U < 0o. We denote the component-wise width and magnitude of u by
wid(a). := (wid(uy), ..., wid(ug)) and |a|. := (Jui],...,|ug|) respectively. In some

applications we also need to define operations above over the hull of w. In such cases
we add a subscript h to identify the hull operation. For example the hull mid-point
operator and hull width of u are given by @, := [Ju and wid(u) := wid([Ju).

3.3. Maximum length and filling gaps. The motivation from Section 3.1
hints a problem which can arise when considering interval unions, since during itera-
tive evaluations the number of intervals inside a union can grow uncontrollably. This
can be easily anticipated if considering the task of finding zeros of a function hav-
ing an infinite number of zeros in the starting box via the interval Newton method.
Actually, this problem arises in several other interval methods where intervals unions
could prove quite useful. We propose to solve the problem by restricting the maximum
length of unions and by defining gap filling strategies.

DEFINITION 11. Let uw € U be an interval union and let u;, u;+1 € u. The open
interval g; between the intervals w; and w;11 is called the ith gap of u and is defined
as

(5) gi = (m, u;,,).

DEFINITION 12. A gap collection ¢ of length k is a set of k disjoint open real inter-
vals. We will write

v, =, Vi=1,...,k v, <7; €R,

X2

Ti<uv, VYi=1,... k-1

~

We denote by flk the set of all gap collections of size < k and by U= U;en Wi the
set of all gap collections.
We will again identify 6 € U with the set Jge, ©® € R and write x € 6, x C 6, and

@ C 6 forx e R, x € IR, and w € .

i€N

LEMMA 13. Let w be an interval union of length k, and let & = (g1, ...,8k—1) be the
sequence of all gaps of u. Then 4 € Up_q, i.c., wid(g;) > 0 holds for all g; € 4.
Therefore, u — @ defines a map Uy — Up_1.

Proof. Because of (5), the strict inequality in (4), and since the bounds %; and w,;

are real numbers. 0

LEMMA 14. Let u € Uy, and x € IR.
1. aUa =[la.

This manuscript is for review purposes only.
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8 H. SCHICHL, F. DOMES, T. MONTANHER, K. KOFLER

2. The mapping " is bijective Uj,x == {u € Uy | Ju = x} = Wp_15 := {U €
?:lk,1 ‘ U - X}.

DEFINITION 15. Let u € U \ Uy and g C 4@ a set of gaps of w. We define the
gap filling F(u,g) € Uy_|y as the unique interval union with ﬁ(u,g) =a\g and
Dﬁ(u,g) = [lu, i.e., we fill all the gaps from g in w.
We write F(u,g) for g = {g} and F(u,g1,...,8¢) for g ={g1,..., e}
If g; is the ith gap of u we get F(u,g;) by setting w; := ;31 and removing the
interval u; 1 from u.

LEMMA 16. Foru € U and g C 4 we have
(6) uC F(u,g).

Proof. If g = {gi}, by (4), W < w; ., therfore u; Uu;yy C [u;,Uiq1], proving (6).
Since F(u,g) = F(u,g \ {g}) the general case follows by induction on the size of g.0
Now we will introduce the concept of gap ordering to determine which gap to fill first.
Usually, the width of the gap plays a part in that ordering (sometimes also a relative
width with respect to the position of the interval along the real axis), and also the
position of the gap might be interesting. Since we do not want to fix this ordering
for developing the theory we will just assume that we are given a linear order < on
the set of all open intervals of R with the property that for arbitrary x € IR every
collection of open intervals contained in x has a maximal element w.r.t. <.

DEFINITION 17. The index set of the n smallest gaps of w (w.r.t. <) is defined by
Go(u) C{1,...,k—1}, |G%| = n, such that ifi € G then g; g, for all j ¢ G°.
Similarly, the index set of the n largest gaps of u (w.r.t. <) is defined by

Ch) C{1,...,k—1}, |G*| = n, such that if i € G* then g; >g; for all j ¢ G*.

For r € {L,S} we denote by g}, (u) := {g; € a4 | i € G- (u)} the set of smallest
respectively largest gaps of w. For convenience we define gh(u) = @ if n > l(w) and
g (u)=0if n<O0.

DEFINITION 18. We define the length restriction mapping T'y : U — U, by
Ti(n) := F(u, Qﬁu)fk(u)), i.e., we fill the l(u) — k smallest gaps of u, and we do not
change w if l(u) < k.

Defining the interval union hull of a set M of real numbers is not straightforward.
Unfortunately, there is nothing like the smallest interval union of length & containing
M. For bounded sets M we can get something like uniqueness by filling all but the
largest gaps in M. If the set is unbounded, e.g., M = ]—o0,0] U U;‘;iw[22j,22j+l],
there may be gaps of arbitrary size. In the following definition, we will resolve that
problem by fixing a bounded region x and filling all gaps that are not contained in x.
If M is bounded we can always choose x = []M.

DEFINITION 19. Fiz x € IR and N> k > 1, and let M C R and M its topological
closure. Then M€ := x\ M is a countable (possibly finite) union of open intervals.
Let M€ be the set of these intervals, and @ € ﬂk_l the subset of the k — 1 largest
elements of Me. We define the interval union hull Uy x(M) of length k of M with

respect to x as the unique interval union in U, Y with U/k\x(M) =4a.
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3.4. Arithmetic for Interval Unions. In this section, similarly to interval
arithmetic, basic set and elementary operations as well as properties like inclusion
isotonicity are defined and explained for interval unions. Most of the theory translates
nicely from intervals to interval unions, but some properties do not: e.g., due to the
lack of convexity it is not possible to prove a mean value theorem for interval unions.

DEFINITION 20. Let x € IR be an interval, u := (uy,...,u) and 8 := (S1,...S;)
interval unions. Define the index set J as J := {i € {1,...,k} | u; Nx # 0} and for
J # 0 also define J := min(J) and J := max(J).

(i) The union operation for u and x is defined as u Ux := U(u U {x}). Obviously,
we have

(1) aUx = (U1, ., W, X, Wipq,...up) whereW; <z and T <w; , if J=10
(1, ..., uy-1, [min(uy, x), max(uy, 7)], uz 4, .. . uk) otherwise.

(i’) The union operation for w and 8 is defined by

(8) uUg:=uUsy U---Usy.
(ii) The intersection operation for u and x is defined as unx := U({u1Nx, ..., uxN
x}). We have
0 if J=10
9 wnx={ (max(s;,z)min7,7) i 7= {3}
([max(uy, ), 0], uys1, .-, ug7_y, [ug, min(us, 7)) otherwise.

(ii’) The intersection operation for u and S is defined by
(10) uNas:=(unNsy)U---U(uns).

Note that there is a slight ambiguity in the notation, as w U 4 can also denote the
union of the two sets of intervals w and 4. However, there will be no confusion between
these two concepts, as the same real set is represented.

LEMMA 21. Let x € IR be an interval, w := (uy,...,ug), 8 := (s1,...8¢) interval
unions.

(i) For the union operation defined by (7) we have x € u UX iff x € u or x € x.

(i’) For the union operation defined by (8) we have v € uUs iff x € u or x € o.

(ii) For the intersection operation defined by (9) we have x € u Nx iff v € u and
T € X.

(ii’) For the intersection operation defined by (10) we have x € u N4 iff x € u and
x € 4.

DEFINITION 22. Let x € IR be an interval, u := (uy,...,u) and 8 := (S1,...S;)
interval unions and let o € {4+, —, /,*,”} be an elementary interval operation defined
in Section 2.
(i) The elementary interval union operation corresponding to o applied to w and
X s given by

uox:=U({u; oeX,...,u; 04 X})

(i’) The elementary interval union operation corresponding to o applied to u and s is
given by

uwos:=U{uosy,...,uos})

This manuscript is for review purposes only.
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Note that for the interval division operator (1) the above definition gives a natural
embedding of the problematic cases into the set of interval unions: for arbitrary
a,b € IR we have

(U({a})/b) cU.

LEMMA 23. Let w := (uy,...,u) and 8 := (sy,...s;) be interval unions then the
elementary interval union operations o € {+,—,/,*,” } defined by (22) are inclusion
isotonic:

wuCu ands C o = uosCu'od forall {+,—,/,% "}

Proof. The union creator U is inclusion isotonic by Lemma 8. Interval operations are
inclusion isotonic by Section 2, therefore the composition of them is also inclusion
isotonic. o

In addition to the usual definition of elementary operations we also introduce compo-
nent-wise operations that will be useful in the context of interval union linear systems.

DEFINITION 24. Let u := (uy,...,ux) and 8 := (s1,...8) be interval unions of the
same length and let o € {+,—, /,*} then the component-wise interval union operation
corresponding to o applied to w and o is given by

Uuo,s:=uypo0s1U...Uugosyg.

In the following we will fix a "cutoff” x € R for filling the gaps as described before in
Definition 19. If the function f in the following definition is well-behaved (e.g. piece-
wise continuous and the pre-image of every interval is bounded), then the result will
not depend on x as long as x is big enough.

DEFINITION 25. Letu € U™ be an interval union vector and 8 € U an interval union,
and let f: D CR™ — R. For fized { > 1 we define the range of length { of f over u
(w.r.t. x) as

(11) rg,(f(a)) := Ur x({rge(f(n)) |u € u})
and the kth partial inverse image of length ( of f on u and 4 as
(12) frp(@,8) := U x({fre(v,8) | v € V}s € 8}).

As in the interval case, we call a function f : U™ — U inclusion isotone if ' C
u = f(a') C f(u). Moreover, we say f : U™ — U is the interval union extension of a
function f: D CR" = R in u € U™ if

f(z) = f(x) forxze DNu,and f(z)ef(u) forallze DNuau.

We also refer to interval union extensions only as extensions when there is no pos-
sibility of misunderstandings. As in the interval case we can define a natural inter-
val union extension for functions composed by elementary operations and standard
function only by replacing real operations by their interval union counterparts. The
following proposition states that the fundamental theorem of interval analysis can be
naturally extended to interval unions.

ProrosITION 26. If f is inclusion isotonic and the interval union extension of f :
R™ — R then frqg(u) C f(u).
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Proof. immediately from the application of the fundamental theorem of interval anal-
ysis to every component u; of u = (uy,...,ux). d

On the other hand, due to the lack of convexity when working with interval unions we
are not able to prove the interval union mean value theorem. For example, consider
f(x) = 22 and the interval union « = ([-3,—1],[1,3]). If we take z = —2 € [-3, —1]
and y = 2 € [1, 3] then there is no £ € u such that 4 = 4 — 8¢, and hene the statement
fails even for univariate functions.

4. Interval union Newton method. In this section we consider the problem
of rigorously enclosing all solutions of

(13) f(m) cr, rex

where f : R — R is a differentiable function. In Section 4.1 we review the interval
Newton method for the case where z is set to be zero and x is a closed and bounded
interval. In Section 4.2 we formulate the interval union Newton operator. Numerical
experiments comparing both approaches are presented in Section 4.3.

4.1. Interval Newton method. Let x be a bounded interval and f: R — R a
differentiable function. We are interested in enclosing all solutions of

(14) f(z)=0, zex

Interval newton methods to solve this problem are based on the interval mean value
theorem applied to (14). Formally, if y € x such that f(y) = 0 then

0=f(y) ef(z) +f'x)(y — 2)
for any fixed x € x. Therefore, the solution set of the problem can be given as
(15) Sy ={yex|3If* €f(z)and g* € f'(x) such that f* + ¢g*(y — x) =0}

regardless of the choice of . The usual interval Newton method fixes = as the midpoint
of x and generates a sequence of nested intervals such that

X0 2X1 2 ... 28y,
where
x* D = N(xF)nxF, k=0,1,2,...
The operator N(x) is called interval Newton function and is given by

£(%)
f/(x)”

(16) Nx)=%x—

Algorithms based on the interval Newton method can be divided in two groups de-
pending on whether or not they rely on extended division, i.e. splitting intervals after
the division into the two unconnected result intervals. Some authors like Moore [20]
and Alefeld [2] only apply the interval Newton operator to boxes where 0 ¢ f'(x).
More sophisticated algorithms like those proposed by Kearfott [15] and Hansen [7]
allow division by intervals containing zero and process each box resulting from the
division separately.
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The simplest interval Newton method with extended division for enclosing all solutions
of (14) is given in Algorithm 1. The algorithm takes the interval x and applies the
interval Newton operator to it. If the resulting intervals are not empty or too thin
then they are split, an interval to be processed is chosen and the iteration continues.
The proof of finiteness and rigorousness of the interval Newton algorithm is given in
[15]. For multivariate versions of this algorithm see [7-9].

Algorithm 1 Interval Newton algorithm

Input: The interval xg, the interval extensions f and f’ of f and f’ respectively and
the narrow component tolerance € > 0.

Output: A list of intervals C with x € C = wid(x) < € and the guarantee that for
all y € xo with f(y) = 0 there exists at least one interval x € C such that y € x.

1: W+ xg;

2: while W # @ do

3: x < get_ first(W);

4: T+ X;

5: [x1,%2] (:1: - ff,((f{))> N x; > Newton operator
6: fori+1:2do

7 if x; # @ then > Elimination test
8: if 0 ¢ f(x;) then continue

9: else if wid(x;) < € then > Solution test
10: C <+ x;;

11: else

12: W [§17i1], W« [)V(Z,izL

13: end if

14: end if

15: end for

16: end while

17: return C;

The list of intervals C returned by the algorithm need not to be disjoint. Moreover,
it is possible that the algorithm saves an interval x in C even when it contains no
root of f. The only guarantee we have is that when y € x satisfies f(y) = 0 then
Yy € x; C C for some 1.

4.2. Interval union Newton method. Let x and ¢ be interval unions with p
and ¢ elements respectively. Applying the interval mean value theorem to each pair
of intervals in « and = gives the solution set of (13)

CS) = U (‘S’I(Xi7rj)
1<i<p
1<j<q
where

Sy(x,r):={yex|Irer, f*€f(x)and g* € f'(x) such that f*+ ¢g*(y —x) =7}

for any fixed x € x. Therefore, we can solve (13) by applying Algorithm 1 p x ¢ times.
However, the interval union arithmetic provides a more natural approach, without the
need of running multiple instances of the same algorithm. Let u* = (u},... u*) be
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an interval union, f a differentiable function and f and f’ interval union extensions of
f and of its derivative f’. The interval union Newton iteration is given by

(17) abtl = (N nuab,. .., NuF)nub)

where N(x) is the interval Newton function. Note that the interval union Newton
iteration is rigorous since it is a component-wise application of the interval mean
value theorem. Algorithm 2 uses (17) to enclose all solutions of (13). It also needs
the auxiliary function checkAndRemove which is given in Algorithm 3. In the next
section we perform numerical experiments to compare the performance of Algorithm
1 with Algorithm 2.

Algorithm 2 Interval union Newton algorithm

Input: The interval union ug, the interval union extensions f and f’ of f and f/ and
the narrow component tolerance € > 0.

Output: The interval union 4 = (x;) with wid(x;) < € and the guarantee that for all
y € ug with f(y) = 0 there exist an x; such that y € x;.

1: u <+ ug;

2: while u # @ do

3: u < (N(up)Nuy,...,N(u,) Nuy,); > Newton operator
4: X < J;

5: for x; € u do

6: if f(x;) Nr # @ then > Elimination test
7: if wid(x;) < € then > Solution test
8: S x;;

9: else

10: x + checkAndRemove(x;, €, f);

11: end if

12: end if

13: end for

14: u ¢+ x;

15: end while

16: return S;

Algorithm 3 Check and Remove

Input: The interval x and the narrow component tolerance e
Output: An interval union & with two elements
LTy« [z—5,2+5]

2: if f(y) Nr # @ then Save y as solution of (13)
3: end if
4
5

A {[§=X]> [yvi]};
: return w;

4.3. Numerical experiments. We compare interval and interval union New-
ton methods for univariate functions using a Java implementation that is part of
JGloptlab [5]. We used 32 test functions listed in Table 1 most of them taken from
[3]. For each function we consider the natural extensions for both f and f’. In our
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implementation, we have followed the pseudo-codes of Algorithms 1 and 2 precisely,
without any additional acceleration or optimization.

For each function f; we seek the enclosure of all solutions f;(x) = 0 where z € x and x
is a bounded interval. The narrow component tolerance e is set to 10~7 and the max-
imum number of function evaluations is set to 100000. If we are unable to reduce the
width of every component of the solution set below € before the maximum number of
function evaluations is reached we relax the tolerance parameter by a factor of 10 and
restart the process. Table 1 shows the test functions and the Table 2 present the results
of the experiment. A supplementary table comparing other aspects of both algorithms
can be found in http://www.mat.univie.ac.at/~dferi/research /UnionsTests.pdf.

fr=- ZZ:l ksin((k + 1)z + k), [-100,100], fo=1+z+22 423 +2* —2® [-2,2]

fa = sin(z) — 2 cos(x? — 1), [—100, 100],

fs = (x + sin(z)) exp(—z?), [~100,100],

fr =a* —102® + 3522 — 502 + 24, [—100,100],

fo = sin(z) + sin(132) + In(z) — 0.84x, [1,100],

fi1 = 24x* — 14223 4 30322 — 276z + 93, [—100, 100],
f13 = 22° — 135 exp(—200(z — 0.0675)%), [1,100],

fis =sin(1 + z + 22+ 25+ w4), [—20, 20],

fir = (x — 1)?(1 + 10sin?(z + 1)) + 1, [-100, 100],
fio = a* — 122% + 4722 — 602 — 20 exp(—z), [—10,10],
for = sin? (14 271) 4 (%)2 (=100, 100],

faz = exp(sin(z)) 4 cos(z?), [—100,100],

fas = sin(cos(exp())), [0,10],

far = cos(z? — 2®), [-10,10],

fao = cos(m(8z> — 1)) + sin(n (822 — 1)), [—20,20],

fa1 = tan(xz), [—10,10],

fa=1—cos(z) + 125, [~100,100]

fe =x(1—=), [-6,6]

fs = exp(—3zx) — sin®(z), [0, 100]

f10 = sin(z), [—100,100]

fi2 = sin(2), [0.02,100]

fia = 2 — cos() + 2, [—100,100]

fi6 = 2% — cos(18z), [—100,100]

f1s = exp(z?), [—10, 10]

fa0 = a® — 152* 4+ 2722 4 250, [—10,10]
fo2 = (z — %)% + (z — 1)?, [~100, 100]
f2a = cos(sin(z® — 1) — 1), [—20,20]

f26 = 0, 100]

U S
(x—2)2+3"
f2s = sin(exp(z)), [0,10]

f30 = %, [-10,10]

fa2 = cot(x), [~10,10]

Table 1: The test functions f; — f32 and the corresponding initial bounds for the
variable x.

The test results are given for both the interval Newton (Algorithm 1 in column
INewton) and for the interval union Newton (Algorithm 2 in column IUNewton).
In particular, Table 2 shows for each test function (func) the number of boxes pos-
sibly containing solutions found (Sol), the number of function evaluations needed to
enclose all solutions (FunEv) and the narrow component tolerance € (Wid) used.

It is clear from that the interval union arithmetic significantly increases the efficiency
of the Newton method. Table 2 shows that both the number of function evaluations
and the number of boxes possibly containing solutions is smaller when using the
interval union Newton method. Moreover, the tolerance achieved with the interval
union method is, in every case, at least as small as the tolerance achieved with interval
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fun INewton IUNewton fun INewton IUNewton

Sol FunEv Wid Sol FunEv  Wid Sol FunEv  Wid Sol  FunEv Wid
f1 3212 6424 10.0 410 6883 1E-7 || fa 3 164 1E-7 1 39 1E-7
f3 3454 6916 10.0 | 6367 82782 1E-7 || fa 2 97 1E-7 1 37 1E-7
fs | 23832 95393 1E-2 3 59629 1E-2 || f¢ 2 38 1E-7 2 39 1E-7
f7 | 14673 38638 0.1 7 367 1E-7 || fs | 11521 96463 1 32 1931 1E-7
fo 2 67 1E-7 2 50 1E-7 || fio0 778 1569 10.0 63 893 1E-7
fi1 | 8082 22861 0.1 0 227 1E-7 || fi2 | 5397 63841 1E-7 15 213 1E-7
fi3 0 1 1E-7 0 2 1E-7 || f14 0 1 1E-7| 0 3 1E-7
fis | 15306 31865 1 15712 57924 1E-3 || fie 786 10218 1E-7 10 175 1E-7
fi7 0 1 1E-7 0 3 1E-7 || fis 0 1 1E-7| 0 3 1E-7
fio | 1150 3319 1 8 339 1E-7 || f20 | 15772 73030 0.1 0 105 1E-7
f21 0 28 1E-7 0 13 1E-7 || f22 1 123 1E-7 1 101 1E-7
f23 | 3071 6340 10.0 | 3187 43862 1E-7 || fosa | 13362 30544 1 254 3757 1E-7
fas 379 T 1 7011 77237 1E-7 || f26 0 1 1E-7 0 3 1E-7
far | 3656 7312 10.0 | 20093 70984 1E-2 || fas 373 776 1 7011 72631 1E-7
f20 | 15966 32320 1 17992 65801 1E-3 || fso 0 2 1E-7 0 1 1E-7
f31 8 131 1E-7 7 117 1E-7 || fa2 6 91 1E-7 6 109 1E-7

Table 2: Comparison between the interval and the interval union Newton method.
The number of solutions obtained with each method is given in Sol, the number of
function evaluations in FunEv and the final tolerance is given in Wid.

Newton method.

5. Systems of Interval Union Equations. This section extends the concept of
interval linear systems to interval unions. The algorithms used to solve interval linear
systems can be naturally adapted to the interval union case with a few modifications.
The basic definitions of interval union linear systems are given in 5.1, the Gaussian
elimination and the Gauss-Seidel algorithm are discussed in 5.2, finally in 5.3 some
examples are given to demonstrate the usefulness of the interval union approach.

5.1. Basics. Let A € U™*™ be an interval union matrix and 6 € U™ an interval
union vector. An interval union linear system of equations is the family of linear
systems given by

(18) Az =0 forall Ac A andbec 6.

The solution set of interval union linear systems is the union of solution sets from
every combination of interval matrices and vectors contained in A and 68, formally we
have

DEFINITION 27. The set 8 := {x € R* | Az =b for all A € A and b € 8} is the
solution set of (18).

If A € U™ and 6 € U} then problem (18) reduces to a typical interval linear
system. Finding the interval hull of the solution set is N P—Hard for general interval
linear systems and therefore it is also NP—Hard to find the interval hull of §.

We say that a square interval matrix A is regular if every matrix A € A is non-
singular. In the same way, the interval union matrix A is regular if every real
matrix A € A with A € A is non-singular. The interval matrix A € UT™*" is
diagonally dominant if

(19) (az) > Z laj;|, foralli=1,...,n.
1<i<p
1<j<gq

The interval union matrix A is diagonally dominant if relation (19) remains valid
when we replace interval operations with interval union operations.
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In general, algorithms for solving interval linear systems of equations benefit greatly
from preconditioning. We say that the interval linear system A’x = b’ is precondi-
tioned if
A'=MA, b =Mb

where M is a real matrix. Typically M = A~ is chosen, but some authors suggests
better strategies for choosing M, see for example [15]. Similarly, algorithms for solving
interval union linear systems may also take advantage of preconditioning, however,
the choice of the preconditioning matrix is harder than in the interval case. The study
of this topic will be addressed in a future work.

5.2. Algorithms. Let A be an interval union matrix and and 6 an interval union
vector. We present two methods to enclose the solution set & given by Definition 27.
The algorithms discussed here can be easily generalized to the case where A is not
square.

Interval Gaussian elimination, as described in [8, 15], is obtained by just replacing
real operations with interval ones in the Gaussian elimination algorithm. The interval
version of the algorithm also allows to perform partial or full pivoting using the
mignitude for element comparison. As proved in [15], the fundamental theorem of
interval arithmetic guarantees that if x is the interval vector obtained with interval
Gaussian elimination then & C x. Since the fundamental theorem of interval union
arithmetic is already proved, the same conclusion holds if we replace all real operations
with interval union counterparts in the Gaussian elimination. Moreover, the definition
of the mignitude for interval unions allows the same pivoting strategies as in the
interval case.

Consider A and 6 of the form

6
(20) A= 4 42 ) ande=( ' ).
az; azg 6>
The interval union Gaussian elimination with backward substitution and without
pivoting gives

—as byt 6b1q o 61 —ajpxs

) 2 3 1
ai azg + aizq ai

It is trivial to generalize the Gaussian elimination to higher dimensions, but the two
dimensional case is good enough to show some interesting properties of the Gaussian
elimination applied to interval union systems.

Let us first assume that every entry of (20) is an interval instead of an interval union.
In this case, if 0 € a;; then the interval Gaussian elimination will fail even with
extended division. However, as demonstrated on Example 28 below, using interval
union arithmetic we may obtain useful bounds for x; and x5 even if 0 € aq;.

Even for systems with 0 ¢ a1 the union Gaussian elimination may give us sharper
bounds for 1 and x5 than the interval Gauss-Seidel algorithm. This is demonstrated
on Example 29 below, where by using interval union Gaussian elimination we obtain
bounds almost as sharp as solving several interval linear sub-systems separately.
During the interval Newton method, in each iteration, we have to solve an interval
linear system of form A(x — z) = b where x is the box currently processed, A is
the interval matrix given by evaluating the Jacobian of the function f over x and b
is usually set to —f(z). The usual approach this system is the interval Gauss-Seidel
algorithm that is based on the so called Gauss-Seidel operator

(21) X;H_l:Xfﬂyi, i=1...n,
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where

n
yi=b; + 1%7 r; =b; — Zaij(xj o x;),
23 ]:1
J#i
and © is the interval inner subtraction as defined by (2). The interval Gauss-Seidel
algorithm applies equation (21) as long the bounds of the processed box are improved.
In practice, we iterate as long as the difference between the largest widths of x*+1

and x* is bigger than a given tolerance €, see Algorithm 4.

Algorithm 4 Interval Gauss-Seidel
Input: The interval matrix A, the interval vectors b and x and the tolerance ¢ > 0
Output: The interval vector y such that & Cy C x or a proof that x N&§ = @.

1: y+ x and x + X;

2: while true do

3: fori=1,...,ndo

4: if 0 §é a;; then

5: ri < b; =Y =1 a5(y; © 7;));
J#i

6: y; —x; + ;”,

7: y; < yiNyi

8: if y; == @ then

9: return J;

10: end if

11: end if

12: end for

13: if max wid(y) — max wid(y ) < € then

14: break;

15: end if

16: y<—y, and = + y;

17: end while
18: return y;

Note that Algorithm 4 does not update the variables x; when 0 € a;;. When this
happens several authors (see [7], [15]) suggest a second step of the Gauss-Seidel algo-
rithm which is based on the extended interval division (1). The second step consists
of applying equation (21) to all indices 4 for which 0 € a;; and then save the largest
gap produced by the interval division. Then two boxes that are identical in every
entry except for the one with the largest gap are returned.

Based on Algorithm 4 the interval union version of the Gauss-Seidel elimination can
be formulated, where the interval union version of the Gauss-Seidel operator (21) is
applied to every equation. The interval union Gauss-Seidel procedure differs from
Algorithm 4 in steps 1 and 16. They be modified to use the component-wise interval
union midpoint instead of the interval midpoint, since this is necessary in order to
guarantee that the interval union fundamental theorem holds for r;.

As a natural consequence, Algorithm 4 with interval unions returns an interval union
vector which stores not only the boxes with the largest gap but all gaps. This simple
modifications can lead to significant improvements over the interval Newton proce-
dures for multivariate functions.
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5.3. Examples. We conclude the section by showing some advantages of using
interval union arithmetic to solve interval or interval union linear systems.

ExaMPLE 28. Let A and b be an interval matriz and an interval vector given by

A= (Bosa D02 anan= (020,

The interval Gaussian elimination will fail to enclose the solution set of Az = b
even with preconditioning. The function werifylss of Intlab [24] also fails and return
[—00,00]? as solution. If intervals are replaced by interval unions in the standard
Gaussian elimination, even without preconditioning we obtain the solution

(22) = € u = ({[—00,0.204082], [0.270531, 00]}, {[—o0, —0.217391], [1.28571,00]})”.

Now as (22) suggests (and shown in Figure 1-left) & may be split into four disjoint
sets, and we see that the Gaussian elimination with interval unions provided useful
information about & even though A is not regular.

EXAMPLE 29. Now let A be an interval union matriz and b an interval vector given

by
~( {]-5,-3],[4,5]} (0.5, 1.0] ~/ [1.0,2.0]
A= ( [0.5,1.0] {1-3,-2],[2,3]} ) and b = < [1.5,2.0] )

The solution set of Ax = b is the union of each interval linear system A;z = b for
i=1,...,4. Figure 1-right shows the result of applying the interval union Gaussian
elimination and the Gauss-Seidel algorithm to Az = b as well as the interval hull of
each interval linear system. Note again that the Gauss-Seidel procedure overestimates
the bounds of the interval hull while Gaussian elimination give us a sharp enclosure of
the four sets. The reason for this is that every interval matrix A € A is regular and
diagonally dominant. Our final example shows how the multivariate interval Newton
method can benefit from interval union analysis.

ExXAMPLE 30. Assume that we want to enclose the solution set of
P4al—1=0, 22 —2,=0, x:=( a1 2 ) €([0,0.9482], [~1.2502,0])"

We use the Gauss-Seidel algorithm applied to the interval Newton operator and pre-
condition the Jacobian matrix by the inverse of its midpoint as described by [8]. It
gives

x € x' = ([0,0.9482], [—1.2502, —0.8486])7

and
x e x” = ([0,0.9482], [—0.2896,0.0000])T.

Despite the significant improvement in the resulting box, the result is still not optimal.
Applying the interval union Gauss-Seidel algorithm we have

x € u = ({[0,0.1933], [0.825,0.9482]}, {[—1.2502, —0.8486], [—0.2896, O]})T
Using the interval Gauss-Seidel algorithm we have achieved a 45% contraction of the

search domain. On the other hand, applying the interval union procedure we reduced
the bounds of both variables, and achieved a 81% contraction of the search domain.
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Fig. 1: Left - Solution set of Example 28 in the box [—10, 10]?. The solution obtained
by the interval Gauss-Seidel is given in the solid box. The solution obtained by the
Gaussian elimination is given by dashed boxes. Right - Solution set of Example 29
in the box [—10,10]?. Gauss-Seidel solution is given in the outer solid box, Gaussian
elimination is represented by dashed boxes. The solution set of each interval system
and its interval hull is given by the inner solid boxes.
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