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Abstract. We study the maximum acyclic subgraph under conflict con-
straints problem. Conflict constraints state that the two elements of cer-
tain pairs of arcs cannot appear simultaneously in a solution. We manage
to characterize a perfect dichotomy between polynomial and NP-Hard
cases of this problem based on the maximum degrees of the input digraph
and the conflict graph, which represent conflict constraints. We present
the first two approximation algorithms for this problem that runs in
polynomial time when the conflict graph has bounded degree.
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The maximum acyclic subgraph under conflict constraints (also called negative
disjunctive constraints) problem (MASCC) consists in, given a directed graph
D = (V,A) and a simple graph G = (A,E), finding a set A′ ⊆ A of maximum
cardinality so that the graph induced by A′ in D is acyclic and A′ is an inde-
pendent set of G. An edge in the conflict graph G identifies two arcs of D that
cannot be both in a solution. This problem is known to be NP-Hard [6].

The MASCC was introduced in [6] where some 1/2-approximation algorithms
were presented. However, the maximum independent set of G is assumed to be
known on these algorithms, even though finding it is also an NP-Hard problem. In
other words, those algorithms are polynomial only for the class of conflict graphs
where the maximum independent set problem is polynomial-time solvable.

We derive complexity and approximation results for the problem by bound-
ing the maximum degrees of D and G.

Complexity
If E = ∅, the MASCC on (D,G) is equivalent to finding the maximum acyclic

subgraph of D, which is NP-Hard if ∆(D) ≥ 3 and polynomial-time solvable oth-
erwise [7]. If D is already acyclic then the MASCC of (D,G) is equivalent to
finding the maximum independent set of G, which is also NP-Hard if ∆(G) ≥ 3
and polynomial otherwise [2]. Starting from this, we could get a perfect di-
chotomy: the MASCC on (D,G) is NP-Hard when min{∆(D), ∆(G)} ≥ 2 or
max{∆(D), ∆(G)} ≥ 3, and it is polynomial-time solvable otherwise. For, we
show the following results.
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Theorem 1. The MASCC on (D,G) is NP-Hard, even if ∆(D) = ∆(G) = 2.

Idea of proof. By a reduction from 3-SAT, we show that deciding if there is a
set A′ ⊆ A so that |A′| ≥ |A|/2, D[A′] is acyclic and A′ is independent in G is
NP-Complete. The graphs obtained by the reduction are union of disjoint cycles.

Theorem 2. The MASCC on (D,G) is polynomial-time solvable if ∆(D) = 2
and ∆(G) = 1.

Approximability and FPT
We developed a ( 2.5

3+∆(G) + ε)-approximation algorithm for the MASCC. The

algorithm consists in a combination of any of the known 1
2 -approximation al-

gorithms for the maximum acyclic subgraph cited in [6] and the ( 5
3+∆ + ε)-

approximation algorithm presented in [3] and improved in [5]. We checked that
the same strategy, but applying the AEKS-SR algorithm presented in [5] instead,
yields an approximation algorithm with ratio log log∆

O(∆) .

When ∆(G) = 2, the approximation ratio of the first algorithm is 1/2, as
well as for the algorithms in [6], as expected. We observe that, under the Unique
Games Conjecture, we cannot expect a factor better than 1/2, even if G is empty
[4]. On the other hand, unless P = NP , there is no constant approximation factor
(for general G) even if D is already acyclic [1].

A closely related problem to the MASCC is, given (D,G), finding a set F ⊆ A
with minimal cardinality so that D[A \ F ] is acyclic and F is a vertex cover of
G. This is the feedback arc set under positive disjunctive constraints problem
(FASPDC). Note that, if A′ ⊆ A is a solution to MASCC, A \ A′ is a solution
to FASPDC. We show that this problem is FPT on the size of the solution by a
reduction to the classical feedback vertex set.
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