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A directed graph D is acyclic if it does not contain any directed circuit.

Maximum degree, A(D), of a Directed Graph D = (V, A) is defined as max,cy/ {07 (v)+d~ (v)}
where 6~ and 6" denote the indegree and outdegree, respectively.

Conflict constraint states that a given pair of elements (arcs) cannot be simultaneously in
any feasible solution.

A Conflict graph G is a simple graph whose edges define conflict constraints. A feasible
solution is always an independent set in G.

We call a directed circuit whose arcs do not have any conflict constraint between them a
proper cycle. Otherwise, we call it an unproper cycle.

In [1] and [2], conflict constrained versions of minimum spanning tree and other classical
problems were introduced.

In [3] a conflict constrained version of the maximum acyclic subgraph problem were intro-
duced. The authors also developed approximation algorithms for it.

The Maximum Acyclic Subgraph under Conflict Constraints problem (MASCC) is defined as
follows,

Given (D, G) where D = (V, A) is a digraph and G = (A, F) is a conflict graph, find a set
S C A with maximum cardinality such that D|S] is acyclic and S is independent in G.

The figure below is an example of an instance for MASCC.
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Figure 1: Instance of MASCC. G is the conflict graph over the arcs in D.
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The following table summarizes our complexity results for MASCC on bounded degree
graphs.

A(D) A(G) Class Description

<1 <2 P D is acyclic, GG is union of disjunct cycles and paths.
<1 >3 NP-H Atleast as hard as maximum independent set problem.
=2 <1 P Theorem 2.1

=2 =2 NP-H Theorem 2.2*

>2 >3 NP-H Atleast as hard as maximum independent set problem.

Table 1: Overview of MASCC complexity on bounded degree graphs

Results marked with an asterisk (*) are the main contribution of this work.

Theorem 2.1. MASCC on (D, G) is polynomial-time solvable if A(D) = 2 and A(G) < 1.

In order to prove this theorem, we present a method to obtain an equivalent instance where
D is union of proper cycles, each one containing at least 2 arcs with degree 1 in G (see
figure 2).

We developed a greedy algorithm that solves such instances.
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Figure 2: Instance of MASCC. Notice that each cycle has 2 arcs with degree 1 in G.

Theorem 2.2. MASCC is NP-HARD, even if A(D) = A(G) = 2.

We show that if we could decide in polynomial time if there is a set A’ C A so that |A’| > |A|/2,
D[A'] is acyclic and A’ is independent in G, then we could verify if any 3-CNF formula is sat-
isfiable in polynomial time.

When we reduce a 3-SAT instance to this problem, the graphs we obtain are union of disjoint
cycles.
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Corollary 2.1. From results summarized in table 1 we get a perfect dichotomy: MASCC on
(D, G) is NP-Hard when min{A(D),A(G)} > 2 or max{A(D),A(G)} > 3 and is polynomial-
time solvable otherwise.

We extend approximability results to MASCC.

Let A be an algorithm for maximum acyclic subgraph problem that returns a solution
A(D) C A of size |A(D)| > |A|/2. Let B be an p-approximation algorithm for maximum
iIndependent set problem.

Lemma 3.1. The algorithm (A o B)(D,G), defined as A(D') with D' = (V,B(G)), is (8/2)-
approximation algorithm for MASCC.
Let A be any (1/2)-approximation algorithm for the maximum acyclic subgraph problem cited

in [3] and let By, be the (325 — €)-approximation algorithm for the maximum independent set
problem in [4], and improved in [5], for a fixed integer k.

Theorem 3.2. Ao BB, is (3+2A5(G) — ¢

) -approximation algorithm for MASCC.

When A(G) = 2, the algorithm provides an approximation ratio of 1/2 just like the algorithms
in [3], which run in polynomial time only if the maximum independent set of the conflict graph
IS known.

We observe that under the Unique Games Conjecture, we cannot expect a factor better than
1/2, even if G is empty [6].

On the other hand, unless P = N P, there is no constant approximation factor (for general G)
even if D is already acyclic [7].

Although this algorithm has a good approximation ratio for small degree G, it is too expensive
if A(G) is large.

To circumvent this issue, we present another algorithm.
Theorem 3.3. Let B’ be the AEKS-SR algorithm in [5]. Ao B’ is (10(95)&@()?)) -approximation
algorithm for MASCC.

This later algorithm has better performance for large degree graphs.
Theorems 3.2 and 3.3 together give good theoretical algorithms for any instance of MASCC.

A closely related problem to the MASCC is finding a set F' C A with minimal cardinality so
that D[A \ F] is acyclic and F' is vertex cover of G. This problem is called feedback arc set
under positive disjunctive constraints (FASPDC).

Note that if A’ C A is a solution to MASCC, A\ A’ is solution to FASPDC.

Theorem 4.1. FASPDC is FPT on the size of solution.

We show that by a reduction to the classical feedback vertex set problem.
The idea is to realize that constraints in G are equivalent to 2-cycles in D.

« Extending the approximation algorithm of [8] may garantee a better approximation factor,
at least for digraphs with small maximum degree.

* One may question how the girth of D and G affect the compexity of MASCC. It is known
that some W-Hard problems become FPT for graphs with no short cycles.
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