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Abstract—Seasonal infectious diseases, such as dengue, have
been causing great losses in many countries around the world in
terms of deaths, quality of life, and economic burden. In Brazil,
this is relevant not only in large cities such as Rio de Janeiro and
São Paulo but, according to the Ministry of Health, in another
500 cities throughout the country. Predicting the occurrence of
diseases, such as dengue bursts, can be a valuable instrument for
public health management as health officials can better prepare
and redirect resources to the affected areas. In this paper, we
present an explainable machine learning model to forecast the
number of dengue occurrences in a large metropolis, Rio de
Janeiro. We focus on explainable models, which provide health
authorities with the reasons for outbreak predictions, allowing
them to plan their actions accordingly. We trained a gradient
boosting decision tree algorithm (CatBoost) with data from the
National System of Information on Notifiable Diseases (SINAN),
weather data, and socio-demographic data from The Brazilian
Institute of Geography and Statistics (IBGE).

Index Terms—Dengue Fever, Epidemiology, Public Health,
Machine Learning, Explainable AI.

I. INTRODUCTION

The spread of diseases has been a concern for health
scientists for a long time due to its severe impact on the lives
of citizens. Traditional studies use mathematical models to an-
alyze disease propagation. More recently, researchers started to
apply machine learning (ML) techniques to understand disease
propagation, which could shed light on the factors that affect
this propagation and complement traditional epidemiological
models [1].

In this context, we propose the use of machine learning
models to predict the spread of seasonal infectious diseases,
more specifically, arthropod-borne viruses (arboviruses) such
as dengue, chikungunya, and zika, which affect tens of mil-
lions of people worldwide every year. According to the CDC1,
there can be up to 400 million people infected with dengue

This research is part of the INCT of the Future Internet for Smart Cities
funded by CNPq proc. 465446/2014-0, Coordenação de Aperfeiçoamento de
Pessoal de Nı́vel Superior – Brasil (CAPES) – Finance Code 001, FAPESP
proc. 14/50937-1, and FAPESP proc. 15/24485-9.

1https://www.cdc.gov/dengue/about/index.html

each year in the world, with 100 million sick people and
40 thousand deaths by severe dengue, and it has also been
a long-term concern for the Brazilian public health system. A
2020 report from the State of Rio de Janeiro2, showed severe
concern with the epidemic, placing 54% of the municipalities
in a state of alert and high-risk. The city of Rio de Janeiro,
capital of the state, has 6.32 million inhabitants (3% of the
Brazilian population) but concentrated 11.4% of dengue cases
in Brazil in 2011 and 2012.

Our objective is to assist public health epidemiological
policies by providing predictions of dengue cases (ideally, 1
to 3 months in advance) for each area of the city (i.e., indi-
vidual districts). These forecasts can be used to guide public
health policies within Brazilian cities and states. To achieve
this, we developed a machine learning model using health-
demographic-environmental information, which includes data
on past dengue, zika, and chikungunya cases, temperature,
precipitation, health service availability, and demography. We
considered data from 160 districts and their neighborhood to
capture the spatiotemporal spreading dynamics.

We focus on an explainable model, which allows one to
visualize how the ML algorithm used the available features to
make predictions. Thus, we avoided using black-box models
such as Support Vector Machines and Neural Networks that
could hinder the interpretation of the results by public author-
ities.

To ensure the reproducibility of our results and enable
fair comparison among models, we make our code and data
available for public use at https://gitlab.com/interscity/health/
dengue-prediction.

The major contributions of this paper are (1) an outbreak
prediction model using multiple features, including environ-
mental, demographic, epidemiological, and spatial data; (2)
the prediction of the expected number of cases for 1, 2, or
3 months in advance with associated explanations for the

2http://www.riocomsaude.rj.gov.br/Publico/MostrarArquivo.aspx?C=NqviPkhBljU%3D
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predictions; as well (3) an evaluation of the model using 5
years of data from the Rio de Janeiro metropolis.

II. RELATED WORK

There is extensive literature on dengue, including studies to
detect outbreaks, forecast future cases, correlate with climatic
and socioeconomic variables, and determine critical regions. A
recent survey [2] indicated 966 models created for the analysis
of dengue epidemics, including 545 using regression methods,
220 using temporal series, 76 using neural networks, and 50
using decision trees.

Several authors used linear models to predict dengue out-
breaks in tropical countries such as Thailand [3], [4], Indone-
sia [5], Malaysia [6], and Latin America [7]. These works
combined multiple predictors, such as climatic and socioeco-
nomic data, and temporal series of dengue cases in the region,
showing that they are relevant for model predictions. They
use mostly Generalized Linear Models (GLM), although time-
series methods [4], [7] and Geographical Weighted Regression
(GWR) [6] were also used. Some work also explored the
use of neural networks for dengue outbreak predictions [8].
The authors reported varying levels of accuracy, but they
are not comparable due to the use of different datasets and
performance metrics.

There were also several studies performed in Brazilian
cities. Enslen et al. [9] did not find a correlation between
dengue epidemics and infestation of the Aedes Aegypti
mosquito, as measured by a predial infestation index (IIP).
Subramanian et al. [10] created a stochastic Susceptible-
Infected-Recovered (SIR) model, considering specifically the
Sorotype Denv1 in the city of Rio de Janeiro, to predict re-
emergence times of dengue epidemics. Bomfim et al. [11]
evaluated the impact of urban mobility in dengue dissemi-
nation using bus data from the city of Fortaleza. They used
an LSTM neural network to detect the moment and intensity
of outbreaks and a Susceptible-Exposed-Infected-Recovered
(SEIR) model to capture the seasonality in periods of large-
scale outbreaks.

Some authors used a classification approach to detect out-
breaks, using decision treed and naı̈ve Bayes [12], entropy
related techniques [6], [13], and support vector machine
(SVM) [14]. These authors used a combination of climatic
conditions, temporal series of dengue cases, and social-
economical information and obtained different accuracy levels,
from 42% to 90%. However, the results are not comparable
since they used data from different regions and predicted
different time frames.

An important limitation of the existing works is that they
provide little or no explanations for the predictions, especially
in the case of more complex models, as noted in a recent
survey [2]. Linear models provide some interpretability, but
they tend to be less accurate in more complex scenarios. We
use an explainable boosted decision tree model for outbreak
detection, allowing decision-makers to understand how the
model uses the available information to make predictions.

A second limitation of previous studies is that it is difficult
to compare different methods due to the use of distinct metrics,
some of which may be inappropriate, and of different datasets,
which are also unavailable or difficult to obtain. We try to
reduce these problems by (i) making all data and code publicly
available and (ii) evaluating the model using multiple error
metrics for regression and classification, in addition to a
detailed analysis per district, month of the year, and prediction
span.

III. METHODS

We developed a model that predicts the number of dengue
cases for each district in the city of Rio de Janeiro, Brazil, for
periods from one to three months in the future.

A. Data

We obtained the historical data series of monthly dengue
cases for each district in the city of Rio de Janeiro, Brazil, from
January of 2011 to October of 2020, available on the National
Health Notification Information System (SINAN) [15]. We
used temperature and precipitation measurement from weather
stations from the National Weather Institute (INMET) [16]
and evaluated the mean temperature and precipitation per
month in the city. Finally, we obtained demographic informa-
tion from the Brazilian Institute of Geography and Statistics
(IBGE) [17], and the number of public health facilities and
related information from the National Register of Health
Facilities (CNES) [18]. We used the data extracted from these
datasets as features for training the machine learning model.

B. Feature Extraction

The main feature is the past number of dengue cases in
districts and their neighbors. For each district we used, as
input, the number of cases in the past three months (cases
m-1, cases m-2, and cases m-3). For the neighbors,
we considered the sum of the number of cases among all
neighboring districts, over the same time periods. These data
provide temporal and spatial information on the past number
of dengue cases.

We used the precipitation level, mean temperature, and
mean air humidity on each month to capture environmental
conditions. We also included some additional public health
data, which are the LIRAa (an index determined from a survey
of Aedes aegypti infestation indicators), and the number of
zika and chikungunya cases, since those are transmitted by the
same vector as dengue fever. We considered multiple features
related to public health facilities, but since they are strongly
correlated, we kept only the number of health facilities.

We used a single model for all city districts. To provide
information on how a specific district i behaves during dengue
outbreaks, we used the dengue_prevalence measure,
which is the sum of dengue cases in the district in the training
set, normalized to the 0 to 1 range. Table I shows the full list
of features.



TABLE I
FEATURES USED AS INPUT TO THE MODEL.

Feature Description
cases-n Past number of dengue cases, where n = 1, 2, 3 is the number of months in the past (per district)

dengue prevalence Sum of dengue cases in the past, normalized to the 0 to 1 range (per district)
neighbor cases Sum of dengue cases in neighboring districts (per district)

precipitation (mm) Total precipitation in the last month (per district)
temperature (°C) Mean temperature in the last month (per district)
air humidity (%) Mean air humidity in the last month (per district)

liraa Aedes aegypti infestation index (for the city)
chikungunya Number of chikungunya cases last month (per district)

zika Number of zika cases last month (per district)
demographic density Demographic density (per district)

num health unit Number of health facilities (per district)

C. Regression Methods

We use a boosted tree regression method, CatBoost [19]. We
selected this method because it can easily adapt to different
types of data, can capture non-linear relationships between
features and can be combined with explainability methods.
We compared CatBoost with the Seasonal Autoregressive
Integrated Moving Average (SARIMA), using the individual
time series for each district. SARIMA can capture sazonalities
in the data, which is important for dengue, and is a standard
method for time-series modeling and prediction.

We applied grid search to define Catboost parameters, using
2015 as validation data and 2012 to 2014 as training data.
We found the optimal parameters: learning rate of 0.1, plain
boosting type, Bernoulli bootstrapping, and lossguide for grow
policy. For SARIMA, we applied the model to data from 2012
to 2015 and found the following optimal parameters: p=2, q=0,
and d=0 for trend elements, and P=1, Q=0, D=0, and m=12 for
seasonal elements. We used the python package catboost3,
version 0.24.4, with the default values for parameters not cited.
For SARIMA, we used the function SARIMAX from package
stasmodels4, version 0.11.0.

D. Training and Testing

We performed individual predictions for each district, start-
ing from each month from 2016 to 2020. We created a separate
model for each year, using 5-fold cross-validation, with a
single year as the test set and four years as the training set.
For instance, for predicting the number of cases in 2017, we
used as training data the years 2016, 2018, 2019, and 2020. We
perform a 3-month multistep-ahead prediction for each starting
month by recursively predicting each month in sequence. We
should note that since we used 2015 to optimize the catboost
hyperparameters, we excluded it from the cross-validation.

For the SARIMA model, we also created a separate model
for each year (2016 to 2020). However, we used the previous
four years as training data since SARIMA requires a contigu-
ous time series to extract trend and seasonality features.

3https://catboost.ai/
4https://www.statsmodels.org/

E. Evaluation Metrics

The main use of a dengue prediction model is to predict
outbreaks before they happen. Since there is no generally
accepted quantitative definition for an outbreak, we defined
two outbreak levels: severe and mild. We considered an
outbreak as severe when the number of cases in a district
in a given month is above 99% of all measurements in the
training set, and mild when above 95%. Figure 1 shows the
distribution of dengue case counts from years 2016 to 2020.
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Percentile 95: 24.0
Percentile 99: 77.0

Fig. 1. Histogram with the log-scale frequency of dengue case counts (x-
axis) in a single month per district. The dashed vertical lines shows the 95th
(green) and 99th (clue) percentiles.

We also evaluated four standard error measurements: the co-
efficient of determinantion (R2), Mean Absolute Error (MAE),
Mean Absolute Percentage Error (MAPE), and Root Mean
Squared Error (RMSE). These types of error are normally used
in other works and are the standard for regression models. For
the R2, we used the variance of the respective test set.

F. Prediction Explanability

We used the TreeExplainer from the shap5 library to under-
stand the relationships between features and model responses

5https://github.com/slundberg/shap



and to provide explanations for specific model decisions.
This library provides an efficient implementation [20] for the
shapley values [21], which uses a game theoretic approach to
compute the importance of variables in tree-based models.

We used the library to generate: (i) a summary of the effects
of all the features in all decisions, (ii) examples of the effects
of all features in individual decisions, and (iii) the interactions
between pairs of features in all decisions.

G. Classification and Regression Models

We could have chosen a classification model instead of
a regression one for outbreak prediction. But providing the
model with the actual number of cases delivers more in-
formation to the model than just the category. Also, in the
classification there would be several borderline cases which
could introduce noise when training the classification model.
Finally, the explanations for the regression model are easier
to interpret, since they show how each feature contributed to
the predicted number of cases on each instance.

IV. RESULTS

We evaluated the model using data from Rio de Janeiro,
Brazil, for periods from one to three months in the future, and
present the results for one and three-month predictions. We
first show classification and regression metrics for data from
all districts and all periods. We then investigate results from
individual districts and individual months of the year. Finally,
we evaluate model decisions using explainability techniques.

A. Outbreak Prediction

Our model could successfully predict most outbreaks while
keeping false positives low for three months in advance
(Figures 2C and 2G). It correctly predicted there would be no
outbreaks 97% of the time, with only 3% of outbreak misclas-
sificatons (1st line of matrix C). Moreover, when predicting an
outbreak as mild, there was a 57% chance of a mild or severe
outbreak (320 out of 564), and when predicted as severe, a
86% chance of an outbreak (129 out of 149), as shown in
the 2nd and 3rd columns of matrix G. The model also had
an adequate recall (rate of detection of future outbreaks) by
detecting 76% of all future outbreaks (448 of 587), estimated
using the combination of the 2nd and 3rd lines of matrix G.
Also, these predictions are three months in advance, giving
authorities sufficient time to act before an outbreak occurrence.

Interestingly, for outbreak predictions one month in advance
(Figure 2A) the results were similar to three months, which
seems counter-intuitive. But as we will see in Section IV-B,
the prediction of the number of cases is more reliable for one
month, but for the objective of predicting outbreaks, the three-
month predictions are sufficiently reliable.

For the SARIMA baseline model (Figure 2, right-hand side
matrices), results were less reliable. It also correctly predicted
there would be no outbreaks 97% of the time. Moreover, when
predicting an outbreak as mild or severe, the chances of an
outbreak occurrence were 20% and 25% respectively. But the
recall was very low, and the SARIMA model detected only
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Fig. 2. Confusion matrices for the probability and number of model
predictions for each outbreak group for the catboost model (left) and the
SARIMA baseline model (right), where columns represent predictions and
lines the correct target classification. Severe Mild outbreaks represent samples
where the number of cases were very high, in the top 1%, corresponding to
120 or more cases in the district in the month. Outbreaks represent samples in
the top 5% (excluding those in group 3), corresponding to 35 or more cases,
and No Outbreak the samples with less than 35 cases.

29% of future outbreaks one month in advance and 14% three
months in advance

B. Model Regression Performance

We evaluated four standard error measurements: MAE,
RMSE, MAPE, and R2 (Figure 3). The median of MAE for
catboost (in blue) was 3.0 for both one-month and three-month
predictions, but the 3rd percentile is wider in latter, reaching a
value of 8.0, indicating that the error was more prominent for
some months. This huge variance between predictions occurs
because, for some months, such as in the winter, the number
of dengue cases is very low and easy to predict, resulting in
MAEs close to zero. However, the number of dengue cases
is much larger during the summer months, resulting in bigger
errors.
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Fig. 3. Regression model error metrics (MAE, RMSE, MAPE, and R2) for
one and three months in advance, for the catboost (model) and SARIMA
(baseline) models. For each error measurement, we consider the predictions
for all districts in a single month.

The RMSE and MAPE errors for the model follow the same
pattern from MAE, with the difference that their median for
three months was larger than for one month. For the R2 error,
higher values are better, and for one month, the median value
was close to 0.47, which means the model predicted almost
50% of the variance in the number of cases. The results were
less favorable for three months, with a median of 0.38 and the
25% quartile at 0.08.

When comparing the catboost and SARIMA models using
the MAE and RMSE errors, catboost had smaller median
values in all scenarios, except for one-month MAE predictions,
where the medians had the same value. For three-month
predictions, our model reduced the median of MAE from 4.5 to
3.0 and the median of RMSE from 17.5 to 9.5. In both cases, it
also reduced the ranges of the 25% and 75% quartiles. In other
words, our model reduced both the median and variability of
the errors compared to SARIMA. The results were less clear
for MAPE, with our model having larger median MAPE errors
but smaller errors in the 75% quartile. As we discuss later,
MAPE errors are highly influenced by the number of cases
in the low season since the number of cases goes into the
denominator, and it is not a good error measure for outbreak
predictions. Finally, SARIMA performed very poorly when
evaluated using the R2 metric for three months, showing that
it cannot explain the variability in the number of dengue cases.

We evaluated the errors for each month of the year to
understand how these error measures behave during the typical

outbreak season (February through June) and low season (other
months) months (Figure 4). We can see that for RMSE the
square factor inflates the regression error during outbreak
months, resulting in larger RMSE values compared to MAE.
During low season, the MAE and RMSE values are very low.
For MAPE, the low-season months have a much higher impact,
since it considers the ratio of the error with the mean number
of cases. R2 values are difficult to interpret, since R2 considers
the variance of cases of each month in its denominator. If the
model overpredicts the number of dengue cases in a given
month, the R2 could be negative, as occurred in February,
June and July, which are the months where the outbreak season
begins and ends.
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Fig. 4. Regression model error metrics (MAE, RMSE, MAPE, and R2) for
predictions starting on each month of the year. The three values on each
matrix line represent the one, two, and three-month predictions.

Although authors typically use the metrics R2, MAE,
MAPE, and RMSE to assess model performance, they may
be difficult to interpret. The main problem is that they are
highly dependent on the absolute value of the number of cases.
For instance, if our model predicts a severe outbreak with
120 cases, and there are 240 cases, this will result in MAE
and RMSE errors much larger than an error where the model
predicts 5 cases in a district (no outbreak) while in reality there
were 35 cases (mild outbreak). While we present the results
for each month, some authors only present the mean error for
all months, which is even worse because most months have a
small number of cases, causing results to become artificially
low.

Finally, we show the total number of dengue cases and the
predictions from catboost and SARIMA, from 2016 to 2020
(Figure 5). We can see the peaks at the beginning of each year
and that, in some years, the peak of cases is small. Our model
closely follows the actual number of cases for one-month
predictions, while SARIMA results in larger prediction errors.
For three months, our model still captures well the behavior
of the real number of cases, but it tended to underpredict
the number of cases during large outbreaks and overpredict



in years with fewer cases. However, even though the model
showed a small tendency to produce under and overprediction
of dengue outbreaks for the period of three months, the results
were accurate enough to predict their occurrence.
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Fig. 5. Sum of dengue cases (green line) in all districts of Rio de Janeiro
and of predicted cases using catboost (orange line) and SARIMA (blue line).

C. Evaluation per district

We also analyzed the errors for individual districts in Rio
de Janeiro. Figure 6 shows the MAE and F-scores for each
district. We can see that districts in the northeastern areas
normally had lower MAEs and larger F-scores. Districts to
the west had higher MAEs, but their F-score was similar to
the rest of the city.

Large errors in standard metrics do not mean the model
is unsuitable for outbreak prediction. Bangu and Realengo
districts had high MAE errors, but the model predicted all
outbreaks (Figure 7). For 2017 they falsely predicted outbreaks
in the three-month prediction, in a year with a minimal number
of cases compared to previous years. However, most of the
MAE errors for three months were due to the 2016 outbreak,
which the model predicted correctly, but underestimated the
number of cases. This further indicates why MAE and similar
metrics are inappropriate for evaluating dengue prediction
models.

D. Understanding Model Decisions

We used SHAP values to evaluate the importance of vari-
ables on model predictions (Figure 8). We can see that the
most relevant feature is the number of cases in the previous
month (cases m-1), followed by the dengue prevalence of
the district, precipitation, neighbor cases, and temperature.
These features were expected to be relevant since higher
temperatures and water accumulation are the main drivers of
the dissemination of Aedes Egiptys. The number of cases in
the target district and its neighbors indicate dengue’s current
dissemination levels, while dengue prevalence indicates the
district’s propensity to have larger or smaller outbreaks. Larger

Regression Results by MAE (3 months)
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Fig. 6. Map with the distribution of MAE and F-scores over the city districts
for three-month predictions.
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Fig. 7. Number of real and predicted dengue cases per month for Bangu and
Realengo districts for one and three-month predictions. The table shows the
error metrics for the three-month predictions for the 5 year period on each
district.

values of these variables resulted in predictions of a larger
number of cases. Other relevant variables are the number of
dengue cases in previous months (cases m-2 and cases m-
3), the level of Aedes Egiptys dissemination (liraa), and the
presence of other diseases propagated by the same vector (zika
and chikungunya) in the previous month.
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We also evaluated the interactions between variables during
predictions (Figure 8). We can see that temperature and
precipitation values only contribute to the prediction when the
number of dengue cases in the previous month (cases m-1) is
above 15. In this case, higher temperature and precipitation
levels lead to predictions of more dengue cases and vice-
versa. The same applies to the critical neighbor indicator,
which is more relevant only for larger values of cases m-1.
Finally, cases m-2 and cases m-1 have a more complex inter-
action where smaller values of cases m-2 result in predictions
of larger outbreaks and vice-versa. The model is probably
predicting that the number of cases is increasing (smaller
cases m-2 values) or decreasing (larger cases m-2 values). In
the latter, a very large number of cases may indicate that the
outbreak has already reached its peak value.

1) Providing Explainable Predictions: The model can also
provide explanations for individual predictions. For instance,
Figure 9 shows four examples of predictions: one correct
(true positive) and one incorrect (false positive) prediction of
a severe outbreak, and one correct (true negative) and one
incorrect (false negative) prediction of no outbreak.

In the correctly predicted outbreak, the district had many
cases (442) in the last month, increasing from 37 and 93
cases in the earlier months. It is also a district with high
dengue prevalence (1.0). Combined with other factors that
positively influenced the predicted number of cases, the model
found a precise prediction.

In the false positive case, the number of dengue cases in the
previous months followed a similar behavior, with an increas-
ing number of cases from cases m-3 to cases m-1. However,
this number fell from 94 to 50 in the following month, while
the model expected a slight increase to 116. However, even
with high precipitation levels and a large number of cases in
the neighboring districts, the model correctly predicted that
there would not be a surge of new cases, in part due to the
small dengue prevalence value of 0.13.

The false negative case is interesting because it falls in the

frontier between classifying the month as an outbreak or not.
Here, the threshold was at 77, and the model predicted 72
cases versus the actual value of 79. The model detected a
meaningful increase in cases from 12 in the previous month
to 72, mainly due to the significant precipitation levels and
dengue cases in the neighboring districts.

Finally, the true negative case was correctly predicted due
to the minimal number of cases in previous months and the
small value of dengue prevalence. Although there was a large
precipitation level, it had a lesser impact than the factors
mentioned earlier.

V. CONCLUSIONS

In this paper, we described the development of a explainable
machine learning model for the prediction of dengue outbreaks
within 1 to 3 months in advance and with a fine spacial
precision (city districts). Our results indicate that with the
approach introduced in this paper, we obtained significant
improvements when compared to the widely used SARIMA
model. Also, our work indicates that classification metrics
seem to be more adequate than RMSE when evaluating a
model’s ability to predict outbreaks.

With the explanations provided by our model, public health
authorities can interpret individual predictions based on the
values of the features used for that prediction. Health pro-
fessionals can use explanations from SHAP values to justify
their actions and provide accountability. This is a significant
improvement over the use of black-box results from models
such as Support Vector Machines and Neural Networks.

As next steps, it would be interesting to enhance the
model presented here with time series features and other
sociodemographic indicators. As all our source code and data
are publicly available, we welcome collaborations from other
research groups willing to work with us. As future work, we
wish to develop an open-source web-based visualization tool
capable of displaying the model predictions in an intuitive way
to public health professionals and researchers.



− 1000

− 1000

0

0

1000

1000

Model output  value

num _health_un t

l raa

dem ograph c dens ty

prec p tat  on (m m )

neighbor_cases

chikungunya

zika

air_hum idity (%)

cases_m -2

dengue_prevalence

tem perature (°C)

cases_m -3

cases_m -1

(34)

( 1)

( 70)

( 64)

( 169)

( 0)

( 14)

( 70)

( 93)

( 1)

( 25)

( 37)

(442)

True Posit ive
Real: 969

Predicted:1060

− 50

− 50

0

0

50

50

Model output  value

− ka

l raa

dem ograph c dens ty

ch kungunya

a r_hum  d ty (%)

cases_m -3

num _health_unit

tem perature (°C)

dengue_prevalence

cases_m -2

neighbor_cases

cases_m -1

precipitat ion (m m )

(0)

( 0 .9)

( 22)

( 0)

( 70)

( 4)

( 30)

( 27)

( 0. 13)

( 14)

( 116)

(12)

(248)

False Negat ive
Real: 79

Predicted:72

− 100

0 100

0

0

100

100

Model output  value

zika

air_ um idit− (%)

cases_m -3

chikungunya

num _health_unit

neighbor_cases

cases_m -2

dem ographic density

liraa

precipitat ion (m m )

tem perature (°C)

dengue_prevalence

cases_m -1

(0)

( 72)

( 12)

( 0)

( 30)

( 1 ,010)

( 79)

( 22)

( 1. 1)

( 237)

( 26)

( 0. 13)

(94)

False Posit ive
Real: 50

Predicted:116

0

0

5

5

10

10

Model output  value

cases_m -3

zika

air_hum idity (%)

cases_m -2

num _health_unit

liraa

chikungunya

neighbor_cases

tem perature (°C)

dem ographic density

precipitat ion (m m )

cases_m -1

dengue_prevalence

(0)

( 1)

( 70)

( 0)

( 0)

( 0. 9)

( 47)

( 15)

( 27)

( 148)

( 248)

( 1)

( 0. 02)

True Negat ive
Real: 2

Predicted: 0

i

h

i

ii

iii

i

iii i

i

i

z

Fig. 9. Local feature importance for individual predictions using SHAP values
for three-month predictions.

REFERENCES

[1] T. L. Wiemken and R. R. Kelley, “Machine learning in epidemiology
and health outcomes research,” Annual Review of Public Health, vol. 41,
pp. 21–36, 2020.

[2] P. Siriyasatien, S. Chadsuthi, K. Jampachaisri, and K. Kesorn, “Dengue
epidemics prediction: A survey of the state-of-the-art based on data
science processes,” IEEE Access, vol. 6, pp. 53 757–53 795, 2018.

[6] G. Zhu, J. Hunter, and Y. Jiang, “Improved prediction of dengue out-
break using the delay permutation entropy,” in 2016 IEEE Int. Conf. on
Internet of Things (iThings) and Green Computing and Communications

[3] R. Jain, S. Sontisirikit, S. Iamsirithaworn, and H. Prendinger, “Prediction
of dengue outbreaks based on disease surveillance, meteorological and
socio-economic data,” BMC infectious diseases, vol. 19, no. 1, pp. 1–16,
2019.

[4] R. Chumpu, N. Khamsemanan, and C. Nattee, “The association between
dengue incidences and provincial-level weather variables in thailand
from 2001 to 2014,” Plos one, vol. 14, no. 12, p. e0226945, 2019.

[5] A. L. Ramadona, L. Lazuardi, Y. L. Hii, Å. Holmner, H. Kusnanto,
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