Abstract

Item response theory (IRT) models a set of dichotomous multivariate responses corresponding to $I$ items of a test applied to $n$ subjects. IRT is widely used in several evaluation systems considering frequentist methodology. In this paper we consider the normal ogive or probit-normal model and present the Bayesian estimation procedures considering MCMC methodology for simulation from the posterior distribution of the latent variables. We illustrate the interpretation of model parameters considering an application to fourteen items of a mathematical test for sixth grade students (small sample) using the WinBUGS package. A sensitivity analysis for the prior distribution is considered. The results indicate that the probit-normal model is insensitive to the prior specifications for the difficulty and discrimination parameters in the literature. The priors considered lead to similar posterior distributions and fit.
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1 INTRODUCCION

Item response theory (IRT) considers models for describing how the probability of correctly answering an item of a test depends on subjects ability or latent proficiency and also parameters related to the questions being answered. Several references in recent statistical literature can be associated to such models. Specially we mention Baker and Kim (2004), van der Linden and Hambleton (1997) and in Portuguese, the excellent summary by Andrade et al. (2000). Several characterizations for such models have been developed in the last 40 years, specially with respect to the status of the latent variables (Borsboom et al. 2003) - latent parameters in other contexts (for example Baker and Kim, 2004) -, and with respect to classical or Bayesian approaches. In this paper, we consider the characterization due to Holland and Rosenbaum (1986) and Bartholomew and Knoot (1999) and the Bayesian approach in Albert (1992).

Bayesian estimation is not new in IRT models and recently can be distinguished in estimation with and without Markov chain Monte Carlo (MCMC). MCMC simulation methods (Chen et al. 2000, Patz and Junker, 1999) is a method of simulating random samples from any theoretical multivariate distribution - in particular, from the multivariate posterior distribution that is the focus of Bayesian inference - so that features of the theoretical distributions can be estimated by corresponding features of the random sample.

The most widely used IRT models are the dichotomous item response models. Two models, logistic-normal model and probit-normal model, described in the following section, are part of these models. Educational evaluation studies conducted in Brazil and others Latinoamerican countries typically is based on the logit-normal model. This may be due to the fact that this model is implemented in commercial packages and use of the estimation procedures is more complex in probit-normal models and this may explain the very limited use of this model within the classical approach. On the other hand, the use of strict Bayesian approaches in logit-normal model is somewhat more complex (see Rupp et al., 2004). In Brazil, Assunção (1999) implemented the approach by Patz and Junker for MCMC estimation of logistic-normal model. With the use of MCMC techniques, the probit-normal model became more popular and several extensions were proposed in the literature including: Three parameter models (Sahu, 2002, Glas and Meijer, 2003), Multidimensional models (Béguin and Glas, 2001; Jackman, 2001; Linardakis and Dellaportas, 2002), Multilevel models (Fox and Glas, 2001), Testlet (Wang, et al., 2003), Item confirmatory factor analysis model (Segall, 2003) and Measurement error model (Fox and Glas, 2003).

An MCMC implementation for probit-normal model using directly the likelihood function is implemented in Spiegelhalter et al. (1996) via adaptive rejection sampling (ARS) scheme (Gilks and Wild, 1992) or in Spiegelhalter et al. (2003) via the slice sampling (Neal, 2003). Another MCMC implementation, introduced in Albert (1992), is based on the Gibbs sampling (GS) scheme since a data augmented likelihood, named data augmented Gibbs sampling (DAGS) scheme using auxiliary latent variables. Although Bayesian estimation for the probit-normal model has been developed in the literature, very few papers discuss in detail the problem of prior specification for the item parameters. Some results in this direction are found in Albert and Ghosh (2000) and Ghosh et al. (2000) where it is discussed theoretically the consequences of using precise prior distributions for the item parameters. However, it seems not to exist major empirical studies about the effect
of different priors specification in the estimation of the parameters for the probit-normal model. In this paper, we present a review of the two main procedures for Bayes estimation via MCMC of the probit-normal model described above. By considering DAGS scheme implemented in WinBUGs, an empiric sensitivity study of the model with respect to prior specification for the item parameters is conducted to a data set with small number of items and examinees.

The paper is organized as follows. In Section 2, data description related to a particular data set with small samples and small number of items is conducted. In Section 3, where we discuss methodology, the dichotomous item response models is presented and a literature revision of their characteristics and estimation approaches is conducted. Also, in Section 3, a Bayesian estimation via MCMC for probit-normal model using the ARS and DAGS schemes are presented. Prior specification is also discussed. Section 4, termed Results, deals with an application to a real data set coming from a mathematical test and sensitivity analysis for different priors in item parameters is conducted. In Section 5, a final discussion is presented.

2 DATA DESCRIPTION

We illustrate the Bayesian approaches to probit-normal IRT models using a data set obtained when applying 14 free items of the Peruvian Primary School Mathematical Test to sixth grade students (UMC, 2001). The UMC (Unidad de Medición de la Calidad Educativa) in Perú has developed language and mathematics test to assess, regularly, the educational progress in several grades. The Math Test was developed by the UMC to the national evaluation in 1998 and corresponds to multiple choice items with four alternatives and, additionally, the Math Test is formed with independent items corresponding to different tasks with different definitions. Given the latent ability $U$, it is considered that the correct responses to the items are independent. Furthermore, the autocorrelations within individual responses seem to be low, which provides additional support for the assumption of local independence.

In the empirical study considered in this paper, the 14 free items of the Math Test were applied to 131 students of high social-economical status. Item response data are available from the authors upon request. The summary statistical scores for Mathematics Test are presented in Table 1.

Table 1: Summary statistical scores of 14 items of the Mathematics Test applied to 131 students from Peruvian schools

<table>
<thead>
<tr>
<th>Statistic</th>
<th>Value</th>
<th>Statistic</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>10.840</td>
<td>Median</td>
<td>11</td>
</tr>
<tr>
<td>Variance</td>
<td>3.432</td>
<td>Std. Dev.</td>
<td>1.853</td>
</tr>
<tr>
<td>Skew</td>
<td>-0.795</td>
<td>Kurtosis</td>
<td>0.449</td>
</tr>
<tr>
<td>Minimum</td>
<td>5</td>
<td>Maximum</td>
<td>14</td>
</tr>
<tr>
<td>Alpha</td>
<td>0.481</td>
<td>Mean P</td>
<td>0.774</td>
</tr>
</tbody>
</table>

The scores present a mean of 11 points and a standard deviation of almost 2 points. Descriptive statistics, indicate that the scores present negative asymmetry with the presence of high scores. The test presents a medium reliability given by the alpha of Cronbach of 0.48, and present a mean proportion of item of 0.774, indicating an easy Test.
3 METHODS

3.1 Dichotomous Item Response Model

We consider that

\[ Y_{ij} | u_i, \eta_j \sim Bernoulli(p_{ij}), \]  

(1)

where \( Y_{ij} \) are the dichotomous response corresponding to subject \( i \) on item \( j \), \( \eta_j = (a_j, b_j)' \), are the item parameters, where \( a_j \) corresponds to item discrimination and \( b_j \) corresponds to item difficulty and \( u_i \) is the value corresponding to latent variable \( U_i \) associated to subjects \( i \), describing its ability in answering the test with \( I \) items and \( p_{ij} \) is the probability of correct answer for subject \( i \) in test \( j \), \( i = 1, \ldots, n, j = 1, \ldots, I \). Further, let

\[ p_{ij} = P(Y_{ij} = 1 | u_i, \eta_j) = F_{ij}(m_{ij}), \]  

(2)

with \( m_{ij} = a_j u_i - b_j \), a linear function of \( u_i \), \( i = 1, \ldots, n, j = 1, \ldots, I \). The link function \( F_{ij}(\cdot) \) is typically known as the item response function or item characteristic curve and satisfies the property of latent monotonicity (strictly nondecreasing function of \( U_i \)). The function \( F_{ij} \) is typically the same for all \( i \) and \( j \) and the most used ones are the cumulative distributions of the normal and the logistic distributions. Further, negative values of \( a_j \) are not expected and \( b_j \) and \( U_i \) take real values.

IRT models considered typically satisfies the conditional independence property, that is, for subject \( i \), the responses \( Y_{ij} \) corresponding to items \( j = 1, \ldots, I \), are conditionally independent given the values of latent variables \( U_i, i = 1, \ldots, n \). Further, it is considered independence between responses from different subjects. Under the above assumptions, the joint distributions of \( Y = (Y_1', \ldots, Y_n')' \) with \( Y_i = (Y_{i1}, \ldots, Y_{iI})' \) given the vector of latent variables \( U = (U_1, \ldots, U_n)' \) and the vector of item parameters \( \eta = (\eta_1, \ldots, \eta_I)' \) can be written as

\[ p(Y = y | U = u, \eta) = \prod_{i=1}^{n} \prod_{j=1}^{I} F_{ij}(m_{ij})^{y_{ij}} (1 - F_{ij}(m_{ij}))^{1-y_{ij}} \]  

(3)

The first IRT model was formally introduced by Lord (1952) and considers \( F_{ij}(\cdot) = \Phi(\cdot) \), \( i = 1, \ldots, n \), and \( j = 1, \ldots, I \), with \( \Phi(\cdot) \) the cumulative function of the standard normal distribution. The model is known as the normal ogive model. Birnbaum (1968) considered \( F_{ij}(\cdot) = L_{ij}(\cdot) \) with \( L_{ij}(m_{ij}) = e^{m_{ij}} / (1 + e^{m_{ij}}) \), denoted the cumulative function of the logistic distribution. This model is known as the logistic model with two parameters. As a special case of this model \( (a_j = 1) \) we have the Rash model (Fisher and Molenaar, 1995).

3.1.1 Characteristics

The dichotomous item response model presented in (1), (2) and (3) involves a total of \( n + 2I \) unknown parameters being thus overparameterized. On the other hand, for a fixed number of items, item parameters are known as structural parameters and the latent variables are known as incidental parameters, because they increase with \( n \), the sample size and because the analysis is generally focused on the item parameters. The model is also unidentifiable, since it is preserved under a special class of transformations of the
parameters (see Albert, 1992) so that maximum likelihood estimates may not be unique. One way of contouring such difficulties is to impose restrictions on the item parameters as considered, for example, in Bock and Aitkin (1981). Another way follows by specifying a distribution for the latent variables. Lord and Novik (1968, Chap. 16, Albert, 1992) consider

\[ U_i \overset{i.i.d.}{\sim} N(\mu, \sigma^2), \ i = 1, \ldots, n. \]  

(4)

This assumption establishes that it is believed that the latent variables are well behaved and that are a random sample from this distribution but as in Tsutakawa (1984), we consider in this paper that \( \mu = 0 \) and \( \sigma^2 = 1 \).

The IRT model that follows by considering (1)-(4) is denominated by Albert (1992) and Lord and Novick (1968) as the normal ogive model. In Bartholomew and Knoot (1999), the model with normal link and normal latent variable is denoted probit-probit and the model with logistic link and normal latent variable as logit-probit model. We find it more appropriate using the notation probit-normal and logit-normal models, respectively.

### 3.1.2 Estimation

The estimation problem in IRT models can be grouped into three categories: frequentist (or classical) estimation, Bayesian without MCMC and Bayesian with MCMC estimation. Classical estimation has been dominated by the likelihood approach. Using the former methodology, several approaches have been proposed such as joint likelihood, marginal likelihood and conditional likelihood (Andrade et al., 2000, Baker and Kim, 2004). However, the maximum likelihood estimators for the structural parameters are not consistent in the presence of incidental parameters (Neyman and Scott, 1948). The most used approach is the marginal likelihood approach using the pseudo-EM-algorithm with Gaussian quadrature for approximating the integrals needed for implementing the E step of the algorithm involved in the estimation of the item parameters (Bock and Aitkin, 1981). This estimation procedure is implemented in ad-hoc software, as, for example, the program BILOG (Mislevy and Bock, 1990), that uses “heuristic” restriction of the model (Du Toit, 2003). The estimation of ability parameters is performed in a second stage with item parameters replaced by estimates computed previously. Limitations of this methodology are discussed in Patz and Junker (1999) and Sahu (2002). To just name a few, we point out the impossibility of estimating \( U_i \) for extreme scores, limitations on the statement of regularity conditions that justify the asymptotic theory under which inference for model parameters and model checking are based (Froelich, 2000). In practical situations this estimation procedure defines the evaluation paradigm as is the case with the BILOG software which incorporate their restrictions of computation as criterion in evaluation area. Specifically, the fact that estimation is done in two step implies that evaluation is also done in two steps: the algorithm defines the evaluation scheme and not the evaluation scheme defines the algorithm. Although separate estimation of part of the parameters considering known the remaining parameters is possible, inference based on asymptotic arguments, specially for non i.i.d observations, may results on non consistent estimation (Patz and Junker, 1999).

In the case of non MCMC Bayesian estimation, Bayesian marginal estimation is used with maximum and expected a posteriori estimates for latent variables considering hierarchical models or not (see Baker and Kim, 2004; Kim et al. 1994). One characteristic of classical (non MCMC Bayesian) approaches is that they are typically based on the logistic
link function. A review of classical and non MCMC Bayesian approaches can be found in Baker and Kim (2004) and Andrade et al. (2000). A review of Bayesian approaches using MCMC can be found in Patz and Junker (1999). The approach for the probit-normal model is described in the following section.

### 3.2 Bayesian inference via MCMC for the probit-normal model

Let $D_{obs} = Y$, the observed data. Hence, the likelihood function for the probit-normal model is given by

$$L(u, \eta | D_{obs}) = \prod_{i=1}^{n} \prod_{j=1}^{I} \Phi(m_{ij})^{y_{ij}}(1 - \Phi(m_{ij}))^{1-y_{ij}},$$

where $\Phi(.)$ is the cumulative function of the standard normal distribution.

#### 3.2.1 Prior specification

We consider the following general class of prior distributions:

$$\pi(u, \eta) = \prod_{i=1}^{n} g_{1i}(u_i) \prod_{j=1}^{I} g_{2j}(\eta_j)$$

where $g_{1i}(u_i) = \phi(u_i; 0, 1)$, $i = 1, \ldots, n$, are a standard normal prior distribution for the latent variables $u_i$, and $g_{2j}(\eta_j) = g_{21j}(a_j)g_{22j}(b_j)$, $j = 1, \ldots, I$, are priors for item parameter, in which $g_{21j}(.)$ should be proper to guarantee proper posterior distributions for $(u, \eta)$ (see Albert and Ghosh, 2000, Ghosh et al. 2000).

Following proposals typically considered (see Rupp et al. 2004), we take the following priors for item parameters $a_j$ and $b_j$, $g_{21j}(a_j) = \phi(a_j; \mu_a, s_a^2)$, $j = 1, \ldots, I$ and $g_{22j}(b_j) = \phi(b_j; 0, s_b^2)$, $j = 1, \ldots, I$ normal distribution, so that $g_{2j}(\eta_j) = \phi(\eta_j; \mu_\eta, \Sigma_\eta)$, $j = 1, \ldots, I$, is a bivariate normal distribution with mean vector $\mu_\eta = (\mu_a, 0)'$ and covariance matrix $\Sigma_\eta = \begin{bmatrix} s_a^2 & 0 \\ 0 & s_b^2 \end{bmatrix}$.

Albert and Ghosh (2000) mention that the choice of a proper prior distribution on the latent trait resolves particular identification problems, and, further, informative prior distributions placed for $a_j$ and $b_j$ can be used to reflect the prior belief that the values of the item parameters are not extreme (in the frontier of the parametric space). In the common situation where little prior information is available about the difficulty parameters, one can chose $s_b^2$ to be a large value. This choice will have a modest effect on the posterior distribution for non extreme data, and will result in a proper posterior distribution when extreme data (where students are observed to get correct or incorrect answers to every item) is observed (Albert and Ghosh, 2000), also, Sahu (2002) states that larger values of the variance led to unstable estimates. This priors is denominated as vague priors in Roberts (2001). In Table 2 it is shown some priors considered in the literature for the item parameter $\eta_j = (a_j, b_j)$ in the probit-normal model. We observed that $N(0,1)|0,1)$ is the notation for a normal distribution with mean 0 and variance 1 truncated for negative values.

Priors A, B and C are precise and priors D and E are vague priors assigned to the difficulty parameters. Priors E and F assigned to the discrimination parameters are truncated priors.
Table 2: Prior specification for item parameters $\eta_j = (a_j, b_j)$ in the probit-normal model in the literature

<table>
<thead>
<tr>
<th>Prior Author</th>
<th>$a_j$ prior</th>
<th>$b_j$ prior</th>
</tr>
</thead>
<tbody>
<tr>
<td>Johnson and Albert (1999)</td>
<td>N(2,1)</td>
<td>N(0,1)</td>
</tr>
<tr>
<td>Congdon (2001)</td>
<td>N(1,1)</td>
<td>N(0,1)</td>
</tr>
<tr>
<td>Albert and Ghosh (2000)</td>
<td>N(0,1)</td>
<td>N(0,1)</td>
</tr>
<tr>
<td>Sahu (2002); Albert and Ghosh (2000)</td>
<td>N(0,1)I(0,)</td>
<td>N(0,10000)</td>
</tr>
<tr>
<td>Spiegelhalter et al. (1996)</td>
<td>N(0,1)I(0,)</td>
<td>N(0,10000)</td>
</tr>
<tr>
<td>Sahu (2002); Patz and Junker (1999)</td>
<td>N(1,0.5)I(0,)</td>
<td>N(0,2)</td>
</tr>
</tbody>
</table>

3.2.2 MCMC using Adaptive Rejection Sampling (ARS) scheme

By considering the likelihood function and prior specification, a joint posterior distribution is given by:

$$f(u, \eta|D_{obs}) \propto \prod_{i=1}^{n} \prod_{j=1}^{I} \Phi(m_{ij})^{y_{ij}}(1 - \Phi(m_{ij}))^{1-y_{ij}} \prod_{j=1}^{I} \phi(u_{i}; 0, 1) \prod_{i=1}^{n} \phi_{2}(\eta_{j}; \mu_{\eta}, \Sigma_{\eta})$$

or

$$f(u, \eta|D_{obs}) \propto \prod_{i=1}^{n} \prod_{j=1}^{I} \Phi(m_{ij})^{y_{ij}}(1 - \Phi(m_{ij}))^{1-y_{ij}} \times$$

$$\exp \left[ -\frac{1}{2} \left( \sum_{i=1}^{n} u_{i}^2 + \frac{1}{s_{b}} \sum_{j=1}^{I} b_{j}^2 + \frac{1}{s_{a}} \sum_{j=1}^{I} (a_{j} - \mu_{a})^2 \right) \right]$$

In this way, the probit-normal model can be fitted using MCMC, for example in WinBUGS (see LSAT example in Spiegelhalter et al., 1996).

As the joint posterior distributions above are complex to be dealt with, note that all full conditional distributions are non-standard. Hence straightforward implementation of the Gibbs sampler using standard sampling distributions is not possible. However, all the full conditional distributions for the probit-normal model are log-concave (log of the density is concave) according to (Sahu, 2002). Exact sampling from one dimensional log-concave distributions can be performed using rejection sampling, even when the normalizing constants are unknown (Gilks and Wild, 1992). These authors also develop an adaptative rejection sampling (ARS) scheme. ARS dynamically constructs two envelopes (one lower and one upper) for the distribution to be sampled from using successive evaluations of the density at the rejected points. The algorithm stops when one proposed point has been accepted. This procedures is default in WinBUGS 1.4 for the probit-normal model. In the case of restricted range, WinBUGS 1.4 also can uses the slice sampling (Neal, 2003), which is better to have not crashed when you try to run with the code in the appendix.

Markov chain sampling methods that adapt to characteristics of the distributions being sampled can be constructed using the principle that one can sample from a distribution by sampling uniformly from the region under the plot of its density function. A Markov chain that converge to this uniform distribution can be constructed by alternating uniform sampling in the vertical direction with uniform sampling from the horizontal “slice” defined by the current vertical position or, more generally, with some update that leaves the uniform distribution over this slice invariant. Since this implementation is broadly used in literature, in the paper we described the DARGS scheme with more generality in following section.
3.2.3 MCMC using Data Augmented Gibbs Sampling (DAGS) scheme

An alternative way of writing the probit-normal model with I items and n subjects taking the test follows by considering that

\[ Z_{ij} = m_{ij} + e_{ij}, \quad (5) \]

\[ e_{ij} \sim N(0, 1), \quad (6) \]

\[ y_{ij} = \begin{cases} 1, & Z_{ij} > 0; \\ 0, & Z_{ij} \leq 0. \end{cases} \quad (7) \]

It can be shown after some algebraic manipulations that this expressions recover the model formulated above. It follows basically by noticing that \( P_i = P[Y_{ij} = 1] = P[Z_{ij} > 0] = \Phi(m_{ij}), \ i = 1, \ldots, n, j = 1, \ldots, I, \) which shows that the linear normal structure for the auxiliary latent variable yields a model equivalent to the probit-normal model.

Using the new formulation, considering \( D = (Z, y) \) as the complete data with \( Z = (Z_{11}, \ldots, Z_{nI})' \), the “complete data”, it follows that the likelihood function of the augmented data is given by

\[ L(u, \eta|D) = \prod_{i=1}^{n} \prod_{j=1}^{I} \phi(Z_{ij}; m_{ij}, 1)I(Z_{ij}, y_{ij}), \]

in which \( I(Z_{ij}, Y_{ij}) = I(Z_{ij} > 0)I(y_{ij} = 1) + I(Z_{ij} \leq 0)I(y_{ij} = 0), i = 1 \ldots, n, j = 1, \ldots, I, \) is an indicator variable taking the value one if its argument is true, and the value zero otherwise.

Thus, the complete joint posterior distribution is given by

\[ f(u, \eta|D) \propto \exp \left[ -\frac{1}{2} \left( \sum_{i=1}^{n} \sum_{j=1}^{I} (Z_{ij} - m_{ij})^2 + \sum_{i=1}^{n} u_i^2 + \frac{1}{s_b} \sum_{j=1}^{I} b_j^2 + \frac{1}{s_a} \sum_{j=1}^{I} a_j^2 \right) \right] I(Z_{ij}, y_{ij}) \]

so that the conditional complete distributions for the probit-normal model are given by:

- \( \pi(Z_{ij}|u_i, \eta_j, D_{obs}) \propto \phi(Z_{ij}; m_{ij}, 1)I(Z_{ij}, y_{ij}), i = 1 \ldots, n, j = 1, \ldots, I. \)

- \( \pi(u_i|Z_i, \eta, D_{obs}) \propto \phi(u_i; m_{ui}, v_{ui}), i = 1 \ldots, n \)

with \( m_{ui} = \frac{\sum_{j=1}^{I} a_j (Z_{ij} + b_j)}{\sum_{j=1}^{I} a_j^2 + 1}, v_{ui} = \frac{1}{\sum_{j=1}^{I} a_j^2 + 1}, i = 1 \ldots, n. \)

- \( \pi(\eta_j|u, Z_j, D_{obs}) \propto \phi_2(\eta_j; m_{\eta_j}, v_{\eta_j}), j = 1, \ldots, I, \)

with \( m_{\eta_j} = \left[ W'W + \Sigma_{\eta}^{-1} \right]^{-1} \left[ W'Z_j + \Sigma_{\eta}^{-1} \mu_{\eta} \right], v_{\eta_j} = \left[ W'W + \Sigma_{\eta}^{-1} \right]^{-1} \)

\[ \mu_{\eta} = \begin{pmatrix} \mu_{a} \\ 0 \end{pmatrix}, \Sigma_{\eta} = \begin{bmatrix} S_a^2 & 0 \\ 0 & S_b^2 \end{bmatrix} \]

\[ e \ W = (u, -1) \] with \( W_i' = (u_i, -1), i = 1 \ldots, n. \)

With the above conditional distributions, the DAGS can be easily implemented. Routines in R (see the MCMC package by Martin and Quinn, 2003), Matlab (see Johnson and Albert, 1999) are available in the Web. In WinBUGS the implementation of the above procedure is not direct since it requires a correct specification for the indicator variables (See Appendix).
3.2.4 Model Comparison and sensitivity analysis

Model checking, or assessing the fit of a model, is a crucial part of any statistical analysis. Before drawing any conclusions from the application of a statistical model to a data set, an investigator should assess the fit of the model to make sure that the model adequately explains the important features of the data set (Stern and Sinharay, 2005).

In Bayesian inference, a researcher can check the fit of the model in one of three ways (Gelman et al., 1996): (1) checking that the posterior inferences are reasonable, given the substantive context of the model; (2) examining the sensitivity of inferences to reasonable changes in the prior distribution and the likelihood; and (3) checking that the model can explain the data, or in other words that the model is capable of generating data like the observed data. In this paper we made a sensitivity analysis of inferences to different specifications in the prior distribution of the item parameter in the probit-normal model.

In sensitivity analysis, several probability models are fit to the same data set. To compare the models corresponding to the six different prior distributions, we computed the posterior expected deviance ($D_{bar}$), the deviance of the posterior means ($D_{hat}$), the effective number of parameters $\rho_D$ and deviance information criterion ($DIC$), as presented by Spiegelhalter et al. (2002). $D_{bar}$, is the posterior mean of the deviance that is defined as $-2 \times \log(likelihood)$. $D_{hat}$ is a point estimate of the deviance obtained by substituting in the posterior means, estimates of parameters in the model. $\rho_D$ is given by $\rho_D = D_{bar} - D_{hat}$. $DIC$ is given by $DIC = D_{bar} + pD = D_{hat} + 2 \times pD$. The model with the smallest $DIC$ is estimated to be the model that would best predict a replicate dataset of the same structure as that currently observed.

They claim that the $DIC$ as implemented in the WinBUGS software can be used to compare complex models and large differences in the criterion can be attributed to real predictive differences in the models, although the approach has received critics from several authors (see discussion in Spiegelhalter et al. 2002). In hierarchical modeling with auxiliary latent variables as in the probit-normal model, the “likelihood” or “model complexity” is not unique so that the deviance (or $DIC$ and consequently $\rho_D$) of a model with latent variables is not unique and can be calculated in several ways (Delorio and Roberts, 2002). With auxiliary latent variables, WinBUGS uses a complete likelihood of the observed variable and the auxiliary latent variable introduced (as fixed effects and random effects in hierarchical modeling) to obtain posterior distributions for the parameters of interest. When this is the case, marginal $DIC$’s for the observed variable (fixed effect) and auxiliary latent variable (random effect) are presented. For a proper comparison of the proposed models, we consider marginal $DIC$ for the observed variables because the focus of the analysis is in $p(y|u, \eta)$ and although auxiliary random variables are introduced (in two steps) they are not the focus of the analysis.

4 RESULTS

4.1 A empirical Sensitivity Analysis to priors of item parameters

In order to evaluate the sensitivity of the Bayesian Estimation for the probit-normal model by considering different priors to item parameters (see priors A to F in Table 2), we conduct an analysis using the data set described above. The prior specification, starting values to define the initial state of the Markov Chain, and convergence diagnostics for the Markov chain are discussed by implementing MCMC using DAGS scheme.
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Bayesian estimation procedures based in MCMC were implemented in WinBUGS. Chains with 50000 iterations were generated considering thin=1, 5, 10 and discarding the 500 first iterations as in Albert (1992), so that effective sample sizes were 49500, 9900 and 4950, respectively. When using MCMC, the sampled values for initial iterations of the chains are discarded because of their dependence on the starting state and to guarantee proper convergence. Also, in this IRT model, presence of autocorrelation between chain values is expected when latent variables are introduced (Chen et al. 2000). Due to it, thin values up to 10 are recommended.

![Figure 1: Posterior mean of discrimination and difficulty parameters for different priors in Math Test (14 items applied to 131 examinees) under the probit-normal IRT model. The numbers indicate the correspond item and the order of the priors specification is A, B and C up and D, E, and F](image)

Estimates of item discrimination ($a_j$) and difficulty parameters ($b_j$) based in the posterior mean for different priors given in Table 2 are depicted in Figure 1. According to the Figure 1, the probit-normal model is insensitive to the prior specifications for the difficulty and discrimination parameters in the literature. The order of the item considering the media posterior of the parameters of discrimination and difficulty is similar between different specification priors. Moreover, a one-way analysis of variances for the means of posterior coefficient of variation for discrimination and difficulty parameters in the test (see Table 3), are not significant in relation to the different priors used (discrimination parameters: $F(5,78) = 1.014; p < 0.415$, difficulty parameters: $F(5,78) = 0.631; p < 0.676$) and the analysis of the DIC in Table 3, confirms that all priors lead to similar fit. That is, by considering any prior specification (A to F) in the average the ordering of the items is similar. It means that the probit-normal model is insensitive to the use of non-informative priors. Easy items as discriminators are identified similarly by the different priors specified.

Another aspect of interest is to evaluate the differences that can exist in the estimated values of the item parameters to the different prior specifications by considering the value of the posterior standard deviation. That is, the "scale" in which the values of item parameters are presented. It is possible to make comparisons for different priors by considering plotting the means vs standard deviations for posterior coefficients of variation for item parameters of Table 3. Great coefficient of variation is indicative of large standard
deviation. For the discrimination and difficulty parameter, the estimates with different priors are organized in an horizontal axis, going from the smallest to the greatest mean for the posterior coefficient of variation and the vertical axis from the smallest standard deviations to the greatest standard deviation for the posterior coefficients of variation. Clearly, priors with greater restrictions in discrimination parameter, as it is the case of the truncated priors \( F \) and \( E \), lead to more restricted estimates. This result suggest that priors with hyperparameter that admits negative values for the discrimination parameter (mean equal to zero in prior \( C \) and \( D \)) results in minor restricted estimates (in a scale major).

With respect to the difficulty parameter, the estimates with different priors are organized from the least (in order, priors \( D \) and \( E \)) to the most precise (least vague) prior (in order, prior \( A, B \) and \( C \)). A large mean and standard deviation are obtained for prior \( A \) because the estimates of coefficient of variation for the difficulty parameter of item 3 is large. The major value in the estimative relative to the item 3 follows because the estimates (means) are closed to zero and then to a small standard deviations follow a great coefficients of variation. This fact implies that for prior \( A \) estimates for difficulty parameter are closed to zero.

Although the priors considered lead to similar posterior distribution and fit, we find it more appropriate to use priors \( E \) and \( F \) because it results in greater precision to the scale in the which discrimination and difficulty estimates are showed. Since priors with large variances for the difficulty parameter can lead to greater values to the estimate in a larger scale, we considered prior \( F \) to be more appropriate. This fact is noted in Sahu (2002), where other choices for the hyper parameters were also investigated, and similar conclusions are observed.

Further studies were performed with the prior \( F \) for parameter estimation in the Math Test data set. In this case, we consider burn-in of 1000 and the chain run for 10000 more iterations after the burn-in with \( thin = 10 \) to reduce chain dependence. In this part of the work we decided to use five parallel chains. Convergence was diagnosed via visualization of trace plot using Gelman and Rubin’s statistics (Gelman and Rubin,1992) present in the software R at package CODA (Best et al. 1997).

The average burn-in time takes about 90 seconds and to generate about 10000 further iterations for each chain, takes about 957 seconds on a AMD Duron(tm) Processor with 112 MB RAM). Figure 2 depicts chain history and the empirical density for item 12 and the mean and standard deviations for the latent variable describing subject’s ability.

Estimates of item discrimination and difficulty parameters for the probit-normal model are presented in Table 4. Item 11 is the most discriminative while item 9 is the least. Also,
Figure 2: Chain history and posterior density for item parameters of item 12 and posterior mean and posterior standard deviation of the latent variable for Math the Test under the probit-normal IRT model.

Figure 3: Box-plots for discrimination (a) and difficulty (b) item parameters for the Math Test under the probit-normal IRT model
Table 4: Summary of posterior inference for the parameters for the Math Test under the probit-normal IRT model

<table>
<thead>
<tr>
<th>item</th>
<th>discrimination parameter</th>
<th>difficulty parameter</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>mean</td>
<td>sd</td>
</tr>
<tr>
<td>1</td>
<td>0.54</td>
<td>0.24</td>
</tr>
<tr>
<td>2</td>
<td>0.29</td>
<td>0.18</td>
</tr>
<tr>
<td>3</td>
<td>0.55</td>
<td>0.24</td>
</tr>
<tr>
<td>4</td>
<td>0.91</td>
<td>0.33</td>
</tr>
<tr>
<td>5</td>
<td>0.49</td>
<td>0.24</td>
</tr>
<tr>
<td>6</td>
<td>0.32</td>
<td>0.18</td>
</tr>
<tr>
<td>7</td>
<td>0.88</td>
<td>0.34</td>
</tr>
<tr>
<td>8</td>
<td>0.97</td>
<td>0.35</td>
</tr>
<tr>
<td>9</td>
<td>0.20</td>
<td>0.14</td>
</tr>
<tr>
<td>10</td>
<td>0.49</td>
<td>0.23</td>
</tr>
<tr>
<td>11</td>
<td>1.35</td>
<td>0.41</td>
</tr>
<tr>
<td>12</td>
<td>0.39</td>
<td>0.19</td>
</tr>
<tr>
<td>13</td>
<td>0.45</td>
<td>0.23</td>
</tr>
<tr>
<td>14</td>
<td>0.41</td>
<td>0.26</td>
</tr>
</tbody>
</table>

$u$ mean $= 0.94$, s.d = 0.06

item 11 is the easiest while item 12 is the most difficult.

Item 11 says: “Luisa, Dora and Mary bought some cloth. Luisa bought half of a meter, Dora bought 75 centimeters and Mary bought fifty centimeters. Which ones did buy the same quantity of cloth?”. Item 12 say: “A recipient receive 4.5 liters of water by minute. How many liters of water will have the recipient after of one and half hour?”. On the other hand, item 6 say: “It solves the following operations decimal: $0.75 - 0.2 + 1.2 - 0.30$”. Clearly, for the formulated items, (latent) ability required to correctly solving item 11 is smaller than that required for solving item 12. For a given ability value, a student has greater probability of success with item 11 than with item 12. Hence, according to the probit-normal model, item 11 is easier than 12.

It is also worth noticing with respect to item 11 that a small change in student’s ability (knowing the meaning of half meter, for instance) results in greater probability of success for this item. On the other hand, with respect to item 9, it can be depicted that small changes in student’s ability (knowledge of decimal places, for instance) is not directly translated into a greater increase in the probability of correctly answering the item. Thus, item 11 seems to present greater discriminatory power because it allows to better distinguish between students that know or don’t know some specific knowledge about the items. Box-plots for the item parameters based in posterior inference are presented in Figure 3 indicating the variation in posterior distribution for item parameters. This results is impossible with frequentist approaches and clearly shows the advantage in using Bayesian estimation. For further details on the interpretation of item parameters see Johnson and Albert (1999).

With respect to the latent variable ability, we have that its posterior mean is 0.94 which indicates that the group of students present negative asymmetry, which was also found with the observed scores. Hence, estimated abilities are connected with the observed scores.
5 DISCUSSION

One of the objectives of this paper is to contribute with some literature connected to the use of probit-normal models in the item response theory literature to the Latinoamerican statistical community. This model was chosen because it allows extensions to three parameter models, multidimensional models, multilevel models, inclusion of predictor variables and confirmatory factor analysis models. The paper discusses two procedures using MCMC methodology to make inference on item and ability model parameters by implementing the DADS scheme.

The methodology was applied to the data set that resulted from a mathematical test applied to 131 sixth grade students from Peruvian schools. A sensitivity analysis by checking model adequacy that follows by using a series of prior distributions is also conducted. It includes the specification of vague prior distributions for the difficulty parameters and precise priors for the discrimination parameters.

The priors specified in Table 2 were suggested in previous studies by other authors. The different priors considered lead to similar estimates of the DIC (described in Spiegelhalter et al., 2002) leading to the conclusion that the Bayesian analysis for the data set under consideration is not sensible to the priors considered. Item most discriminative and most difficult items are equally identified by the different prior specification.

However, by considering the “scale” to the estimative of item parameters we consider that the prior considered in Sahu (2002), which specifies that \( a_j \sim N(1; 0.5)I(0,) \) and \( b_j \sim N(0, 2) \), \( j = 1 \ldots \), seems to us the most adequate one since the values of the standard deviations for item parameters are most precise than for the other vague priors.

The issue of sample size and its effect on item parameter estimation has been well studied (e.g., Swaminathan and Gifford, 1983) in the context of classical estimation. In general, large sample sizes are needed to estimate IRT item parameters in classical estimation. The issue that needs to be addressed is that of estimating or calibrating items using a small sample of examinees. Swaminathan and Gifford (1982, 1985, 1986) and Mislevy (1986) have shown that by incorporating prior information about item parameters, to different IRT models using logistic links, not only can item parameters be estimated more accurately but the estimation can be carried out with smaller sample sizes. In these lines, the present study shows that the probit-normal IRT model is insensitive to non-informative different priors considered and indicate that Bayesian estimation procedures show considerable promise when dealing with a small number of examinees in the samples, as suggested by Swaminathan et al. (2003). We direct to Swaminathan et al. (2003) on the explanation of how to use informative priors in the analysis of IRT models. Informative priors can be obtained, for example, in national and international evaluations since that pilot studies are considered. In future works it can be interesting to compare results of informative and non-informative priors. In more general situations, pilot studies are not available and one application seems to be required. In this case, the work shows that it is possible to use non-informative priors since the ordering in the item parameters is the same and then the conclusions about of the items expected to be the same.
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Appendix: WinBugs code to probit-normal IRT model

```plaintext
model
  { #likelihood function
    for (i in 1 : n) {
      for (j in 1 : I) {
        m[i,j] <- a[j]*u[i] - b[j]
        z[i,j] ~ dnorm(m[i,j],1)I(lo[y[i,j]+1],up[y[i,j]+1])
      }
    }
    #priors F for item parameters
    for (j in 1:I) {
      b[j] ~ dnorm(0,0.5);
      a[j] ~ dnorm(1,2)I(0,);
    }
    #prior for latent variable
    for (i in 1:n) { u[i] ~ dnorm(0,1) }
    # auxiliary latent variable
    lo[1] <- -50; lo[2] <- 0; \# i.e., z| y=0 ~ N(m,1)I(-50,0)
    up[1] <- 0; up[2] <- 50; \# i.e., z| y=1 ~ N(m,1)I(0,50)
    # mean and standard deviation for latent variable
    mu<-mean(u[ ])
    du<-sd(u[ ])
  }

list(n=131, I=14, y= structure(.Data =c(1,1,0,1,1,1,1,1,0,0,1,
                                      1,1,1,1,1,1,1,1,1,0,1,1,
                                      ... 
                                      1,1,0,1,1,1,1,1,1,1,1,1,
                                      1,1,0,1,0,0,1,1,0,0,0,1,1),
                                      .Dim=c(131,14)))

Inits list(b = c(0,0,0,0,0,0,0,0,0,0,0,0,0,0),
a=c(1,1,1,1,1,1,1,1,1,1,1,1,1,1))

In WinBUGS 1.4 it is possible to change the sampling methods. The sampling methods are held in Updater/Rsrc/Methods.odc and can be edited. For example, if there are problems with WinBUGS’s adaptive rejection sampler (DFreeARS), then the method “UpdaterDFreeARS” for “log concave” could be replaced by “UpdaterSlice” (normally used for “real non linear”). This is suggested in the WinBugs site.
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(http://www.mrc-bsu.cam.ac.uk/bugs/winbugs/contents.shtml#problems) and helps to avoid
Trap message. When the correction is used in the Script example the default method for Z is Up-
daterSlice. Interval and not UpdaterDFreeARS. Interval.