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Abstract—Generative AI (genAI) tools (e.g., ChatGPT, Copilot)
have become ubiquitous in software engineering (SE). As SE
educators, it behooves us to understand the consequences of
genAI usage among SE students and to create a holistic view
of where these tools can be successfully used. Through 16
reflective interviews with SE students, we explored their academic
experiences of using genAI tools to complement SE learning
and implementations. We uncover the contexts where these
tools are helpful and where they pose challenges, along with
examining why these challenges arise and how they impact
students. We validated our findings through member checking
and triangulation with instructors. Our findings provide practical
considerations of where and why genAI should (not) be used in
the context of supporting SE students.

Index Terms—Empirical Study, Generative AI, Challenges and
Benefits, Software Engineering Education, Human-AI Interaction

I. INTRODUCTION

Generative AI (genAI) tools (e.g., ChatGPT [1], Gemini [2],
Copilot [3]) have asserted their prevalence over a couple of
years. These tools are widely used in software development as
well as education [4, 5, 6]. Thus, it behooves us as educators
to understand how and where to incorporate genAI to train the
next generation of AI-savvy SE workforce [7, 8].

However, how to seamlessly incorporate genAI use by SE
students without long-lasting adverse effects is a non-trivial
question. There are intense debates about the appropriateness
of students using genAI in their learning processes [9]. Some
argue that this marks the end of traditional education [10, 11]
and fear that the future workforce will lack essential skills,
such as problem-solving, due to over-reliance on AI tools [12,
13]. The counterargument is that it is not all negative; there are
opportunities despite the risks [14, 15, 9, 16] and “it depends”
on how these tools are being used.

The concerns raised by the former group are serious.
First, genAI systems are not infallible. They are trained on
available (sometimes biased or incomplete) data, and function
by predicting the most likely sequence of symbols, without
guaranteeing the veracity of information [17, 18]. The convinc-
ing nature of genAI responses, even when it is hallucinating
[19], can foster over-reliance among novices [12, 13], who
might not have the relevant knowledge to assess the accuracy
of its responses. Second, a deeper concern is that genAI will
stymie learning: not only for the ones who want to bypass
learning, seeking ready-made answers instead of engaging
with the material; but also for the ones who actually want to
learn. This is because of the fundamental difference between

comprehending a solution provided by genAI and creating a
solution through personal, mental effort. Using genAI reduces
students’ problem-solving and critical thinking into a mere
reading comprehension exercise [20], undermining metacog-
nition, the very essence of the learning process.

Yet, considering a complete “ban” or forbidding students
from using genAI tools is impractical [21], as these tools are
already widely adopted [6, 22]. Further, with the software in-
dustry’s exuberant adoption of genAI, proficiency with genAI
has become a necessary job skill for the future workforce
[23, 24]. Acknowledging the inevitability of some instances
of academic misconduct [25], the emphasis should thus shift
towards guiding students on the effective use of genAI. Educa-
tors and policymakers aligned with this thought are speculating
on the incorporation of genAI into curricula and pedagogy in
the long term [21, 26, 7], seeking a clear landscape of where
these tools can help or hinder. Prior research has explored the
potential benefits and challenges of genAI usage from both
student [27, 28, 29] and educator [21, 27, 30, 31] perspectives.

However, there is a dearth in understanding the current state
of genAI usage among SE students: when and how they use
genAI, where they are finding benefits or facing challenges,
and why these challenges exist. Without answers to these
questions, we will not know how to effectively integrate genAI
into (SE) education without risking adverse impacts.

In this paper, we investigate: (RQ1): What is the current
state of genAI usage among SE students? Through reflective
interviews with 16 SE students, validated through member
checking and interviews with two instructors, we elicit stu-
dents’ experiences of genAI usage to complement learning
of SE concepts and their implementations in SE courses. We
explored the specific contexts when students turn to genAI
tools, examining how they incorporate these tools in their
work, and where they face benefits and challenges.

Furthermore, to gain a deeper understanding of the appro-
priateness of genAI tools for supporting SE students, it is
essential to identify why students face challenges when using
these tools. This led to our second research question: (RQ2):
What are the causes and consequences of the challenges
faced by SE students? Qualitative analysis of student expe-
riences revealed six intrinsic categories of issues (faults and
gaps) within genAI itself, which contributed to five categories
of student challenges. These challenges ultimately impacted
students’ learning and task outcomes, self-perception, and
willingness to adopt genAI technology.



The primary contributions of this paper are twofold: (1) It
assesses the use of genAI among SE students, detailing the
circumstances (“when”) and methods (“how”) of their genAI
usage. This evaluation further explores the contexts (“where”)
students perceive benefits and challenges, offering practical
insights for educators interested in incorporating genAI to
enhance student learning experiences. (2) It identifies the
causes and consequences of the challenges (“why’s”) faced by
students in using genAI. These findings offer practical insights
for educators to guide students on where and why genAI can
(or cannot) be effectively used in the context of SE education.

II. RELATED WORK

User studies with genAI: Research on genAI-based pro-
gramming tools [32, 33, 34, 35, 36, 37, 38, 39] has shown
their usefulness and limitations. Vaithilingam et al. [36] found
programmers faced more difficulties completing tasks with
GitHub Copilot compared to traditional autocomplete, al-
though with no significant effects on task completion time.
Barke et al. [32] investigated programmers’ interaction with
Copilot identifying exploration (using genAI for planning) and
acceleration (using genAI to speed up code authoring) interac-
tion modes. They observed that over-reliance on Copilot can
lead to increased cognitive load. Bird et al. [40] studied how
developers who were first-time Copilot users, engaged with
it. They found that developers accepted generated suggestions
for efficiency, trading autonomy and control over code. Other
studies [22, 38] focused on programmers’ perceptions, with
Liang et al. [22] finding appreciation for autocomplete features
but concerns over code quality, control, and IP risks. While
these studies offer insights into user perception of genAI tools,
their findings primarily apply to professional programmers.
Closest to our work is the study by Choudhuri et al. [19].
They investigated the effectiveness and pitfalls of ChatGPT in
supporting students in SE tasks. Their findings highlight that
using ChatGPT had no significant improvements in productiv-
ity, although it significantly increased participants’ frustration.
Further, they investigated the causes and consequences of
AI faults arising from human-AI interaction guideline [41]
violations, leading to negative consequences for students using
ChatGPT for SE implementations.

(+) In contrast to these studies, our study did not control or
focus on specific tasks or genAI tools. We complement their
findings by concentrating on student challenges and presenting
associations between their causes and implications across the
SE learning and implementation phases.

GenAI in education: Previous research has examined the
use of genAI tools in education, with research investigating
both the opportunities and challenges these AI tools present
[14, 15, 9, 21, 30, 42, 43]. This included advantages, impact
on teaching methods due to readily available solutions, and
concerns over plagiarism, biases, and fostering detrimental
habits among students. In work exploring the opportunities and
risks presented by these tools, Bommasani et al.[13] explicitly
list Copilot as a challenge for educators, stating students’ over-
reliance may negatively impact their learning. How students

should adopt genAI tools remains unclear [44], but their
increasing role inside and outside the classroom seems certain.
Beyond theoretical discussion, practical research efforts have
aimed at enhancing student assistance in code generation on
introductory programming problems [45], providing learning
resources [46, 47, 48], explanations [49, 50, 47, 51], and
finding issues in problematic code [52]. While suggesting
significant aid, these studies highlight varying extents of help
based on task complexity and prompt quality, emphasizing the
need for clarification on where genAI can be effectively used.

(+) Our study adds to this body of work by presenting
the current state of genAI usage among SE students (when
and how), alongside where students perceive benefits and
challenges, giving practical considerations for educators to
integrate genAI in SE education.

Student and instructor perspectives: Recent studies have
examined student and instructor perceptions of genAI tools
in broad educational settings, revealing a generation gap in
perceptions [53, 54]. Students are generally optimistic, but
are self-aware of the negative impacts of AI on learning [54],
while instructors express concerns about over-reliance, ethics,
and skepticism regarding genAI’s abilities [21, 27, 29, 30, 31].
Instructors emphasize the urgent need for clear policies and
guidelines on where and to what extent genAI should be
integrated to maintain academic integrity and equitable learn-
ing. Lau and Guo [21] interviewed instructors about adapting
genAI tools like ChatGPT and Copilot in courseware, framed
around a hypothetical futuristic scenario. Instructors’ short-
term concerns centered on cheating, plagiarism, and reliance
on invigilated exams, while long-term perspectives varied be-
tween resisting AI tools and integrating them into the curricu-
lum. Zastudil et al.’s [31] comparative analysis showed aligned
concerns between students and instructors regarding over-
reliance, trustworthiness, and plagiarism, but divergent pref-
erences for addressing these issues. Students focused on the
quality of genAI responses, whereas instructors worried about
students’ ability to identify incorrect or misleading responses.
Other student-centric investigations [28, 55] have explored
students’ querying behavior, types of assistance sought, as well
as benefits and challenges, emphasizing concerns related to
usability, reliability, engagement, learning, and ethics.

(+) Prior work has identified the “what’s” — benefits,
challenges, and perspectives — from both student and instruc-
tor viewpoints. Our work analyzes the “where” and “why”,
contributing an understanding of the current genAI usage in SE
education, alongside explaining the causes and consequences
of challenges faced by SE students in using these tools.

III. METHOD

We conducted semi-structured interviews with software en-
gineering (SE) students to elicit their academic experiences
with genAI. See supplemental [56] for the interview script.

A. Interview Planning

Script design: Learning is a continuous process that begins
with acquiring and understanding knowledge and progresses
to applying and synthesizing that knowledge in new contexts



[57, 58]. In the context of SE education, this spans from
learning SE concepts to their implementations [59]. To un-
derstand how SE students use genAI to complement their
SE learning, we structured our interviews into three parts.
The first two parts focused on students’ experiences in using
genAI to complement their (1) learning of SE concepts and
(2) implementation of SE tasks. The final part focused on their
(3) overall experiences of using genAI tools.

In the first two parts, we asked questions about (1) their
reasons for using genAI tools, (2) how and in what contexts
they leveraged these tools, and (3) the benefits and challenges
they perceived, along with the specific contexts and reasons for
these perceptions. We anchored these discussions in tangible
artifacts, as suggested by Lau and Guo [21], by requesting
participants to examine their conversation history with genAI
tools (e.g., ChatGPT) and reflect on their experiences through
these concrete examples. Participants’ previous conversation
threads with genAI acted as a foundation to support deeper
recollections of their experiences. A potential risk of focusing
on specific artifacts is that participants can fixate on specific
conversations or experiences. Therefore, to balance detail-
oriented and holistic perspectives, we structured the final part
of our script to gather participants’ overall experiences with
genAI. In the end, a wrap-up question invited any additional
insights and feedback not covered by the structured questions.

To reduce cognitive biases such as priming [60] and anchor-
ing [61], we intentionally avoided mentioning specific tools,
such as ChatGPT, in our interview protocol. Everything was
worded as “genAI tools”. However, if participants initiated
discussions about particular tools, we allowed the conversa-
tion to naturally shift toward those tools. Before the main
interviews, we conducted seven sandbox sessions and a pilot
to test and refine our interview scripts. This led to simplifying
our script for clearer, more straightforward questions. The
results reported in this paper are based on the actual 16
interviews, excluding these preliminary sessions. We did not
segregate the interviews and data analysis into distinct phases.
Instead, we continuously refined our understanding, adjusting
our interview script and code set as necessary, in line with
recommended practices in qualitative research [62].

Recruitment: Our goal was to elicit students’ experiences
using genAI to complement their SE learning and implemen-
tations. So, we conferred with SE instructors at our university,
who recommended senior SE courses and SE capstone courses,
as students from these classes would have had the opportunity
to use genAI to learn concepts and help implement solutions.
Our selection criteria were students who had: (a) familiarity
with genAI and experience with it in SE, (b) completed both
introductory and intermediate SE courses in the previous year
(2023), and (c) enrolled in senior SE or capstone courses.
Instructors facilitated recruitment by announcing the study in
both in-person and e-campus classes. Interested students com-
pleted a questionnaire about their demographics (age, gender,
and academic level), familiarity with genAI, and experience
with genAI in SE. We received responses from 33 students,
of which 28 satisfied the selection criteria.

B. Data Collection and Analysis

Interviews were conducted remotely through Zoom, adher-
ing to the university’s IRB protocol. Before their participation,
participants agreed to an IRB-approved informed consent. The
sessions were audio-recorded and lasted around an hour each.
The first author transcribed the interviews.

Participants: We initially invited 28 students who met
our selection criteria, inquiring about their availability for
participation. Out of these, 19 confirmed their availability.
However, three students withdrew, leading to a final count of
16 participants: 10 self-identified as men, five as women, and
one as non-binary or gender diverse. In subsequent sections,
participants are denoted as P1-P16. Their demographics are
summarized in Table I. As a token of appreciation, students
received a $20 Amazon gift card.

TABLE I
PARTICIPANT DEMOGRAPHICS (N=16)

Attribute N Percentage

Gender

Men 10 62.5%
Women 5 31.3%
Non-Binary or Gender Diverse 1 6.3%

Academic Level

Junior 4 25.0%
Senior 12 75.0%

GenAI Used

ChatGPT 16 100.0%
Gemini/Bard 5 31.2%
Copilot 4 25.0%

Qualitative analysis: We analyzed the data using reflexive
thematic analysis [63, 64] to discern patterns and meanings
within it. We used Atlas.ti [65] to facilitate this process,
which involved an iterative method of adjusting codes, e.g.,
merging and splitting them, as our understanding of the data
deepened and themes began to emerge. To ensure reliability
in our analysis, we held multiple team meetings over seven
weeks. During these sessions, the authors critically compared
and contrasted the codes and discussed the differences, as
advocated for in thematic analysis [62, 66]. Our themes are
an output of the analysis process rather than an input, as
occurs in other forms of qualitative analysis. In more detail,
we proceeded as follows:

Two authors inductively open-coded the data, identifying
preliminary codes. Subsequent team meetings were dedicated
to refining these codes as a shared understanding of the data
developed. As the analysis progressed, the authors built post-
formed codes and associated them with respective parts of
the interview transcripts, following a negotiated agreement.
Iterative adjustments to the code set and the interview script
were made as necessary. Next, we compared and contrasted the
codes, merging (or splitting) them as required. A key aspect
of this step was determining the granularity of the codes,
which was achieved by analyzing co-occurrences: codes that
frequently appeared together were merged; otherwise, they
remained separate. During this process, codes with logical
connections were grouped into higher-level categories.



We reached saturation after conducting 10 interviews, be-
yond which subsequent data did not yield new insights [67].
Nonetheless, we proceeded with six additional interviews to
ensure that no other insights emerged, as well as to focus on
achieving a balanced representation of participant demograph-
ics and incorporating diverse perspectives.

We validated our findings through member checking with
interviewees and then triangulated the findings with (1) social
science theories and (2) interviews with instructors from the
courses where we recruited participants.

1) Member checking with students: Following data analy-
sis, we emailed a questionnaire to our participants, presenting
each of our findings with a Likert scale for agreement and
an open-ended text option for feedback (or corrections). All
interviewees except P10 and P14 responded. Participant feed-
back confirmed our findings, with some providing additional
clarifications, but no new insights or disagreements emerged.

2) Instructor interviews: We interviewed SE instructors,
presenting to them where students reported the benefits and
challenges of using genAI along with the consequences of
these challenges. The instructors confirmed all findings, with
one exception, as noted in the results (see supplemental for
detailed examples). The interview script is available in the
supplemental material [56].

IV. GENERATIVE AI USAGE AMONG SE STUDENTS (RQ1)
In this section, we map the current usage of genAI amongst

SE students, identifying WHEN and HOW students use genAI
to complement their SE learning and implementations, along
with WHERE they perceive benefits and challenges.
A. When do SE students use genAI?

We explicitly inquired about students’ use of genAI for
learning and implementation phases. When analyzing their
answers, we identified that each phase can be divided into
two, as presented below.

Learning (Initial - L1) corresponded to situations where
participants used genAI to learn SE concepts from scratch,
without any prior knowledge. Participants mentioned using
genAI tools to get definitions and a basic understanding of SE
concepts. For example, P9 “asked genAI to tell what fuzzing
is and what its purpose was.”

Learning (Incremental - L2) is characterized by situations
when participants, after having some background knowledge,
used genAI to “refine understanding and tie up loose ends”
(P5). P2 mentioned that genAI was useful for “clarifying
sprint and agile concepts that were confusing in the lecture”
(P2).

Implementation (Initial - I1) involved participants’ en-
gagement with genAI during the initial stages of software
implementations. They reported instances of using genAI to
“whip up boilerplates” (P15), set up frameworks, and assess
code rundowns. P10 elaborated, “I used ChatGPT for setting
up a quick react framework and got rundowns of structure and
content of the code”.

Implementation (Advanced - I2) corresponded to scenar-
ios when participants used genAI to complement contributions

to existing code bases or their own term/capstone projects. P1
used genAI for: “optimizing the solutions that I have built. I
ask it for the recommended best practices or industry standard
approach for the type of problem I am dealing with”.

Table II presents exemplary concepts and course contents
corresponding to each of these phases, as provided by the
course instructors. This can help readers relate our subsequent
findings from an SE curriculum perspective. For clarity and
ease of reference throughout this paper, we will use the
abbreviations L1, L2, I1, and I2 to refer to these phases.

TABLE II
SE COURSE CONTENTS CORRESPONDING TO DIFFERENT PHASES OF SE

LEARNING AND IMPLEMENTATIONS

Introductory/Intermediate Senior/Capstone

L1 Version control systems, APIs and
microservices, UI design principles,
User stories, Scrum practices (e.g.
sprints, backlogs), Code review

Project requirement analysis, Archi-
tectural patterns (MVC, MVVM),
System design and scaling, SE best
practices (code, documentation, re-
view)

L2 Advanced Git features (e.g. merg-
ing, rebasing, resolving conflicts),
RESTful services, HTTP methods,
Code smells, Software design, Soft-
ware process models (principles,
roles)

Designing API gateways, Linters,
Application performance monitor-
ing, Software security, OAuth, Code
performance optimization, System
integration testing

I1 Setting up frameworks and environ-
ments, Dependency management,
UI development (HTML, CSS, JS),
Third party API integration, Unit
tests

Software prototyping (design
choices, core functionalities),
Environment configuration for
multiple service support, Setting
automated test frameworks

I2 Building microservices, Testing
frameworks, Integration and
end2end tests, Inter-process
communication, Term project,
Code reviews, PRs and issues

Software deployment (GH pages,
AWS), Maintenance routines,
CI/CD, Manage code conflicts
across git branches, Term project

B. How do they use it?

During the learning phase, participants described four ways
in which they used genAI to support their learning.

1) Role-based prompting involves instructing genAI sys-
tems to assume a specific role (e.g., a teaching assistant) or
to explain concepts to a particular type of audience (e.g., a
child). Participants mentioned that they prompted genAI tools
to simplify complex concepts by requesting explanations in
layman’s terms or asking it to “explain things to a child”
(P8). Further, participants gave tutoring roles to genAI to get
deeper explanations on topics. For example, P2 shared, “I used
to often ask ChatGPT and Gemini to pretend to be my TA for
the class, pretending I’m a complete novice” (P2).

2) Using AI as an advanced search engine allowed
participants to filter and “narrow down the search space”
(P12), pinpointing information for the topic of interest. For
example, P9 mentioned, “I used to ask ChatGPT to get a basic
idea of what all I needed to learn. If it gave me 3 things, I
would then look up and read about those things”.

3) Combining AI responses with other sources allowed
for a more complete understanding. Participants considered
genAI to be “not really good at giving the complete answer”
(P16). They mentioned combining AI responses with other
sources such as Youtube (P16), Stack Overflow (P9), for a
better understanding of SE concepts, instead of solely relying
on genAI-provided explanations.
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Initial Implementation (I1)

Comprehending code snippets ? Finding useful resources ?
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Obtaining initial guidance ? Personalized support

Clarifying concepts and code

Fig. 1. Perceived benefits and challenges of genAI usage among students: Benefits were in incremental learning (L2) & initial implementations
(I1), with challenges in initial learning (L1) & advanced implementations (I2). Stars indicate perceptions unique to the quadrant.

4) Using course materials to query AI enabled participants
to ask focused questions to refine or expand on their knowl-
edge. For instance, P4 described, “I get familiarized with the
jargon using class resources, and then come back to GPT and
ask specific questions. I then use that knowledge to learn the
concept and then apply it for my problem”.

Participants reported using genAI tools for supporting im-
plementations in three distinct ways.

1) Using AI to improve own or obtained code: Participants
used genAI tools to refine their code (or the ones retrieved
from other sources), for better performance and compliance
with best practices. P1 explained, “When dealing with a
problem, I use generative AI to optimize the solutions I have
built. I ask it for the recommended best practices or industry-
standard approach for this type of problem”.

2) Using AI for code snippets and organizing it on their
own: Participants highlighted their use of genAI to acquire
code components or “pieces of the puzzle”, as P10 puts it,
which they then organize into cohesive solutions for their
projects. P3 shared, “I lean towards using genAI for individual
parts that I planned dealing with in my project, that’s where
I think its value comes from...I can take those pieces and
organize it to fit them into my project”.

3) Combining AI-generated code with traditional sources:
Participants blended genAI-generated code with insights from
traditional sources, like online documentation (P3), Google
searches (P7), and forums such as Stack Overflow (P15), to
craft effective solutions. This approach mirrors the combina-
tion of AI responses with other sources for learning concepts.
P15 described this approach: “for me, the development cycle is
to start with ChatGPT, refine it with documentation or specific
Stack Overflow examples to fill the portions it missed”.
C. Perceived benefits and challenges

Figure 1 presents an overview of the benefits and challenges
perceived by SE students in using genAI tools, highlighting the

specific phases in which these perceptions arise. Participants
perceived the benefits of using genAI only for incremental
learning (L2) and initial implementation tasks (I1). Conversely,
they encountered challenges when using genAI for initial
learning (L1) and advanced implementations (I2).

BENEFITS: Interviewees valued genAI tools both in in-
cremental learning (L2) and initial implementations (I1) for
its ability to provide personalized support and clarify con-
cepts and code. One participant mentioned that “if I need a
clearer explanation of a topic from class or if I am stuck
with something in my code, I definitely turn to generative
AI for a personalized explanation” (P12). Moreover, genAI
was valued for providing surface level understanding and
structured outlines or roadmaps which aided in identifying
key topics or areas of focus. P3 shared, “I find myself leaning
more and more on genAI tools to get structured outlines and
to know what information I need to gather”.

In the incremental learning phase (L2), genAI proved ben-
eficial for revising concepts: “ChatGPT can help in brushing
up or polishing concepts if you have a basic understanding
of it” (P14) and obtaining descriptive examples: “you can
ask generative AI to give you an example or demonstrate
what you’re asking about in practice, which is helpful” (P3).
Participants also perceived these tools to be useful for getting
practice problems to enhance their understanding of a topic. P1
highlighted, “I would also ask for incrementally challenging
practice problems with a topic. It helped me have a practical
understanding”. Moreover, these tools were useful for learn-
ing syntax, when participants had a programming background:
“GenAI was useful when I needed to learn a particular JS
syntax. I could understand what it said because I already knew
how to program in JS” (P13).

Interviewees also valued genAI tools during the initial im-
plementations (I1) phase, particularly for comprehending code
snippets, brainstorming ideas, and finding useful resources. P4



stated that “given a problem or an assignment, the hardest
part is to get started. AI is really helpful in that, it is useful
in brainstorming, and it points you to sources that can lead
you to the goal”. Participants noted that they turned to genAI
for initial guidance, seeking instructions to follow and a code
structure to work with. P9 shared, “I was clueless at the start
of a game development project. I asked ChatGPT how to go
through developing that and it gave me instructions on steps
I needed to follow tailored to my project”.

Instructors largely confirmed these benefits, with the ex-
ception of the value of “personalized support”, where they
emphasized that “AI doesn’t always get the context right
or understand learning goals, making personalized [support]
double-edged, it is risky when students build too much on
flawed help” (Capstone Instructor).

CHALLENGES: Interviewees highlighted various challenges
in using genAI tools as complete beginners learning SE
concepts (L1) and in tackling complex implementations (I2).
These challenges can be organized into five main cate-
gories. First, participants reported challenges in understanding
genAI’s limitations and identifying its appropriate and eth-
ical applications (C1). They found it difficult to effectively
communicate their needs or context to the AI (C2) and to
align it with their process or preferences (C3). They also faced
obstacles in obtaining clear rationales for the genAI responses
(C4) and applying them appropriately (C5).

These categories were identified in both the L1 (initial learn-
ing) and I2 (advanced implementation) phases, with specific
challenges occurring in either phase or spanning both. For
clarity, we outline these distinctions in Figure 1 and proceed
to explain the categories in the text:

C1) Unclear understanding of genAI and its use: Par-
ticipants reported difficulties understanding genAI’s limita-
tions and gauging its appropriate applications in software
engineering. For example, they struggled to determine the
ethical use of genAI in SE: “I don’t know whether it is
ethical to use generative AI for actual implementations” (P10),
indicating moral ambiguity surrounding the tool’s use. Setting
realistic expectations is another hurdle reported by our sample.
Participants’ high expectations often clashed with genAI’s
actual capabilities, leading to dissatisfaction. P14’s experience
with genAI illustrates this gap: “I know for a fact that it
wasn’t exactly as helpful as I thought it would be...because it
did not quite match my expectation”. Lastly, gauging genAI’s
limitations proved difficult for participants, particularly at the
onset of use. P14 commented on their initial skepticism,
“Initially, when I first started using it, I would trust it less
because I wasn’t quite exposed yet to how they work and how
effective they actually were”.

C2) Difficulty in effectively communicating needs or con-
text: Participants highlighted several challenges in effectively
conveying their needs and contexts to genAI. Framing the right
questions or prompts emerged as an obstacle for those seeking
useful responses. P6 highlighted, “My biggest challenge is
asking it the right questions, to get a useful response out of
it”. Participants reported that communicating context to genAI

was challenging. P3 described the struggle: “The biggest
challenge was providing enough context to [ChatGPT] and
communicate my needs about what I’m trying to do”. Fur-
thermore, interviewees emphasized that achieving appropriate
responses required engaging in iterative dialogues with genAI
involving multiple back-and-forth exchanges. P7 explained,
“Sometimes, I just go back and forth with the context till it
fixes its answers”. Effective use of genAI also requires domain
knowledge, complicating its utility for those without it: “The
difficulty is when there is a knowledge gap and you are using
it for things without having solid fundamentals about it. If you
don’t understand the concept, you can’t use AI for it” (P4).

C3) Difficulty in aligning AI to process or preferences:
Interviewees reported difficulties in aligning genAI to their
preferences. P16 articulated this issue, stating that genAI
“does not take into account my preferences or style or what
I want to fix in the codebase”. Moreover, code-generating AI
tools, such as Copilot, can interrupt thought processes when
it “gives huge blocks of things that you don’t want, it breaks
the flow and thought process” (P7). Further, participants men-
tioned facing significant challenges in learning when genAI
does not align with their learning style. P12 reported that
“generative AI was not aligned to my style of learning...the
way it talks to me is not the way I want to learn”.

C4) Issues in obtaining proper rationales behind genAI
responses: Interviewees noted their struggle to secure ratio-
nales for AI-suggested procedures and solutions. P1 stated,
“If I want to know why a procedure operates the way it does,
ChatGPT doesn’t give me a full answer...when I am seeking
a deeper understanding of what’s going on”. Participants
shared that it was hard to discern errors with genAI and “to
understand what was going wrong and why” (P12).

C5) Difficulty in appropriately using genAI responses:
Participants highlighted their struggles for appropriately us-
ing genAI responses in their work. Misleading or confusing
responses troubled them, as described by P5: “It outputted
sensible looking code but it didn’t match my instructions,
leading to confusion”. They found it hard to adapt genAI
solutions to their context or “make it generate content that fits
all the needs” (P3). Lastly, participants reported challenges in
verifying genAI responses alongside modifying or generalizing
them for wider use. P3 mentioned, “the responses were very
hard to generalize or modify to include all cases”.

Instructors validated these challenges without revealing any
new ones. They also noted that students still remain hesitant
to discuss challenges due to unclear academic AI policies.

V. ANTECEDENTS & IMPACTS OF CHALLENGES (RQ2)
In this section, we answer RQ2, detailing the causes and

consequences of the challenges encountered by SE students
using genAI tools. Figure 2 illustrates the associations between
genAI intrinsic issues (causes), challenges, and subsequent
impacts (consequences), which we detail next:
A. Causes

Interviewees identified several intrinsic issues with genAI
that contributed to their challenges, which we classified into



faults and gaps. Faults refer to flaws within genAI systems,
while gaps highlight areas where genAI is currently lacking.

FAULTS: Participants highlighted 13 different AI faults,
which fall under four different categories:

1) Reasoning flaws in genAI manifest notably through logic
loops and self-contradiction. Logic loops occur when genAI is
stuck in repetitive cycles of responses, failing to advance to-
ward a solution that is appropriate. Self-contradiction involves
genAI contradicting its statements or presenting “conflicting
information” (P4) with its earlier conditions or premises. P7
illustrated a typical scenario: “sometimes AI will give you
the wrong piece of code, and then you’ll try it. It doesn’t
work...oh, I see the mistake and then will give you the same
piece of code back...I just go back and forth with it and that
doesn’t lead me anywhere”. These reasoning flaws created
significant hurdles for participants in communicating their
needs effectively to genAI (C2). These issues also led to
difficulties in aligning genAI to match personal preferences
(C3): “It ignores constraints and gives the same answer again
and again” (P16), obtaining clear rationale behind responses
(C4) and appropriately using genAI outputs (C5): “GPT kept
going back and back...then I was confused about how to use
what it said and couldn’t understand why that worked” (P12).

2) Response quality issues encompass several problems
with genAI outputs, including incomplete assistance, inconsis-
tent responses, incompatibility, suboptimal responses, limited
help on specifics, and non-generalizability of solutions.

GenAI’s incomplete assistance resulted in challenges related
to setting appropriate expectations (C1). For instance, P14
mentioned, “ChatGPT was not as helpful as I expected it to
be...I needed a precise explanation for each step and it wasn’t
providing me with that, as it would skip through certain steps”.
Moreover, genAI’s limited help on specifics made it difficult
for participants to obtain proper rationales (C4). P1 shared,
“if I wanted to know why a procedure operates the way it
does, rather than what I would envision in my head to be a
better way, generative AI didn’t give me a full answer which
was annoying as I wanted a deeper understanding of what
was going on”. Additionally, other issues like incompatibility
and non-generalizability posed extra challenges in aligning AI
outputs with personal processes (C3) and appropriately using
AI responses (C5), as P3 pointed out, “It was hard to build
general purpose software with GPT...it provided code that was
not really reusable”.

3) Deceptive behavior in genAI is characterized by its
hallucination and confirmation bias tendencies. These issues
differ from mere response quality problems—such as incom-
plete or incorrect information—due to genAI’s active efforts to
persuade or convince the user. GenAI often generates plausible
yet entirely fabricated information, leading to situations where
“it gives baseless answers with convincing explanations...I
never end up learning from it because there’s a debate between
what the AI said and the original source, and I don’t know why
something is correct” (P3). Further, genAI often affirms user
beliefs regardless of their validity. P4 mentioned, “AI won’t
take any accountability and would just apologize and agree to

whatever I am saying”, highlighting difficulties in discerning
reliable assistance from misleading confirmations (C5).

4) GenAI neglects students’ context and preferences,
which manifests in various forms. It often neglects prefer-
ences, misinterprets students’ problem, and enforces misguided
guardrails, which, ultimately, leads to responses that ignore
unique contexts. This was what P5 reported: “It doesn’t want
to give me output because it thinks it is a terms of use issue
without evaluating my context”. This kind of faults lead to
challenges in communicating needs (C2), and aligning AI to
preferences (C3), as P16 illustrated, “when you ask ChatGPT
or any other genAI to not do something a particular way,
it does it anyways”. Further, participants reported that these
issues led to challenges in appropriately using AI responses
(C5) in their work. P9 shared: “after I explained repeatedly
that I needed to optimize my script without changing external
dependencies, the solutions suggested by Gemini and Chat-
GPT still involved alternate libraries”.

GAPS: Interviewees highlighted six different gaps (areas
where genAI lacks offerings) categorized as follows:

1) Scaffolding gaps refer to the current shortcomings of
genAI tools (as of 2024) in supporting learning. Participants
reported that these tools fell short in providing an in-depth
understanding of concepts leading to challenges in obtaining
proper rationales (C4): “It was in [SE2] class...GPT or Bard
didn’t provide a specific reason that I felt was good enough
or believable on why [a test case] should be designed that
way” (P2). Some participants noted that these tools lack
visualization support for explaining concepts (in free versions
(e.g., ChatGPT) as of 2024) and considered these to be “not
very helpful for visual learners” (P16). Moreover, participants
highlighted that genAI’s tendency of giving out direct answers
often conflicted with their learning preferences (C3), “Chat-
GPT does take away from my learning, just because it gives
me that immediate answer without me having to find it. I wait
before I ask a super big question just so I can think about it
before I see a direct answer” (P12).

2) Gaps in programming support: Participants pointed out
gaps in genAI’s ability to assist with programming tasks, no-
tably its inadequate debugging support, gaps in orchestrating
code, and its unsuitability for complex programming, often
attributed to genAI’s limited working memory or outdated
training information [68]. Participants noted that genAI fre-
quently faltered in “debugging functions or programs in gen-
eral” (P10) and struggled to “orchestrate code from different
functions, files, or services together” (P7), complicating the
effective use of its responses (C5). For complex programming
tasks, genAI’s support falls short, as described by P4: “work-
ing with ChatGPT or using GPT generated code for bigger
projects or large apps is hard, it can break the codebase”.

B. Consequences

Interviewees highlighted several consequences as a result of
facing challenges in using genAI within the SE context:

1) Impact on learning: Challenges in effectively communi-
cating needs or context (C2) resulted in participants learning
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Fig. 2. Associations between genAI’s intrinsic issues (faults and gaps), challenges (C1-C5), and the resulting impacts. Issues in genAI
contributed to various challenges encountered by participants, which subsequently had impacts on learning, task, self, and genAI adoption.

wrong information. P1 reflected on this, stating, “Sometimes,
genAI gives wrong information due to mistakes in how I’ve
inquired as I didn’t know enough about the problem to ask the
question properly. I had to unlearn what AI said and relearn it
using YouTube”. Still, participants reported that difficulties in
aligning genAI with learning preferences (C3) and obtaining
proper rationales (C4) led to an incomplete understanding of
concepts, hindering in-depth comprehension: “I am not able
to use AI to wrestle with the ideas in the way I like to learn
and understand the reasoning behind things. Using genAI is
just like being told what to do, I don’t like that” (P1). The
participants also reported that lack of clear explanations from
genAI impedes grasping the underlying principles of concepts,
as on P6 words: “It didn’t really seem to help me understand
the critical components of why something might work and a lot
of things went over my head”. Moreover, participants indicated
difficulties in verifying AI responses (C5), particularly as
beginners (L1), leading to uncertainty about the correctness
of the learned material. P8’s experience underlined this: “I
ended up learning the wrong things often in the past...so when
it gives me responses that are not there on other platforms, I
am skeptical about whether I learned the right thing.”

These impacts on learning can be viewed through the lens
of Cognitive Load Theory (CLT) [69]. Essentially, difficulties
in communicating needs (C2), aligning AI with preferences
(C3), issues in obtaining clear rationales (C4), and verifying
AI responses (C5) all add to extraneous cognitive load, where
students must expend additional effort to use genAI and
interpret its responses, detracting from their learning process.
Moreover, challenges in obtaining proper rationales (C4) make
it harder to grasp underlying principles (or reasoning), thus
hindering in-depth comprehension.

2) Impact on task: Challenges in obtaining proper ratio-
nales (C4) and effectively using AI responses (C5) forced
participants to figure things out on their own, leading to time-
consuming setbacks: “GPT struggled to give an answer that
worked or explain why it didn’t work, it kept going back

and back ... I ended up doing it again from scratch using
a different resource” (P12). Difficulty in aligning genAI to
processes or preferences (C3) not only slowed them down but
also led to abandonment of tasks in certain situations (I2).
P16 shared, “ChatGPT didn’t really give me a good answer.
It went on for a long period of time, suggesting things that
were similar but not useful to my project. I gave up and
had to downsize that project”, illustrating how genAI derailed
their project goals and affected their timeline. Effectively
communicating needs (C2) affected participants who spent
substantial time refining prompts for actionable advice. P8
said that they “spent at least 30 minutes fixing prompts and
going back and forth to make it work”. Lastly, an unclear
understanding of genAI’s limitations (C1) often led students,
particularly the beginners (L1), to give up on their task, when
they found obstacles, due to lack of clear expectations about
genAI’s applicability. P12 clearly walked us through that: “For
someone new, AI won’t work, it would cause roadblocks and
they would give up lacking an assumption of what it can be
used for and what not.” Extraneous load from ineffective AI
responses (e.g., P12’s need to redo tasks from scratch due to
unsatisfactory explanations) and continuous prompt refinement
(e.g., P8’s time spent refining prompts) distract students from
focusing on the task at hand. Further, task abandonment by
P12 and P16 may be attributed to the combined intrinsic load
(inherent difficulty of the task) and extraneous load (setting
proper expectations about genAI’s applicability and managing
its responses), both of which impeded task completion.

3) Impact on self : Participants shared how they were
personally impacted by using genAI, highlighting instances
of over-reliance, self-doubt, and frustration. Over-reliance is
common among beginners (L1) [12] due to a lack of under-
standing of genAI’s limitations or its use (C1), leading to over-
dependence and initial blind trust in genAI. This was pointed
out by P7, who mentioned that “Initially, I would just prompt
it and trust whatever came back...I still find it confusing to
realize whether GPT can actually provide a solution or just is



claiming to do so”. P15 added: “I think that new people should
kind of stay away from AI as it is tempting to trust it blindly.
If this black box is infallible to you, what happens when it’s
wrong?”. Challenges in effectively communicating needs (C2)
and using AI appropriately (C5) contributed to self-doubt and
frustration, as expressed by P15, “It wasn’t helpful because
it made false assumptions about the codebase...the provided
code was profoundly unhelpful, I couldn’t modify it. It was
very frustrating and just hopeless”. These experiences align
with the concepts highlighted in the Social Cognitive Theory
(SCT) [70], where repeated failures erode users’ confidence
and self-efficacy. When students repeatedly experience errors
or incorrect outputs from genAI, it contributes to a cycle
of frustration and self-doubt. Finally, P4’s comparison with
peers underlines the impact on their self-esteem: “my friends
can use it well, but I can’t...I am worried I would be left
behind when it replaces Google search and I don’t know
how to talk to it.” This aligns with Self-Determination Theory
(SDT) [71], which emphasizes the need for competence and
relatedness. When users feel less competent than their peers,
their intrinsic motivation and self-esteem suffer, leading to
reduced engagement and satisfaction.

4) Impact on genAI adoption: Participants’ willingness
to adopt genAI was mainly influenced by challenges in ap-
propriately using its responses (C5). Yet, specific challenges
impacting their willingness varied depending on the context of
use. For learners (L1), difficulties in effectively communicat-
ing needs (C2) and obtaining proper rationales (C4) led to a
sense of distrust. P2 noted, “I don’t trust generative AI for any
critical work, it doesn’t provide proper justifications; it’s more
like a predictive text answer that is hard to verify”. P7 added:
“It apologizes when you confront it, but gives you the same
answer again and again. It’s better to trust yourself and not
the tool”. These experiences revealed a broader skepticism
towards genAI, deterring its adoption among SE students.
Further, participants’ concerns over ethical considerations (C1)
steered them away from using genAI in advanced implementa-
tions (I2). P10 articulated this concern: “I don’t use it for any
implementations because I don’t consider it to be something I
have written...and I think until the boundaries become clearer
on whether it’s right to use it or not, I am not comfortable
using it for work that I have to claim as my own”.

The impact of these challenges on genAI adoption can
be understood through the Technology Acceptance Model
(TAM) [72], primarily through two constructs: perceived ease
of use (PEOU) and perceived usefulness (PU). Both PEOU
and PU influence users’ intentions to use software tools.
In this context, challenges in using genAI responses (C5)
diminish PEOU, particularly for learners (L1), who struggle
with communicating needs (C2) and receiving proper ratio-
nales (C4). Moreover, ethical considerations (C1) negatively
influence both PU and PEOU, steering students away from
adopting genAI for advanced implementations (I2).

As with RQ1, we validated these findings with instructors,
who confirmed the patterns without proposing any changes.
The codebook is available in the supplemental material [56].

VI. DISCUSSION

We identified different ways SE students make use of genAI,
alongside where they perceive benefits and hurdles when using
it to complement SE education. It is important to carefully
consider how to incorporate genAI into the curriculum and its
impact on students; as an instructor reflected:

“Maybe I thought of my students to be confident in figuring
out the AI tools, I didn’t predict they would internalize these
struggles and get frustrated...It’s more serious than I predicted
and can be a very stressful experience for them.”

Backed by our results, we present a set of recommendations
for integrating genAI in the SE education context.
Considerations before adopting genAI in SE education.
Educators aiming to incorporate genAI into their SE curricula
should be aware of the issues that students might encounter
when using these tools for initial learning (L1) and advanced
implementations (I2), as depicted in Figure 1 and detailed in
Section IV-C. A significant obstacle in adopting this rapidly
developing technology is understanding and creating aware-
ness of its limitations and applicability (C1). This can be
particularly problematic for novice learners, who might rely
too heavily on genAI, viewing its outputs as final or unques-
tionable truths [12]. Educators must, thus, educate themselves
and the students about the workings and faults of genAI,
specifically that these tools are language models and not
knowledge models (i.e., they generate a sequence of symbols
and not necessarily factual information). Several universities
have put forth resources to help instructors understand how
to manage/identify genAI usage in the classroom [73, 74],
but these largely explain how to interact with the tool (C2)
and not how to incorporate its responses (C5). Educators must
emphasize the need to verify genAI’s outputs. This will help
especially those starting in the course by (1) setting clear
expectations regarding genAI’s assistance, and (2) scoping
their trust in AI [75, 76], instead of treating it like an expert.

Further, instead of penalizing students for using genAI,
which would only lead to more creative ways of academic
misconduct [9], what is needed is to educate them on ethical
and appropriate genAI usage and encourage them to acknowl-
edge the extent of AI’s role in their work. Students should also
recognize that they are ultimately responsible for the code they
generate—with (or without) genAI help. Thus, if security flaws
or faults exist in the code, they need to take ownership. This
ethos is particularly important to instill in senior SE students
as they work with external clients (capstone projects), open
source projects, or internships.
Equip students with the right skills. Educators must focus
on equipping SE students to be savvy-AI users, given the
software industry’s growing interest in integrating genAI into
its practices [77]. While AI will not (potentially) supplant
software engineers, individuals proficient in these technologies
will have more job opportunities and career advancement. This
leads to two guiding questions:

How to teach SE students to be savvy-AI users? Prior
research has frequently discussed the significance of prompt



engineering [78] in leveraging genAI. Although it helps (in-
stances being role-based prompting), it alone can’t completely
solve the problem. One of our participants (P3) highlighted
struggles with prompt engineering: “even after spending time
learning prompt engineering I couldn’t make it listen to me”.
To become savvy-AI users, students need to be taught the nu-
ances of interacting with genAI: how to create different types
of queries, how to effectively articulate the problem context to
the AI, and that an effective prompt might require fundamental
knowledge of SE concepts. Additionally, students need to be
taught how to perform critical thinking to evaluate genAI
outputs. They should be taught how to iteratively interact with
the tool asking it further details or specific questions, and how
to triangulate the AI responses with verifiable sources.

How to adapt SE courses to genAI? In hindsight, we now
know the concerns in the 1940’s about calculators undermining
math education were not a reality. Instead, calculators became
a useful tool in solving higher-order math problems. Today,
genAI tools raise similar yet serious concerns, involving
education and practices that require problem-solving [20]. This
is problematic in SE education, which involves understanding
the problem space, trade-offs, and contextual decision-making.
So, what can we do about this? First, just like students in
primary school still need to learn to do basic math without cal-
culators, complete novices need to be encouraged to learn SE
topics without the aid of genAI tools. Second, educators must
scaffold the introduction of genAI usage in their curricula,
redesigning their assignments that place higher emphasis on
reflection and problem-solving skills. For example, in addition
to submitting code, students can be asked to reflect on their
design decisions/program rationale/alternate choices that are
connected back to the lectures. Asking for explanations for
why the AI tool gave a particular solution and why that
solution is a right choice (or not)—an area where genAI is
“stubbornly opaque” [75]—will shift the focus from “obtain-
ing just a solution” to critical thinking about the solution. Such
reflections on alternate solutions are skills that SE students
need to learn to be ready for an AI-infused workplace.

VII. THREATS TO VALIDITY

One important threat in interview studies is obtaining accu-
rate constructs through questions and avoid asking ambiguous
ones. To minimize this threat, we thoroughly evaluated our
script internally and assessed its validity through sandboxing
and pilot sessions until a team consensus was reached.

Another threat could arise from the absence of concrete
tasks conducted by the students during the study, limiting
our results to our participants’ recollections. We reduced
this by focusing discussions on concrete artifacts to elicit
participant experiences. Despite these measures, we recognize
the potential for measurement inaccuracies.

It is difficult to replicate qualitative research since human
behaviors, feelings, and perceptions change over time. Thus,
in the reliability thread, Merriam and Tisdell [79] suggest
checking the consistency of the inferences. To increase con-
sistency, the analysis was conducted by two authors, followed

by meetings with the team to refine and discuss the themes and
categories until we reached a consensus. We also performed
member checking and triangulated with instructors to validate
the authenticity of our data interpretations and findings.

Our study, like others, was susceptible to self-selection bias,
where individuals interested in genAI might be more inclined
to participate. Desirability bias might also have impacted
our study, where participants might favor genAI due to its
current popularity. To mitigate this, we framed our questions in
neutral, unbiased language, encouraging participants to draw
from actual experiences by providing concrete examples. Still,
we analyzed the data cautiously acknowledging the potential
influence of desirability bias while interpreting our results.
Finally, despite our explicit efforts to assure participants about
the confidentiality of the study, it is plausible that concerns
over possible repercussions regarding genAI’s academic use
might have deterred them from fully disclosing their thoughts.

Our study included participants from various courses and
settings (in-person and online classes), still it is limited to a
single university. Additionally, all participants interacted with
the genAI tools in English and faced no language barriers.
Our findings, thus, may not generalize to other contexts or
domains. Lastly, we report qualitative findings aggregated in
emergent categories. While quantitative insights provide useful
information, prior work has cautioned against using quanti-
tative research methods on qualitative data [80]. Therefore,
we eschewed from discussing frequency or percentage of
occurrences of categories.

VIII. CONCLUSION

Our study explored the current state of genAI usage among
SE students to understand how they complement their SE
learning and implementation tasks. Through 16 reflective
interviews, we uncovered the contexts where these tools are
helpful and where they pose challenges, examining why these
challenges arise and how they impact students. Participants
reported that they perceived benefits when using genAI for
incremental learning (L2) or initial implementation tasks (I1).
Conversely, challenges arose in using these tools as beginners
(L1) or in advanced implementations (I2). Several challenges
occurred due to intrinsic issues in genAI itself, leading to im-
pacts on learning, tasks, self-perception, and genAI adoption.

A key call to action is on how to instill critical thinking,
problem-solving abilities, and AI literacy among SE students
both within traditional academic pathways and those aspiring
to enter the field of SE. Without clear guidelines on how
to effectively use genAI, we may have a scenario akin to
“learning to play the piano—once you hit the wrong key, it
becomes hard to stop, as what you’ve learned in that moment
is what you learn best.” (SE-Intermediate Instructor)
Data Availability: The research artifacts for this study are
publicly available on the companion website [56].
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