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ABSTRACT

In software engineering, effective communication is key to en-
suring software quality. On GitHub projects, one of the primary
channels for such communication is pull request discussions. These
discussions often contain high-level design decisions. Understand-
ing communication dynamics within development teams is crucial
in software engineering, and sentiments and emotions play a sig-
nificant role in this context. While there are datasets available for
sentiment analysis in this field, those focusing on specific emotions
are rare, and some contexts, such as pull request discussions, re-
main underrepresented. To address these gaps, we propose a novel
methodology for capturing sentiments and emotions in context-
specific data, resulting in the creation of PRemo. PRemo includes
~1.8K manually labeled pull-request messages from 36 active open-
source industry-relevant projects. It provides data on individual
emotions (and their intensity), the surrounding context, and evalu-
ator confidence. Built using a robust triple validation and two-pass
labeling process, the dataset leverages an established psycholog-
ical emotion model. Already applied in prior research, PRemo is
a valuable resource for advancing emotion analysis in software
engineering.
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1 INTRODUCTION

Effective communication in software engineering (SE) is key to cre-
ating high-quality software systems [7, 8, 15, 35, 37, 41, 44]. As such,
one key area of interest among researchers has been understanding
the human aspects of this communication process. The analysis of
these aspects can be used in various SE contexts, from interpreting
feedback on code reviews [25, 29, 36, 39, 40] to assessing the mood
of the discussions in a development team [19, 20].

One key facet of this research is aimed at analyzing and un-
derstanding the emotions and sentiments involved in this com-
munication process. While sentiment analysis typically focuses
on determining the general polarity of a message (i.e., whether it
is positive, negative, or neutral), emotion analysis aims to detect
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specific affective states, such as joy, anger, or sadness. By applying
these types of analyses, stakeholders can pinpoint areas of concern,
while finding ways to enhance teamwork and ensuring that projects
evolve smoothly [7, 16, 38].

In essence, leveraging sentiment and emotion analysis in SE
opens the door to more nuanced interactions and a deeper under-
standing of project dynamics, which previous research has pointed
out as a key factor affecting software quality [19]. For example,
one study showed that negative sentiment in GitHub commit mes-
sages is significantly associated with the introduction of software
bugs [21], while another found that both positive and certain nega-
tive emotions in developer chats were linked to higher productivity
in terms of commits and lines of code [26]. Additionally, developers’
emotions during code reviews have been tied to productivity fluctu-
ations, with affective states influencing their task performance [6].

While a variety of datasets for sentiment analysis within SE
have emerged [5, 9, 22, 23, 31, 33], datasets containing data about
individual emotions are considerably rarer [17, 28]. Nevertheless,
two other limitations can hinder their usage. First, these datasets
are often constructed using different methodologies, which leads
to varying levels of quality and inconsistency in the type of data
collected. Second, datasets that focus on code review processes tend
to emphasize comments anchored to specific lines of code, such
as inline review comments. These comments, while essential for
improving code quality, are typically highly technical and narrow
in scope—focusing on specific issues (e.g, syntax errors, naming
conventions, or bugs), which limits their suitability for emotion or
sentiment analysis.

While on older platforms these comments were the main part
of the code review, on GitHub, these code-level review comments
coexist within broader discussions that occur on pull requests (PRs).
These PR discussions are not limited to isolated code annotations
but also include general conversations about the rationale behind
changes, design decisions, or project direction. Although they can
also contain technical exchanges, these high-level discussions tend
to be more diverse in content and tone, often reflecting disagree-
ment, appreciation, frustration, or support. We refer to this broader
conversational space as PR discussions. Given their centrality in
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collaborative software development and their more expressive and
discursive nature, PR discussions offer a richer source of infor-
mation for understanding interpersonal dynamics, sentiment, and
emotion within development teams.

As such, the goal of this work is to design and create a novel
dataset, which we call PRemo!. PRemo is intended to support auto-
matic techniques in effectively capturing the emotions expressed
by developers during PR discussions. To create PRemo, we designed
a labeling process in which 19 evaluators evaluated 2,200 messages
from 36 different GitHub projects. The entire labeling process used
emotion and sentiment classes taken from psychology research [34].

To distinguish PRemo from existing datasets, we included several
novel ideas in its design and creation process, aimed at enabling
novel studies and reducing subjectivity in the labeling process. First,
we employed a triple validation procedure, where each message
was labeled by three evaluators, who also reported their confidence
in their evaluations. To ensure diverse perspectives, each message
was assessed by evaluators from two different areas: one neurosci-
entist? and two software engineers. Second, all experts performed
a two-pass labeling process for each message. In the first pass, they
evaluated the message in isolation, while on the second pass, they
had access to the full context of the message (see Section 3). This
two-pass methodology allowed us to analyze whether having access
to more information influenced the experts’ evaluations, providing
valuable insights into the role of context in emotion perception.
Finally, PRemo stands out as one of the few datasets that contains
emotion-specific labels (e.g., fear or sadness), as opposed to merely
indicating sentiment polarity (e.g., positive or negative). Addition-
ally, the dataset includes data on the intensity of sentiment polarity,
capturing how strongly negative or positive each expert considered
amessage. These features make PRemo a rich resource for advancing
emotion analysis in SE.

In summary, the contributions of this paper are:

o A methodology for building a dataset on sentiment and emo-
tion data, considering novel aspects such as (i) the impor-
tance of having the full context of a message, and (ii) the
key goal of reducing subjectivity, by employing mechanisms
such as triple validation and the usage of an emotion model
well established in psychology [34].

o A dataset of ~1.8K messages from 36 GitHub projects labeled
by 19 evaluators from both software engineering and neuro-
science backgrounds, providing a rich and multi-perspective
annotation process. PRemo dataset is available at [4].

o The availability of the artifacts regarding the construction
of the dataset, including raw annotation data (i.e., individual
answers by the evaluators), scripts, and tools to support
replication and reuse by the research community[4].

o A foundation for future research and tool development aimed
to improve communication quality, emotional awareness,
and developer well-being in collaborative software environ-
ments.

The name PRemo stands for Pull Request Emotions. The acronym emphasizes both the
technical context (PRs) and the emotional dimension (emo), aligning with the dataset’s
goal of enabling sentiment and emotion analysis in SE communication.

“The neuroscientist selected had both familiarity with the emotion model used in this
study and programming experience.

Coutinho et al.

2 BACKGROUND AND RELATED WORK

The recent literature shows several studies focused on introducing
tools for sentiment analysis in SE contexts [5, 9, 22, 23]. These
studies rely on datasets containing messages from the SE contexts
and their respective sentiment classifications [31, 33]. However,
we are only aware of one sentiment dataset [10] which considers
theoretical emotion models for classifications, and only two datasets
that provide emotion data, instead of sentiment [11, 12]. While some
of them may use GitHub data, none of them are in the context of
PR discussions.

Islam et al. [22] proposed a domain dictionary based on JIRA
issue comments. The authors do not mention using an existing
conceptual emotion framework to build their dictionary. Although
they did not employ Shaver’s [34] emotion model, the messages
were also classified into love, joy, surprise, anger, sadness, and fear.
Calefato et al. [9] use three datasets to investigate emotions in
Q&A platforms such as StackOverflow, Jira, and Github. The first
comprises 4,423 StackOverflow posts manually annotated by twelve
experts. The second includes 5,869 Jira sentences annotated by
three experts. The third encompasses 7,000 sentences from GitHub
annotated by three experts [31]. Although they employed Shaver’s
model [34], it is unclear whether their data includes PR discussions.

Ahmed et al. [5] presented a dataset of 2,000 review messages
evaluated by three experts. The principal limitation of this work
was that experts only annotated the polarity of messages (i.e., posi-
tive or negative). In addition, Islam et al., [23] presented a dataset
containing 1,795 JIRA issue comments evaluated by three gradu-
ate students. The evaluators employed a bi-dimensional emotion
model. In the first dimension, the evaluators classified the message
as positive, negative, or neutral. Then, they classified as high or
low arousal.

In this work, we aim to present a new dataset that overcomes the
limitations observed in previous datasets used for sentiment analy-
sis in SE. Our dataset incorporates a theoretical emotion model [34],
which was already used in SE by [9]. This model builds upon the
foundation of basic emotion theories, such as Ekman’s [18], by orga-
nizing discrete emotions into a structured hierarchy. We targeted an
important context that few datasets currently cover (i.e., PR discus-
sions). In addition, we added novel procedures to the construction
of our dataset, such as accounting for the context surrounding the
messages, and using a triple validation (see Section 3).

3 METHODOLOGY

In this section, we detail the five steps of the method we used to
collect and organize the data in PRemo. These steps are also shown
in Figure 1.

3.1 Project Selection

To start building the dataset, we first selected the software projects
from which we gathered the PR messages, following the inclusion
criteria (IC):

IC1 The project has to be hosted on GitHub. We decided to use
GitHub since it is the largest and most popular code hosting
platform, offering a vast repository of open-source software
projects. Its widespread adoption by developers worldwide
ensures a comprehensive and diverse dataset, making it an
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Figure 1: Overview of the Methodology

ideal environment for analyzing open-source software de-
velopers’ interaction.

IC2 The project must use a pull-based workflow. One of the differ-
ences of PRemo is providing the analysis on the PR discussion
level. Therefore, we only considered those projects that use
the PR feature to receive, review, and merge contributions. To
filter that, we performed a manual analysis of the candidate
projects.

IC3 The project should have at least 1,000 PRs. This criterion aimed
to filter out less active, and toy/personal projects. This en-
ables us to concentrate on those projects with a significant
development history.

IC4 The project should have commits in the 3 months previous to
the collection. We applied this filter to ensure the analysis
of projects that demonstrate ongoing development and en-
gagement. Along with criterion (IC3), this helped us remove
toy projects. Furthermore, we opted not to include dead
projects, as we wanted our dataset to represent up-to-date
development practices.

IC5 The project should be at least five years old. This was done to
ensure the focus on mature projects, which are more likely to
have gone through different development phases, and thus
provide a more comprehensive view of long-term project
maintenance, and community dynamics.

Although many projects met our criteria, we deliberately chose
a limited set of 36 projects listed in Table 1. We chose to keep a man-
ageable number of projects to ensure a well-balanced distribution
of messages across projects, given the manual work required for the
labeling of each PR. We decided to chose different projects based
on the assumption that development practices can vary wildly be-
tween projects [7]. As such, we wanted to ensure that the projects
in PRemo were diverse, to increase the representativeness of our
dataset. Thus, beside the aforementioned criteria, we chose projects
of different domains, communities, and sizes. Finally, we also chose
projects that use, as their main programming languages, ones that

are cited as being different from one another in their common ap-
plication domains. [1-3]: Java, JavaScript, TypeScript, and Python.
See Table 1 for more details about the projects.

3.2 Message Collection and Selection

Upon project selection, we used the GitHub API to gather all pull-
request-level discussions from closed PRs across the entire history
of each chosen project. Throughout this data collection activity, we
filtered messages originating from automated bots, both by using
the information about bots provided by the GitHub API itself and
also with a simple heuristic filtering for names in which the word
bot is prominent. This process led us to gather around one million
messages.

Given the large number of messages in our dataset, the subse-
quent activity involved choosing messages that would undergo
manual labeling by evaluators. Since previous research observed
that technical messages are often neutral [24], we decided to utilize
SentiStrengthSE [22] in a pre-classification step. SentiStrengthSE
has been heavily used by previous works [32]. This process resulted
in three pre-classified groups of messages: positive, negative, and
neutral. The analysis was conducted in two rounds, and we sam-
pled messages from all 36 projects at the end of the process. In the
first round, 1,000 messages from 11 Java projects were randomly
selected. As the messages were pre-classified, we chose to select
a specific distribution of messages, based on the aforementioned
assumption that the data would be biased towards neutral mes-
sages. This resulted in a group of 350 random positive messages,
350 random negative messages, and 300 random neutral messages.
These groups are based in the pre-classification only and do not
reflect the results of the manual labeling. The random selection
utilized the entire pool of messages for these 11 projects, instead of
a per-project approach.

When manual labeling (see Section 3.3) the messages selected on
the first round, we received feedback from the evaluators that the
messages were too similar, and that might be because some projects
might be under- or overrepresented. Then, we decided that our
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Table 1: Projects Utilized in the Creation of the Dataset
Main , . # Pull _
Programming Project Domain Created In Age LOC Requests # Contributors
Language
spring-projects/spring-boot Development Framework 2012 12 years | ~420k | 6169 1074
spring-projects/spring-security | Security Framework 2012 12 years | ~445k | 2846 694
google/guice Dependency Injection Framework | 2014 10 years | ~106k | 625 74
google/ExoPlayer Library 2014 10 years | ~479k | 1191 239
google/guava Library 2014 10 years | ~778k | 2185 302
google/gson Library 2015 9years | ~53k | 996 147
Java google/dagger Dependency Injection Framework | 2013 11 years | ~167k | 2287 -
netflix/eureka Service Registry 2012 12 years | ~84k | 864 108
netflix/hystrix Fault Tolerance Library 2012 12 years | ~78k | 812 113
netflix/conductor Microservice 2016 8 years | ~90k | 1702 248
netflix/zuul API Gateway 2013 11 years | ~73k | 1195 57
JabRef/jabref Graphical Library 2014 10 years | ~235k | 6901 630
mockito/mockito Test Framework 2012 12 years | ~97k | 1669 288
vuejs/core JS Framework 2018 6 years | ~125k | 4271 455
twbs/bootstrap Web Framework 2011 13 years | ~44k | 15110 1390
expressjs/express Node Framework 2009 15 years | ~23k | 1273 307
facebook/react Web Framework 2013 11 years | ~494k | 14735 1656
sveltejs/svelte Web Application 2016 8years | ~84k | 4594 670
JavaScript ant-design/ant-design React Library 2015 9years | ~193k | 16764 2091
(or Typescript) | angular/angular Web Framework 2014 10 years | ~790k | 26712 1882
d3/d3 Web Library 2010 14 years | ~20k | 1170 132
microsoft/TypeScript Programming Language 2014 10 years | ~3.4M | 17314 771
mrdoob/three.js JS Library 2010 14 years | ~426k | 15603 1866
jestjs/jest Test Framework 2013 11 years | ~120k | 7165 1532
puppeteer/puppeteer Node API 2017 7 years | ~76k | 5428 485
tiangolo/fastapi Python Framework 2018 6 years | ~109k | 3161 633
matplotlib/matplotlib Python Library 2011 13 years | ~249k | 17823 1415
tinygrad/tinygrad Python Framework 2020 4years | ~93k | 3354 296
plotly/plotly.py Python Library 2013 11 years | ~902k | 1617 238
pandas-dev/pandas Python Library 2010 14 years | ~612k | 31839 3168
Python pydantic/pydantic Python Library 2017 7 years | ~109k | 3467 507
psf/requests HTTP Library 2011 13 years | ~11k | 2490 642
tensorflow/tensorflow ML Framework 2015 9years | ~1.2M | 25164 3530
astropy/astropy Library 2011 13 years | ~382k | 10300 485
pallets/flask Python Framework 2010 14 years | ~17k | 2524 715
ansible/ansible Framework 2012 12 years | ~245k | 50519 5000+

message randomization process for the second round would follow
a per-project approach. Therefore, for the second round, we selected
1,200 messages from the 25 remaining projects in our sample. In
this new approach, for each project, we selected 48 messages, being
20 random positive messages, 20 random negative messages, and
eight random neutral messages. These exact numbers were selected
as we had a target of 2,200 messages, in order to not overwhelm
the evaluators, given the manual nature of the work, which could
lower the quality of the results. While the distribution of messages
was already skewed towards positive and negative messages in the
first round, we observed that our dataset had a high frequency of
neutral messages, even with the pre-classification process. Thus,
for the second round, we purposefully unbalanced the classes and
selected fewer neutral messages.

3.3 Manual Labeling

First, we manually labeled the sentiments of the 1,000 messages
selected in the first round, as detailed above. This activity was per-
formed by 19 evaluators. 16 were software engineering students—
spanning from undergraduates to PhD candidates with diverse
levels of industry experience. The other three evaluators were neu-
roscientists, chosen because they had familiarity with Shaver’s
emotion model [34], which we employed in this step. All of the
neuroscientists were also familiar with programming.

While there are a myriad of theoretical emotion models that
could be employed in sentiment analysis, we utilized Shaver’s
model [34], since it has been previously utilized for sentiment anal-
ysis in the context of SE [27, 30]. This model is based on a hierarchy
of emotions, divided into two polarities: positive and negative. Each
emotion is also considered to have an intensity level. Shaver’s model
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utilized six basic emotions: (i) love and (ii) joy that can be seen as
positive emotions; (iii) anger, (iv) sadness, and (v) fear that can be
seen as negative emotions; and (vi) surprise, in which polarity is
context-dependent. While the model does not describe neutrality of
emotion, previous works [9, 30] have described neutral messages in
the context of SE, either as the presence of two opposite (in terms
of polarity) but equally intense emotions, or the absence of any
emotion. We utilized both types of neutral messages in this work.

To support evaluators when performing the manual labeling
process, we utilized a tool developed by the authors specifically
for this study>. This tool provides a guide explaining how to apply
the theoretical emotion model to label each message, with several
examples of pre-classified messages, to reduce subjectivity. All
evaluators in the labeling process were asked to carefully read the
guide, to facilitate the onboarding process and level the knowledge
of all participants. The tool also enforced a triple validation model,
where each message was labeled by two SE evaluators and one
neuroscience student.

For each message, the evaluators had to first specify whether
they identified any emotions in the message. If the answer was
that at least one emotion exists in the message, they then specified
which emotions from the model they identified, and the intensity of
those emotions. For intensity, we utilized a 4-point scale represent-
ing each polarity (i.e., whether each emotion polarity was slightly,
moderately, very and extremely present). Finally, evaluators also
had to report a confidence level, using a 5-point scale. We purpose-
fully made each evaluator do this labeling process twice for each
message. In the first pass, they only had access to the individual
message, while on the second pass, we gave them access to the entire
thread where the message was located. This was done to see if other
contextual information available in the conversation thread (e.g.,
other messages and the identity of participants) would affect the
labeling results.

3.4 Disagreement Discussion

Since each message was evaluated by three evaluators, the final
label was assigned by the majority vote. We identified a few cases
when this was not possible (i.e., there were positive, negative, and
neutral labels indicated by each evaluator). This represented ~3%
(54) out of the 2,200 messages. For these cases, the evaluators were
asked to discuss the details of the message via a chat thread on
Discord®*. After this discussion, they could change their original
responses. For most messages (51 out of 54), the evaluators reached
a consensus, and these labels were then included in the dataset®.
The messages in which it was not possible to reach consensus were
then removed from the dataset.

3.5 Message Exclusion

Despite the actions taken on the step described in Section 3.2 to
filter invalid messages (i.e., messages automatically created by bots),
the evaluators still identified problems with some messages (e.g.,
bots, duplicated messages, messages with no textual content, etc.),

3Details regarding this tool can be found on our website [4].

“https://discord.com

SThese messages are marked on the dataset, as their sentiment polarity is labeled
as undefined. For these messages, the polarity originating from the discussions is
contained in a special optional field.
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which was expected given that while the messages did pass through
a filtering process, we did not filter them manually and utilized
simple heuristics. Thus, as a final step, we employed the following
criteria to manually filter the final set of messages:

(i) The message had to contain textual content (i.e., we excluded
messages containing only mentions or links). Emojis were
considered textual content;

(if) The message had to be written by a human (i.e., we excluded
messages created by bots);

(iii) The message had to be written in English; and,

(iv) Duplicated messages were not allowed.

4 THE PREMO DATASET

In this section, we present an overview of the dataset PRemo and also
some preliminary analysis of its contents. The complete detailed
dataset description is presented in our supplementary material [4].

4.1 Overview

By utilizing the methodology proposed in the previous section, we
created a dataset, which is available as a JSON file on our website [4].
Alongside the dataset, the schema for the JSON file, and the scripts
and tools utilized to build the dataset are also available.

Due to the careful design of our methodology, we provide a
robust dataset that captures the communication dynamics among
developers in PR discussions and effectively addresses the limita-
tions observed in previous datasets (see Section 2). The dataset
has 1,791 messages obtained from the 36 selected software projects
(Table 1). Each message in the dataset contains:

(1) Software project name
(2) Message content
(3) URL to the message on GitHub
(4) Aggregate information for both labeling passes (with and
without contextual information)
(4.1) Aggregate sentiment polarity
(4.2) Aggregate confidence (1-5, mean)
(4.3) Agreement type (among everyone, only among software
engineers, mixed or none)
(5) Anonymous information about how each evaluator labeled
the message in each pass
(5.1) Sentiment polarity
(5.2) Sentiment intensity (1-4, separated between positive and
negative for mixed messages)
(5.3) Emotions identified (e.g., joy, anger, etc.)
(5.4) Confidence level (1-5)

Figure 2 shows the distribution of the aggregate sentiments (i.e.,
the sentiment on which the evaluators agreed) in the dataset. Un-
less stated otherwise, all aggregates presented in this section are
from the second pass, as they represent the results in which the
evaluators evaluated each message in an informed manner (i.e.,
with contextual information). In summary, the dataset contains 521
(~29%) messages labeled as positive, 432 (x¥24%) as negative, and
838 (~47%) as neutral. We were unable to achieve a balanced distri-
bution; however, previous works have reasoned that a distribution
of sentiments closer to the original data source can be preferable
when compared to a balanced distribution [32].
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Figure 3 displays the frequency of each emotion in our dataset
according to Shaver’s emotion model from psychology [34]. In-
stead of sentiment, where an aggregate was utilized based on the
agreement between evaluators, we utilized the individual data each
evaluator made to calculate this frequency. The emotions in the
figure are grouped as having a positive (green) or negative (red)
sentiment as defined by the emotion model [34]. The model [34]
defines surprise as having a context-dependent polarity (i.e., it can
be positive or negative depending on the context). Due to that, sur-
prise appears twice in the graph’s x-axis. Although some emotions
are more predominant than others (i.e., sadness and joy), we believe
we have achieved an acceptable number of examples for each type
of emotion.

4.1.1 Agreement Between evaluators. To build PRemo, we utilized a
triple validation process. This, combined with the fact that there
are three sentiment classes (i.e., positive, negative, and neutral),
means that disagreements can occur when aggregating the results.
Figure 4 shows the frequency in which different levels of agreement
occurred. We indicate cases where all evaluators reached consensus
as 100% or full agreement, cases where only two evaluators reached
consensus as 66% or partial agreement, and cases of unanimous
disagreement among evaluators as 0% or no agreement.

The evaluators reached full or partial agreement in the
majority of evaluated messages (*97% of messages in the
second pass).

A characteristic of our labeling process is that two groups of
evaluators were involved in evaluating each message: software
engineers and neuroscientists. We anticipated that there could be
some disagreement between those two groups in terms of results.
However, both groups agreed on ~87% of messages.

4.1.2  Differences between the two passes. Another unusual charac-
teristic of our labeling process was that the evaluator had to validate

Coutinho et al.

each message twice. In the first pass, they had to label a message
while only considering its contents, while in the second pass, they
had the entire context available (i.e., previous and following mes-
sages, the identities of people involved in the conversation, etc.).
While the differences were not negligible, only ~8% of messages
had differences between the two evaluations done by each evalu-
ator. The difference between the two passes was more present in
the confidence levels (see next section).

For the two passes, first considering only a single mes-
sage and then the entire context available, no significant
differences were found in evaluations conducted by each
evaluator.

4.1.3  Evaluator Confidence. During the manual labeling process,
each evaluator had to assign a confidence score (Very Little, Lit-
tle, Moderate, Strong, and Very Strong Confidence) to their labels.
These scores reflected the evaluators’ confidence in the validity
of their labeling. The mean confidence for the three evaluators,
grouped by the agreement level per message and comparing each
pass (the first or the second), can be observed in Figure 5.

Overall, the confidence reported by the evaluators was
positive, close to the Strong Confidence (4) mark for both
passes (mean confidence: 15 pass = 3.65, 2" pass = 3.99).

Notably, the figure shows a pattern associating the level of eval-
uator agreement and the confidence scores. For both passes, lower
levels of agreement also had lower confidence. This could mean
that some disagreements observed in the manual labeling process
could have been caused by low confidence by the evaluators, which
in turn has been reported by the evaluators to be caused by some
messages containing challenging characteristics that made them
difficult to evaluate. Examples of such messages include ambiguous
tone, politeness masking emotion, multiple sentiments, sarcasm
and irony.

4.2 Possible Uses

In this section, we discuss the potential applications of the con-
structed dataset PRemo, outlining its implications for research, prac-
tice, and tool development. These applications range from support-
ing automated tool creation to informing empirical studies and
organizational decision-making. We also identify open challenges
in the literature and opportunities for future research. We summa-
rize our findings in Table 2. Most of the usages of PRemo mentioned
in Table 2 and in the remainder of the paper remain speculative.
However, they are backed by previous studies or gray literature
that utilize similar datasets to achieve those goals.

The availability of fine-grained emotion annotations in PRemo
opens up unique opportunities for both SE research and practice.
In research, emotion-labeled data enables studies on how emotion
dynamics influence development outcomes, such as productivity,
collaboration quality, or design decision-making. For instance, prior
work has shown that commits with negative sentiment are signifi-
cantly more likely to introduce bugs [21], while positive (and some
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Figure 4: Frequency of Agreement Levels over Sentiment Re-
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negative) emotional tones in developer chats were associated with
increased productivity, measured in number of commits and lines
of code [26]. Emotion trends can also be correlated with key events
like refactorings, bugs, or architectural discussions, shedding light
on the emotional undercurrents of technical debt accumulation or
code review disagreements.

BN First Pass
B Second Pass

Confidence Levels (1-5)

100% (Full)

66% (Partial)
Agreement Level

0% (None)

Figure 5: Confidence Levels Reported by the Evaluators in
their Two Different Passes, Grouped by Agreement Level

In organizational settings, emotion analysis can support engi-
neering management in identifying periods of team frustration,
confusion, or demotivation, which are not always evident through
conventional metrics. For example, in-situ biometric studies dur-
ing code reviews demonstrated that emotional states affect typing
behavior and reviewer attention, revealing insights about when
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Table 2: Examples of Possible Uses of PRemo

Use Case

Description

Potential Benefits

Data acquisition

Our methodology enables researchers to extend PRemo
by incorporating discussions from various sources.

Leads to the development of more robust and
generalizable sentiment analysis tools.

Data preparation

Use of preprocessing, cleaning, feature engineering, and
feature selection for preparing PRemo.

Reduces dimensionality, improves model accu-
racy and interpretability, and mitigates overfit-
ting.

Learning algorithm

Use of PRemo to evaluate sentiment analysis learning
approaches in software engineering.

Provides a standard for comparing state-of-the-
art learning approaches.

Sentiment trends and
dynamics over time

Use of sentiment and emotion data over time to monitor
shifts in team morale and community tone.

Enables proactive responses to frustration and
supports an empathetic development lifecycle.

Deployment of algo-

Design of tools that automatically analyze comments,

Reduces manual moderation, improves communi-

rithms for practical use  pull requests, and issues using PRemo.

cation, and fosters a healthier collaboration envi-
ronment.

Real-world adoption
in real organizational settings.

Evaluation of sentiment analysis utility and effectiveness

Enhances team collaboration and supports man-
agers in identifying burnout or negative dynam-
ics.

Transfer learning
development contexts.

Reuse of models trained on PRemo across other software

Lowers the cost of adoption by reducing the need
for task-specific model retraining.

Applications across SE
domains
tools.

Use of emotion-level data to study affect in SE research,
support managerial decisions, and improve affect-aware

Enables deeper analysis of collaboration dynam-
ics and tailored interventions based on specific
emotions (e.g., fear vs. anger).

developers are struggling [42]. Similarly, experiments have linked
specific emotional states to variations in developer performance
on problem-solving tasks [6]. This can inform interventions to im-
prove team well-being or communication practices. Emotion data
can also improve sentiment-aware recommendation systems, such
as adaptive bots for developers onboarding, or documentation as-
sistants that react to affective cues. The granularity of emotional
labeling—especially the presence of distinct emotions like sadness,
anger, or fear—enhances these applications by allowing more pre-
cise responses than polarity-only models. For example, distinguish-
ing frustration (anger) from uncertainty (fear) can guide whether
a project manager should clarify goals or mediate interpersonal
tension. As such, emotion-rich datasets such as PRemo serve as a
foundational asset for advancing emotion-aware tooling and em-
pirical understanding in modern SE contexts. Datasets such as the
one presented in this paper can also be useful in a myriad of other
contexts, which are discussed as follows.

Data acquisition. Our methodology can be used by other re-
searchers to extend PRemo and thus enrich the dataset with addi-
tional discussions from other sources. Researchers can gather data
from different repositories, platforms, or even from proprietary soft-
ware development environments, thus broadening the scope and
diversity of the dataset. Thus, encompassing a wider diversity of
development practices, team dynamics, and communication styles,
providing a more comprehensive understanding of sentiment in
PR discussions across different contexts. Moreover, by incorpo-
rating data from diverse sources, researchers can investigate how
sentiment analysis models perform in various software develop-
ment environments, enabling the development of more robust and

generalizable sentiment analysis tools. Overall, new data acquisi-
tion efforts present an opportunity to enrich PRemo and advance
research in sentiment analysis in SE.

Data preparation. Preprocessing, cleaning, feature engineering,
and feature selection are essential steps in preparing the dataset for
sentiment analysis tasks. Preprocessing and cleaning the dataset
involve transforming raw data into a suitable format for analysis
by removing noise, irrelevant information, and inconsistencies (e.g.,
handling special characters and URLSs). In the context of PRemo, we
have employed simple heuristics to clean the data as mentioned
in Section 3. Further research could better automate this process.
Furthermore, the raw data in PRemo may not be optimal for usage
to build predictive models. Researchers can enhance the quality of
PRemo in this use case by applying feature engineering and feature
selection techniques. Feature engineering involves creating new
features or transforming existing ones to better represent the under-
lying PR discussions and leading to more accurate and interpretable
sentiment analysis models. Potential features could include word
frequencies, number of comments, author reputation, or project ac-
tivity level. Feature selection, on the other hand, involves choosing
the most relevant subset of features to use in the model. Researchers
could also explore sampling techniques to address any potential
class imbalances. These can include resampling methods (such as
oversampling minority classes or undersampling majority classes).
The choice of method would depend on the specific learning algo-
rithm and the task at hand.

Learning algorithm. Observing numerous papers in the field re-
veals a prevalent focus on using state-of-the-art datasets, focusing
mainly on building sentiment analysis tools and evaluating them
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in controlled environments. For instance, in a prior study [14], a
subset of PRemo (specifically, the aggregate sentiment data for each
message) served as a benchmark to assess the efficacy of state-of-
the-art sentiment analysis tools in SE. While some tools perform
acceptably, their performance is far from ideal, especially when
classifying negative messages. Thus, a persistent question in the
literature remains: Which tools should practitioners employ, and un-
der what conditions? Notably, an open challenge is the absence of
an actionable framework capable of automatically and a priori rec-
ommending an appropriate tool based on the given context. For
example, the effectiveness of a tool may depend on the project char-
acteristics, such as the project language, the work format (remote vs.
onsite), or the team’s background. Thus, further empirical research
is needed to assist practitioners in systematically choosing suitable
solutions.

Sentiment trends and dynamics over time. By analyzing the trends
in sentiment over time, project teams could also gain insight into
the general mood of their community (e.g., monitor shifts in team
emotion or morale over release cycles), enabling them to proac-
tively address potential sources of frustration. This approach not
only streamlines communication within the development commu-
nity but also paves the way for a more empathetic and responsive
software development lifecycle.

Deployment of algorithms for practical use. Using PRemo robust
tools can be built to analyze sentiment and emotions in GitHub
messages and thus improve the workflow of developers. For exam-
ple, a GitHub extension capable of automatically analyzing new
comments, reduces the manual workload for project maintainers
involved in moderation tasks. It could also assess new issues, PRs,
and comments before developer submission, offering developers
constructive feedback and tips to foster a positive community at-
mosphere. We believe that integrating tooling support is crucial for
practical adoption, and the current lack may partly explain the gap
between practice and research.

Real-world adoption in development organizations. Despite the
advancements in sentiment analysis research, and the existence
of anecdotal reports of the adoption of sentiment analysis in the
industry, there remains a lack of concrete evidence regarding the
extent and effects of its adoption in software development organiza-
tions. A critical transition from theoretical exploration to practical
implementation involves moving beyond merely reporting evalu-
ation metrics such as the accuracy of sentiment analysis models
over open-source datasets. It requires a deeper examination of the
applicability and effectiveness of sentiment analysis approaches
within organizational contexts. Such studies include those driven
by practical problems, such as how to support managers in foster-
ing positive team dynamics and addressing mental health concerns
among developers. To bridge this gap, future research endeavors
should focus on deploying sentiment analysis algorithms onto real
software systems and supporting managers in gaining a holistic
understanding of team dynamics.

Transfer learning. A threat to the practical adoption of sentiment
analysis lies in the high cost associated with learning-based ap-
proaches. Beyond the expenses incurred in training ML models, the
cost of collecting data and building a large and robust dataset can be
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significant for many organizations. The need to train a completely
new model from scratch for each usage scenario raises concerns.
In this context, an open issue in the field is: How sentiment analysis
transfers to other contexts? In this scenario, the reuse of learning-
based models emerges as a promising solution. Previous tools [9]
have followed in this path, by utilizing multiple datasets from differ-
ent contexts to build a model that could possibly apply to a broader
set of contexts. However, a recent evaluation has shown that it still
does not perform ideally and more research is needed [14]. Thus,
a research direction is to characterize which and to what extent
factors influence the performance distribution of reusing existing
models. The ultimate goal is to devise learning-based solutions
that are effective, independent of the specific deployment context,
thereby facilitating broader practical adoption.

5 THREATS TO VALIDITY

This section discusses potential threats to the validity of this study
and the steps taken to mitigate them. Next, we summarize the main
threats to the validity with respect to the four groups proposed
by Wohlin et al. [43]: construct, internal, conclusion and external
validity.

Construct and Internal Validity: In the manual validation process,
we faced two main challenges: (i) the selection and preprocessing
of the PR messages; and (ii) the potential bias of the individuals
conducting the validation. Concerning (i), using a classification tool
to pre-categorize messages could influence the selection process.
Such preprocessing might unintentionally bias our dataset towards
emotions that the tool is more adept at identifying, possibly over-
looking more subtle or complex emotional nuances that do not fit
neatly into predefined categories. To mitigate this issue, we uti-
lized a state-of-the-art tool (SentiStrengthSE) capable of detecting
sentiment expression in messages. Although it is recognized that
completely eliminating bias is unattainable, these measures sub-
stantially enhance the trustworthiness and quality of our dataset.

Regarding (ii), as in any qualitative analysis process, the inherent
subjectivity of sentiment analysis poses a threat. To mitigate it,
we designed a meticulous methodology to minimize subjectivity
in manual labeling by involving SE and neuroscience evaluators
and incorporated a triple validation model for each message. We
also provided evaluators with comprehensive guidelines detailing
the classification process and facilitating discussions to identify
and standardize common patterns. Also, two pilot studies were
conducted to fine-tune our documentation and methods, ensuring a
more consistent and informed approach during the labeling phase.

Another acknowledged threat to construct validity is annotation
fatigue. Due to the substantial volume of messages in our dataset,
there is a risk that annotators may become mentally fatigued over
time, potentially compromising the consistency and quality of the
annotations, especially in the later stages of the process. To mitigate
this risk, we instructed all validators to limit each annotation session
to a maximum of one hour. This time was informed by existing
cognitive research suggesting that sustained attention and decision-
making quality tend to decline after prolonged periods of focused
activity. Additionally, validators were encouraged to take breaks
between sessions and proceed at their own pace to maintain high
standards of focus and reliability throughout the task.
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Conclusion and External Validity: We acknowledge that the sam-
ple of 36 projects used here may not fully encapsulate the vast
number of PR discussions happening across GitHub. We opted to
work with a smaller sample of projects with criteria that enabled
us to select a more valuable message selection, while still having
a diverse set of projects. With this focus, we sought to build a
dataset that offers valuable insights applicable across different SE
contexts. This approach, combined with the thoughtful definition
of our methodology, offers valuable credibility to the generalization
of our dataset.

Another acknowledged threat to external validity concerns the
language used in the analyzed PR messages. The vast majority
of the messages were written in English, which may restrict the
generalizability of our findings to open-source communities or
development teams where communication predominantly occurs
in other languages. Sentiment expression can vary significantly
across languages, both in tone and in form, and cultural norms may
influence how emotions are conveyed or interpreted in technical
discussions. In future work, we plan to consider extending this
analysis to multilingual repositories to better assess the robustness
and applicability of sentiment analysis methods across diverse
linguistic and cultural settings.

6 CONCLUSION AND FUTURE WORK

This work represents a significant step forward in advancing emo-
tion and sentiment analysis in the context of collaborative software
development. We introduced the PRemo dataset, a novel resource
specifically designed to capture both sentiment polarity and discrete
emotions within PR discussions. By targeting this underexplored
context, PRemo addresses gaps in existing datasets, which often
focus solely on coarse-grained sentiment analysis and lack detailed
affective annotations.

PRemo was constructed from a diverse sample of 36 active and
mature open-source projects, ensuring broad representativeness
across domains, languages, and development practices. To ensure
high data quality and minimize subjectivity, we employed a rigorous
methodology that combined triple validation, dual-pass labeling
(with and without context), and the involvement of evaluators from
both neuroscience and software engineering. In doing so, we not
only produced a rich dataset with emotion-specific labels, intensity
values, and confidence scores, but also established a reusable and
transparent framework for future dataset curation efforts.

Beyond the dataset itself, we explored a wide range of poten-
tial applications for PRemo. These include benchmarking sentiment
analysis tools, developing affect-aware software engineering assis-
tants, studying affective trends over time, and deploying emotion-
driven interventions in organizational settings. Our findings high-
light the value of emotion-level data in enabling deeper insights,
such as distinguishing between developer frustration, confusion, or
appreciation—signals that are often blurred in traditional sentiment
classification. We also emphasized real-world scenarios where such
granularity can support engineering managers in monitoring team
health or moderating toxic behavior in online communities.

PRemo has already been adopted in prior research [14] as a bench-
mark to evaluate sentiment classification tools in SE, demonstrating
its immediate value to the community. Looking forward, we en-
vision multiple directions for extending this work. Future studies
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may use PRemo to explore the generalizability of emotion models
across software artifacts, improve transfer learning techniques for
emotion classification, or design context-aware feedback tools that
react to fine-grained emotional cues in developer communication.
Additionally, future versions of the dataset could include PR discus-
sions from private or industrial repositories, further bridging the
gap between research and practice. Ultimately, we hope that the
release of PRemo will catalyze future work on affective computing
in software engineering.

ARTIFACT AVAILABILITY

The dataset and tools used to build the dataset are available on
GitHub at [4]. Archived on Zenodo at [13].
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