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Let x be an arbitrary state space and let X and Y be two random variables
taking value in x and {0, 1} respectively.

Given a function f : x — {0,1} we define the risk function R(f) as follows:
R(f) =P(f(X) #Y)
And we define the bayes risk :

R* = inf{R(f)}

where the infinimum is taken over all the possible functions f : x — {0,1}.

Consider the regression function 7 defined by n(z) = P(Y = 1|X = z) for
any x in x, And define the Bayes classifier :
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Theorem : R(f*) = R*
Proof We want to prove that for any function f we have R(f) — R(f*) > 0.
Observe that :
R(P) = R = [ Bx(dn) (PU(@) 2 YIX =)~ B(f* (@) 2 YIX =)
Therefore it’s enough to prove that for any x in x :

P(f(x) #Y[X =2) = P(f*(x) #Y|X =2) >0

Now :



B(f(x) £ VIX =2) = 1 - B(f(z) = Y|X = )
—1- (]P’(f(x) =1,Y =1|X =2) + P(f(z) = 0,Y = 0|X = x))
—1- (1,@):11@(1/ =1|X =) + 1 j(—oP(Y = 0|X = x))

= 1= (La=1n(@) + 15120 (1 — ()
As well as :
P(f*(2) # YIX = 2) = 1= (Lp(@e1n(®) + Lpaey=o(1 = 1(a)) )

Using these two formulas :

P(f(z) #Y|X =2) - P(f*(z) #Y|X =)

= 1p+(0)=11(2) + Lpu(@)=0(1 = 0(2)) = Lpm)=17(2) = L@)=o(1 — n())
= lya)=1(1 = 2n(x)) = 1f= (=1 (1 — 2n(2))
= (2n(z) = V(A j(@)=1 — 1f(1:):1)

And it’s clear the last expression is non-negative by checking the two cases
n(z) > 1 and n(z) < 1. M



