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A B S T R A C T

Sum-Product Networks (SPN) are deep probabilistic models with demonstrated excellent performance in several machine learning tasks. As with many other probabilistic models, performing Maximum-A-Posteriori inference in SPNs is NP-hard. Selective SPNs are a subclass of SPNs that allow for efficient Maximum-A-Posteriori inference and closed-form parameter learning. Due to the high number of parameters, SPNs learned from data can produce unreliable and overconfident inferences, especially for instances with low statistical support. This issue can be partially mitigated by performing a robustness analysis of inferences with respect to small changes in the parameters. In this work, we address the problem of assessing the robustness of Maximum-A-Posteriori inferences produced with Selective SPNs to global perturbations of the parameters. We consider such an inference robust if it remains the single maximizer under small perturbations of the model parameters. We present efficient algorithms and an empirical analysis with realistic problems involving missing data completion and multi-label classification. The experiments show that our criteria are informative with respect to the inference accuracy, suggesting that it indeed discriminate robust and non-robust instances.

© 2020 Elsevier Inc. All rights reserved.

1. Introduction

Sum-Product Networks (SPNs) are computational graphs with a principled probabilistic semantics [1] (a.k.a. probabilistic circuits), that emerged from the desire to better understand and control the complexity of inference in probabilistic graphical models [2–5], at the expense of loss of interpretability. They have been shown to match and often surpass the performance of probabilistic graphical models (e.g. Bayesian networks) in many machine learning tasks [1,6–10], and to reach deep neural network performance in tasks where the latter excel [11].

SPNs are often referred to as tractable probabilistic models for their ability to produce linear-time predictive inference, that is, computing the conditional marginal probability of a joint configuration of some variables given some evidence. However, many tasks are better solved by performing structured predictive inference, that is, by finding a maximal probability joint configuration of the variables that is consistent with a given evidence [1,12]. This task is better known in the probabilistic graphical model literature as Maximum-A-Posteriori (MAP) inference [13].

MAP inference in SPNs is NP-hard [14], even to approximate, and even for shallow structures [15]. A notable exception is when SPNs are selective, that is, when the sub-networks of each sum node define distributions with disjoint supports. Selective SPNs admit MAP inference in linear time by a simple algorithm, as well as closed-form parameter learning [16,14].
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While enforcing selectivity reduces the representation power of SPNs [17], empirical results have suggested that learned selective SPNs often obtain performance comparable to learned non-selective SPNs [16,18].

In spite of its relative success, and on par with other probabilistic models, SPNs learned from data generalize poorly on regions with insufficient statistical support, leading to unreliable, overconfident and prior-dependent conclusions. This issue can be mitigated by performing a sensitivity analysis of the model predictions to changes in the parameters [19]. Let us clarify the way we intend sensitivity analysis here, and in doing so, let us review related work.

Sensitivity analysis can be split into quantitative approaches and qualitative approaches. Quantitative approaches quantify the effect of perturbing the model parameters on the value of a particular inference. Qualitative approaches classify inferences into robust or non-robust, depending on how an inference changes according to perturbations in the model parameters. Most of the previous work in sensitivity analysis in probabilistic graphical models is quantitative, with particular focus on the computation of marginal posterior probabilities over a single variable [20–27]. Qualitative sensitivity analysis received much less attention, with some notable examples [28–30].

A second distinction can be made between local and global analyses. In the former one considers the effect of the perturbation of a single parameter, or a small group of related parameters. The latter type aims at more general perturbations possibly affecting all the parameters of the model simultaneously. Early work on algorithms for sensitivity analysis in probabilistic graphical models focused on local perturbations [27,25]; more recently, algorithms for global analysis have also been proposed [23,24,26].

Mauá et al. [28] proposed an approach to global sensitivity analysis in SPNs centered around Credal SPNs, which are sets of SPNs obtained by a simultaneous perturbation of all model parameters (with the network structure fixed). They developed efficient algorithms for producing upper and lower bounds on the probability of evidence, and for performing credal classification for small number of classes. Importantly, they showed that performing global qualitative sensitivity analysis of credal classification in these models is NP-hard, suggesting that a similar efficient procedure for MAP inference is likely out of reach. Antonucci et al. recently extended some of these algorithms to Credal Sentential Decision Diagrams, which are special types of selective Credal SPNs that allow for efficient handling of logical constraints [31,32].

In this work, we develop efficient algorithms for global qualitative analysis of MAP inference in selective SPNs. In particular, we devise a polynomial-time procedure to decide whether a given MAP configuration is robust with respect to a selective Credal SPN, that is, whether the configuration is the single maximizer of all SPNs in the set. We show that performing such a procedure takes coNP-complete effort in non-selective SPNs, further justifying the choice of these models. Experiments with real-world datasets show that this approach can discriminate easy- and hard-to-classify instances, often more accurately than criteria based on (precise) probabilities induced by the model.

This paper is organized as follows. We fix the notation and terminology regarding random variables in Section 2. Then, in Section 3, we introduce some basic knowledge about selective SPNs and MAP inference. In Section 4, we review Credal Sum-Product Networks. In Section 5, we present our approach to evaluate MAP inference robustness in selective SPNs. In Section 6, we describe our experiments concerning robustness analysis in missing data completion and multilabel classification. Finally, we conclude the paper and discuss possible improvements in Section 7.

2. Notation

We start with some notation and terminology. We write integers in lower case (e.g., $i$, $j$), sets of integers using capital calligraphic letters (e.g., $V$) and random variables in capital letters (e.g., $X_i$). A collection of random variables $\{X_i, i \in V\}$ is written as $X_V$, or simply as $X$ when the index set is not important. The set of values that a random variable $X_i$ assumes is denoted as $\text{val}(X_i)$, and the set of all instantiations of a collection of random variables $X$ is denoted as $\text{val}(X) = \times_{X \subseteq X} \text{val}(X)$, where $\times$ denotes the Cartesian product applied in some pre-determined ordering (that is not relevant for our purposes). We write $x$ to denote an element of $\text{val}(X)$. In this work we assume that random variables take on a finite number of values, and we associate to every random variable $X_i$ a set of indicator variables $\{\lambda_{i,k} : k = 0, \ldots, |\text{val}(X_i)| - 1\}$, where $\lambda_{i,k}$ denotes that $X_i$ takes on its $k$-th value (for some arbitrary ordering of $\text{val}(X_i)$). We say that an indicator variable $\lambda_{i,k}$ is consistent with a configuration $x$ if $x_i = k$, where $x_i \in \text{val}(X_i)$ is the value in $x$ that corresponds to variable $X_i$. For example, let $X_{UV}$ be a set of two binary variables $\{X_0, X_1\}$. The indicator variables associated are $\{\lambda_{0,0}, \lambda_{0,1}, \lambda_{1,0}, \lambda_{1,1}\}$. The configuration $(X_0, X_1) = (1, 0) \in \text{val}(X_{UV})$ is consistent only with the indicator variables $\lambda_{0,1}$ and $\lambda_{1,0}$.

3. Selective sum-product networks

A (discrete) SPN $S$ over random variables $X$ is a rooted weighted acyclic directed graph whose leaves are in one-to-one correspondence with the indicator variables of $X$, and internal nodes are associated to either sum or product operations (hence the name). The arcs $i \rightarrow j$ of the network are associated with non-negative weights $w_{ij}$, such that arcs leaving product nodes are assigned weight one (and usually omitted). Fig. 1 depicts a simple SPN over binary variables $X = \{X_0, X_1, X_2\}$. The leftmost leaf node is associated to the indicator variable $\lambda_{0,1}$, which indicates whether $X_0$ takes on value 1. For the sake of clarity we duplicate some of the leaves in the figure (so the actual graph is not a tree), as for instance the node associated with $\lambda_{1,1}$ has two parents.
We denote the set of all the weights of a network as \( w \), and we often write \( S_w \) to make explicit the dependence of network \( S \) on the weights \( w \). If \( i \) is a node in \( S \), we write \( S^i \) to denote the sub-SPN rooted at \( i \). The children of a node \( i \) (the nodes to which there is an arc from \( i \)) are denoted by \( ch(i) \).

The scope of an SPN is the set of random variables associated with the indicator variables in the network. For example, the SPN in Fig. 1 has scope \( \{X_0, X_1, X_2\} \), which is the same scope of the sub-SPNs rooted at the product nodes. The sub-SPN rooted at the leftmost leaf node has scope \( \{X_0\} \), and the sub-SPN rooted at the leftmost sum node has scope \( \{X_1\} \).

An SPN is a Sum-Product Tree if all internal nodes have at most one parent, except for sum nodes whose children are all leaves. Sum-Product Trees will be important for the algorithms we devise later on. Note that a tree-shaped SPN (i.e., an SPN where any node has at most one parent) is a Sum-Product Tree but the converse is not in general true. The SPN in Fig. 1 is a Sum-Product Tree which is not tree-shaped.

We say that an SPN \( S \) is consistent with an instantiation \( x \) if all of its leaves are associated with indicator variables that are consistent with \( x \). That is, if \( \lambda_{i,k} \) is an indicator variable associated with a leaf then \( S \) is consistent with \( x \) only if \( x_i = k \), where \( x_i \) is the value of \( X_i \) in \( x \).

The evaluation of an SPN \( S \) at an instantiation \( x \) produces a real-value, written \( S(x) \), defined inductively as:

- \( S(x) = 1 \) if \( S \) is a single-node network consistent with \( x \) (i.e., \( S \) is associated with \( \lambda_{i,k} \) and \( x_i = k \));
- \( S(x) = 0 \) if \( S \) is a single-node network not consistent with \( x \) (i.e., \( S \) is associated with \( \lambda_{i,k} \) and \( x_i \neq k \));
- \( S(x) = \prod_{i \in ch(i)} S^i(x) \) if \( S \) is rooted at a sum node \( i \); and
- \( S(x) = \sum_{i \in ch(i)} S^i(x) \) if \( S \) is rooted at a product node \( i \).

The value \( S(x) \) can be computed in linear time by traversing the network from the leaves towards the root, caching values if needed to avoid redundant computation. For example, the evaluation of the SPN in Fig. 1 at \( X_0 = 0, X_1 = 1 \) and \( X_2 = 0 \) is

\[
0.4 \times (1 \times 0.7 \times 0.4) + 0.6 \times (0.2 \times 0.9 \times 0) = 0.112
\]

Let \( e \) denote a partial instantiation (i.e., an assignment of values to some subset of the variables in the scope of \( S \)), which we call, with some abuse of terminology, evidence. We say that a variable \( X \) is mentioned in \( e \) if \( e \) assigns some value for \( X \). We can evaluate \( S \) at evidence \( e \) by extending the concept of consistency of a leaf node as follows: If \( X \) is not mentioned in \( e \) then any single-node network \( S \) with scope \( \{X\} \) is consistent with \( e \). That means that all leaf nodes associated with indicator variables \( \lambda_{i,k} \) where \( X_i \) is not mentioned in \( e \) will evaluate to 1. For example, the SPN in Fig. 1 evaluates at \( S(e) = 0.6 \) for \( e \) assigning \( X_0 = 0 \).

An SPN defines a probability distribution \( P_S(x) = S(x)/Z \), where \( Z = \sum_x S(x) \) is the normalization constant. We can thus compute marginal inferences of the form \( P_S(e) = \sum_x S(x)/Z \), where the sum is over the (complete) instantiations that agree on the assignments set by the evidence. That computation is in general intractable as the sum involves an exponential number of terms. Poon and Domingos [1] showed that the following conditions ensure that marginal inference is tractable:

**Completeness:** The children of a sum node have identical scope.

**Decomposition:** The children of a product node have disjoint scopes.

**Normalization:** The sum of the weights of arcs leaving a sum node is one.

The SPN in Fig. 1 is complete, decomposable, and normalized. Completeness ensures that sum nodes define a mixture distribution of the (distributions defined by the) child sub-networks, which allow for efficient marginalization. Similarly, decomposition ensures that the scopes of the sub-SPNs at the children of product nodes are independent, and thus that their joint probability factorizes (which also enables efficient marginalization). Finally, normalization ensures that the nor-
malization constant $Z = 1$. This is not necessary for efficient marginal inference, as in (non-normalized) decomposable and complete SPNs we can compute $Z$ by setting $S(e) = 1$ with an empty evidence $e$. Normalization however allows us to ignore the normalization constant; moreover, any network can be efficiently manipulated so as to become normalized while defining the same probability distribution [33], and learned networks are often normalized. For normalized, complete and decomposable SPN $S$, it follows:

$$P_S(e) = \sum_{x \sim e} P_S(x) = S(e).$$

Hence, marginal inference can be computed in linear time in (normalized) complete and decomposable SPNs, by propagating values from the leaves towards the root (or by a recursive algorithm that memoizes computed values). Conditional marginal probabilities $P_S(q|e)$ can also be computed efficiently by computing numerator (i.e., $P_S(q)$) and denominator (i.e., $P_S(e)$) then outputting their ratio. For the rest of this paper, we assume that SPNs are complete, decomposable and normalized.

The support of an SPN $S$ is the set of instantiations that are evaluated to positive values: $\{x \in \text{val}(X) : S(x) > 0\}$. As we discuss later, in order to ensure that MAP inferences can be computed in linear time, we also impose the following additional property [16]:

**Selectivity:** For each sum node $i$, the support of any two sub-SPNs $S^i$ and $S^{i'}$, with $j, j' \in \text{ch}(i)$, $j \neq j'$, is disjoint.

Selectivity implies that for any instantiation $x$ and sum node $i$ that $S^i(x) = w_{ij}S^{i'}(x)$ for some $j \in \text{ch}(i)$. Unlike completeness and decomposition, selectivity is a property of the evaluation of the model rather than of its graph. To our knowledge there is not efficient procedure to deciding whether a given SPN is selective. However, typical selective SPNs often satisfy certain structural properties that ensure that the network is selective irrespective of the choice of weights; such structures can be tested efficiently. For example, one way to build a selective SPN is by decomposing a variable: take an $m$-ary variable $X_0$ and $m$ selective SPNs $S^1, \ldots, S^m$ whose scopes do not contain $X_0$, and create $S = \sum_{j=1}^{m} \lambda_{0,j} \times S^j$ (i.e., $S$ is a sum node whose children are product nodes, each multiplying an indicator $\lambda_{0,j}$ and $S^j$). The SPN in Fig. 1 is obtained in that way for variable $X_0$ (hence it is selective).

Given an instantiation $x$ we say that a node $i$ of an SPN $S$ is active if $S^i(x) > 0$. If the network is selective then at most one child of each sum node is active for any complete instantiation. The calculation tree $T_S(x)$ of a selective SPN $S$ is the SPN induced by the subgraph of active nodes for $x$ that are connected to the root. Due to the decomposition property, the calculation tree of a selective SPN is a tree, hence justifying its name [16, Lemma 1]. In this case, we have that:

$$T_S(x) = \prod_{i \rightarrow j \in T_S(x)} w_{ij}.$$  

In Fig. 1, the sub-SPN induced by the highlighted arcs represent the calculation tree for $X_0 = X_1 = X_2 = 0$, and $T(0, 0, 0) = 0.6 \times 0.8 \times 0.9 = 0.432$.

### 3.1. Learning selective sum-product networks

Given a DAG satisfying decomposability and completeness, finding a configuration for the weights that maximizes a score function (e.g., penalized loglikelihood or BIC) does not admit closed formula and one usually resorts to numerical methods (e.g. Expectation-Maximization or gradient descent) to find good approximations. This makes strategies for structural learning by search-and-score, which are popular for e.g. Bayesian networks, inefficient for SPNs. One of appealing properties of selective SPNs is that they allow for closed-form learning of the weights, thus enabling search-and-score approaches.

Given a dataset $D$ of i.i.d. instantiations $x \in \text{val}(X)$, Equation (1) allows us to use the Multinomial-Dirichlet Bayesian estimator for the weights of a fixed-structure selective SPN $S$ by

$$w_{ij} = \frac{N_{ij} + s_j}{N_i + s},$$

where $N_k = |\{x \in D : k \in T_S(x)\}|$ is the number of calculation trees containing node $k$ and $s = \sum s_j$. Note that the estimator above is equivalent to a smoothed Maximum Likelihood Estimator (MLE) of the distribution $w_l = (w_{ij})_{j \in \text{ch}(i)}$.

Inspired by structure learning of standard probabilistic graphical models [13] and Equation (2), Peharz et al. [16] proposed learning selective SPNs by maximizing a penalized log-likelihood function that discounts the size of the graph from the data log-likelihood. They developed an algorithm that learns selective SPNs by performing a greedy hill-climbing search in the space of structures that at each step apply operations of splitting or merging nodes that respect selectivity. The split operation, for example, grows a network by decomposition a sum node at some variable, as we discussed earlier. Importantly, the selective SPNs learned with their algorithm are Sum-Product Trees.

More recently, Liang et al. [34] developed an algorithm for structure learning of Probabilistic Sentential Decision Diagrams (PSDDs). Their algorithm also performs local modifications to the network that improve the test-set penalized log-likelihood. Unlike the algorithm of Peharz et al. their algorithm for learning PSDDs learns structures where internal nodes may have
multiple parents. Their approach also builds mixtures of PSDDs (which are no longer selective), optimized via Expectation-Maximization. They showed state-of-the-art performance according to test-set likelihood in benchmarks when learning ensembles of PSDDs.

3.2. Maximum-a-posteriori inference

Recall that a normalized SPN $S$ induces a probability measure $P_S$ over the domain of its scope. Thus, given an SPN $S$ with scope $X \cup E$, $X \cap E = \emptyset$, and evidence $e \in \text{val}(E)$, we define the set of MAP instantiations as:

$$x^* \in \arg \max_{x \in \text{val}(X)} P_S(x|e) = \arg \max_{x \in \text{val}(X)} S(x, e).$$

Although MAP inference is NP-hard in SPNs even when restricted to binary variables and height-two networks [15,35–37], the problem is solvable in linear time in the size of the network for Selective SPNs by the simple Max-Product algorithm [16,37], which we now review.

Fix a set $X$ whose variables we want to maximize and some evidence $e$. Recall that a leaf node is consistent with evidence $e$ if its scope is not mentioned in the evidence (which in this case implies that it is maximizing variable) or if its associated indicator variable is consistent with the evidence. The Max-Product algorithm consists in visiting the nodes in reverse topological order (i.e., from the leaves towards the root), and for each node $i$ computing the value:

$$\text{MAP}^i = \begin{cases} 
1 & \text{if } i \text{ is a consistent leaf node,} \\
0 & \text{if } i \text{ is an inconsistent leaf node,} \\
\prod_{j \in \text{chi}(i)} \text{MAP}^j & \text{if } i \text{ is a product node,} \\
\max_{j \in \text{chi}(i)} w_{ij} \text{MAP}^j & \text{if } i \text{ is a sum node.}
\end{cases}$$

A corresponding MAP instantiation is obtained by backtracking the solutions of the maximizations from the root toward the leaves, breaking ties arbitrarily. The correctness of the algorithms follows from Equation (1), as a MAP instantiation is obtained by maximizing over calculation trees. The calculation tree in Fig. 1 contains the arcs selected by the Max-Product algorithm when backtracking from the root (i.e., it contains the arguments of the maximizations at sum nodes) with $X = \{X_0, X_1, X_2\}$. One can verify that the value of $\text{MAP}^r = 0.432$, where $r$ is the root node of the SPN.

4. Credal sum-product networks

A Credal Sum-Product Network (CSPN) is a set of complete, decomposable and normalized SPNs which all share the same network structure [28]. A CSPN induces a credal set [38] over the scope of its networks, that is, a set of probability distributions. In this work we consider only CSPNs with interval-valued weights, that is, CSPNs of the form:

$$\left\{ S_w : w_{ij} \leq w_{ij} \leq W_{ij}, \sum_{j \in \text{chi}(i)} w_{ij} = 1, \text{ sum node } i \right\},$$

where $0 \leq w_{ij} \leq W_{ij} \leq 1$. For convenience, we assume that the intervals are reachable, that is, that for each sum node $i$ and child $j$, we have $W_{ij} \leq 1 - \sum_{j \neq j} w_{ij}$ and $W_{ij} \geq 1 - \sum_{j \neq j} w_{ij}$. This simply enforces that these intervals are tight, in the sense that there exist mass functions $w_{ij}$ that are attained at the bounds [39]. While the algorithm we devise could be extended to cope with CSPNs where weights vary inside a local polytope, as we will soon discuss, interval-valued weight CSPNs are adequate for robustness analysis of SPNs and facilitate the presentation of the algorithms. We say that a CSPN is selective if all of its SPNs $S_w$ are selective. An example of a selective credal Sum-Product Tree is shown in Fig. 2.

Mauá et al. [28] proposed CSPNs to formalize the sensitivity analysis of SPNs, as well as offer greater flexibility and robustness for decision-making with such models. They devised efficient algorithms for basic inferences with such models, with a focus on single-variable inferences (e.g. conditional upper and lower expectations of a single variable and credal classification of a single variable). Notably, they developed a polynomial-time algorithm to compute the lower probability of a given evidence $e$ induced by a CSPN $\{S_w, w \in C\}$:

$$\min_{S} P_S(e) = \min_{w} S_w(e).$$

As the algorithm we devise later on makes use of such computations, we now revise their algorithm.
The algorithm visits nodes in topological reverse order and evaluates the following expression at each node $i$:

$$L^i(e) = \begin{cases} 1 & \text{if } i \text{ is a consistent leaf node}, \\ 0 & \text{if } i \text{ is an inconsistent leaf node}, \\ \prod_j L^j(e) & \text{if } i \text{ is a product node}, \\ \min_{\mathbf{w}_i} \sum_{j \in \text{ch}(i)} w_{ij} L^j(e) & \text{if } i \text{ is a sum node}. \end{cases} \quad (6)$$

The desired value is obtained at the root $r$ of the network, that is, $L^r(e) = \min_{\mathbf{w}} \mathcal{S}_\mathbf{w}(e)$. Since we assumed that CSPNs are defined by interval-valued weights $[\mathbf{w}_{ij}, \mathbf{w}_{ij}]$, the optimization in the computation of $L^i$ for a sum node $i$ (i.e., the last expression above) can be performed in $O(m \log m)$ time, where $m = |\text{ch}(i)|$, as it can be reduced to a continuous knapsack problem.\footnote{Alternatively, the result follows from the optimization being the Choquet integral of the 2-monotone capacity defined by the lower envelope of the credal set of $\mathbf{w}_i$.} Moreover, for the special case of selective CSPNs with a complete instantiation $e$, the sum reduces to a single term (as the other terms evaluate to zero), so we obtain $L^r(e) = \max_{j \in \text{ch}(i)} w_{ij} L^j(e)$, where the maximizer is the (single) active child $j \in \text{ch}(i)$. Hence, for selective CSPNs and complete evidence $e$ the algorithm operates in time linear in the size of the network (which includes the bounds for each weight $w_{ij}$).

Fig. 3 shows the values of lower probability computed by the algorithm for the CSPN in Fig. 2 and evidence $e = \{X_1 = 0, X_2 = 0\}$; each node $i$ is assigned the value $L^i(e)$. As before, some leaves appear duplicated to avoid clutter. The algorithm outputs $L^r(e) = 0.27216 \approx 0.27$.

4.1. Credal sum-product networks for robustness analysis

A common approach to analyze the robustness of an inference performed with a (precise) model is by comparing it against similar inferences produced by the models built "around” the analyzed model [40]. We can obtain a CSPN "around” a reference SPN $\mathcal{S}_\mathbf{w}$ by independently perturbing the weight mass functions $\mathbf{w}_i$ of each sum node $i$ by a value $\epsilon_i \in (0, 1)$:

$$\mathcal{S}_\mathbf{w}: (1 - \epsilon_i) \mathbf{w}_{ij} \leq w_{ij} \leq (1 - \epsilon_i) \mathbf{w}_{ij} + \epsilon_i, \quad \sum_{j \in \text{ch}(i)} w_{ij} = 1, \text{ sum node } i. \quad (7)$$

Fig. 2. Selective Credal Sum-Product Tree obtained by 0.1-contamination of the SPN in Fig. 1.

Fig. 3. Computation of the lower probability of $e = \{X_1 = 0, X_2 = 0\}$ for the CSPN in Fig. 2.
If all $\epsilon_i = \epsilon$ in the equation above, we say that the CSPN was obtained by $\epsilon$-contamination of the SPN $S_w$. According to Equation (2), the amount of data used to estimate a parameter $w_{ij}$ in a selective SPN decreases with the depth of the node $i$. Yet CSPNs obtained by $\epsilon$-contamination assign the same amount of imprecision $\epsilon$ to each mass function $w_i$ associated to a sum node $i$ irrespective of its depth. A principled way of allowing the imprecision to account for the amount of data used to learn a parameter $w_{ij}$ is by using the Imprecise Dirichlet Model (IDM) [41], which amounts to assuming a Multinomial-Dirichlet estimate of weights with the concentration parameters $s_j \geq 0$, $s = \sum_j s_j$ of the Dirichlet prior varying inside a probability simplex:

$$w_{ij} \in \left[ \frac{N_j + s}{N_i + s}, \frac{N_j + s}{N_i + s} \right]$$,

where $N_k$ denotes the number of computation trees that contain node $k$ when evaluated at the (complete) instances of the dataset, and $s > 0$ determines the amount of imprecision. Note that the (smoothed) MLE (Eq. (2)) lies inside the above interval.

5. Robustness of maximum-a-posteriori inferences in sum-product networks

In this work, we consider a MAP configuration $x^\ast$ robust with respect to a CSPN $\{S_w : w \in C\}$ and evidence $e$ if $x^\ast$ is the single maximizer of each SPN $S_w$ in the credal set, that is, if:

$$\max_{x \neq x^\ast} \max_{w \in C} \frac{S_w(x,e)}{S_w(x^\ast,e)} < 1.$$  \hspace{1cm} (9)

Note that for SPNs (i.e., when $C$ is a singleton) the problem reduces to deciding if there not exists an instantiation $x \neq x^\ast$ such that $S(x,e) \geq S(x^\ast,e)$. Bodlaender et al. [42] showed that the complementary problem (i.e., deciding if there is such an instantiation) is NP-hard for Bayesian networks; one can adapt their proof using ideas from [15] to show that deciding if an arbitrary instance $x^\ast$ is robust is NP-hard. The following theorem strengthens that result for the case when $x^\ast$ is a MAP configuration (and also provides a direct proof):

**Theorem 1.** Deciding if a MAP configuration $x^\ast$ is robust w.r.t. a CSPN $\{S_w : w \in C\}$ is $\text{coNP}$-complete, even if $C$ is a singleton.

**Proof.** Membership is trivial: an instance $x$ and a configuration $w$ for which $S_w(x,e) \geq S_w(x^\ast,e)$ is a certificate that the problem instance is not in the language.

We show hardness by reducing a NP-hard problem: deciding if an instantiation is not robust. Thus consider the NP-complete problem of deciding whether a 3-CNF Boolean formula $\phi$ over variables $X_1, \ldots, X_n$ is satisfiable. Without loss of generality, assume that $\phi$ has at least one positive literal and one negative literal (otherwise the formula is trivially satisfiable). Construct an assignment $x^\ast_1, \ldots, x^\ast_n$ that does not satisfy $\phi$; such an assignment can be obtained by taking any clause, negating its literals (so as to not satisfy it) and then extending it with any assignment to the remaining variables. Assemble an SPN as follows. For each clause $\psi$ in $\phi$, construct a subnetwork $S_\psi$ that encodes each of the 7 satisfying assignments of that clause as a product of indicator variables, and such that $S_\psi$ is selective and evaluates to 1/7 iff the corresponding assignment satisfies the clause. Fig. 4 shows an example of such a network. To extend the scope of the subnetwork to all the variables, create a product node with $S_{\phi}$ as one child and indicator variables of the remaining variables at the configuration different than $x^\ast$ (e.g., if $X_i$ does not appear in $\psi$ and $x^\ast_i = 1$ then connect the product node to $\lambda_{i,0}$). Call this network $S_\phi^\ast$; we have that $S_\phi^\ast(x) = 1/7$ if $x$ satisfies $\psi$ and $x \neq x^\ast$, otherwise $S_\phi^\ast(x) = 0$. Now connect all subnetworks $S_\phi^\ast$ via a sum node with edge weights 1/m where m is the number of clauses. Call this network $S_{\phi}$. It follows that $S_{\phi}(x) = 1/7$ iff $\phi$ is satisfied by the corresponding assignment $x$. Now build a network $S$ with a sum node that has $S_{\phi}$ as one child, with an edge weight 7/8, and subnetwork $S_\phi$ that encodes the assignment $x^\ast_1, \ldots, x^\ast_n$ as the other child (with edge weight 1/8); the latter subnetwork is simply a product node connected to indicator variables $\lambda_{i,x^\ast_i}$. First note that $S(x^\ast) = 1/8$: as $S_\phi^\ast(x^\ast) = 0$. Also, for any $x$ whose corresponding assignment satisfies $\phi$, we have that $S(x) = 1/8$. Thus, the instantiation $x^\ast$ is not robust (i.e., it is not the unique maximizer of $S$) iff $\phi$ is satisfiable. This proves that deciding if a (MAP) instantiation is robust is $\text{coNP}$-hard. $\square$
The previous result justifies our focus on selective CSPNs.

Before formulating an algorithm for deciding robustness of MAP inference in selective SPNs, let us consider the simpler problem of computing the MAP instantiation with the maximum upper joint probability over the set of SPNs in a CSPN. This will be used as a subroutine to verify robustness later. Thus consider a selective CSPN \( |S_w: w_j \leq w_i \leq \overline{w}_j| \) and evidence \( e \) for all variables outside \( X \). We are interested in computing:

\[
\max_{x} \max_{w} S_w(x, e).
\]

Call a leaf node of the network a MAP leaf if its scope is in \( X \), otherwise call it an evidence leaf. Recall that we call a leaf node consistent if it is a MAP leaf or if its an evidence leaf whose indicator variable is consistent with the evidence. We can compute the above maximum upper probability of a configuration by traversing the network in reverse topological order, calculating at each node \( i \):

\[
M^i = \begin{cases} 
1 & \text{if } i \text{ is a consistent leaf node}, \\
0 & \text{if } i \text{ is an inconsistent leaf node}, \\
\prod_{j \in \text{ch}(i)} M^j & \text{if } i \text{ is a product node}, \\
\max_{j \in \text{ch}(i)} \overline{w}_{ij} M^j & \text{if } i \text{ is a sum node}.
\end{cases}
\]

Note the algorithm is equivalent to performing Max-Product in the (non-normalized) SPN where weights are fixed at their upper bounds. Fig. 5 shows a computation of the values \( M^i \) for the CSPN in Fig. 2 and evidence \( e = [X_2 = 0] \).

The soundness and complexity of the algorithm are given by the following result.

**Theorem 2.** Consider a selective CSPN \( |S_w: w \in C| \) with root \( r \). Then \( M^r \) computes \( \max_{x} \max_{w} S_w(x) \) in time linear in the input size.

**Proof.** We prove correctness by induction in the height \( h \) of \( S \). The base case for \( h = 0 \) is immediate, as it consists of a leaf node which is maximized by setting the associated indicator to one, for the case of MAP leafs, or simply evaluated at the evidence. Assume that the inductive hypothesis is valid for networks of height \( h \geq 0 \) or smaller, and consider a network of height \( h + 1 \) whose root is \( i \). Recall that in a selective CSPN, at most one child \( j \) of a sum node satisfies \( S_{w_j}(x, e) > 0 \) for each instantiation \( x \) for any choice of \( w \). Hence, we can partition the set of instantiations \( x \in \text{val}(X) \) into the disjoint sets \( X_j \) for which \( \max_{w} S_{w_j}(x, e) > 0 \). Thus if \( i \) is a sum node then

\[
\max_{x \in \text{val}(X)} \max_{w} S_{w_j}(x, e) = \max_{j \in \text{ch}(i)} \max_{x \in X_j} \max_{w} w_{ij} S_{w_j}(x, e)
\]

\[
= \max_{j \in \text{ch}(i)} \max_{w} w_{ij} \max_{x} S_{w_j}(x, e)
\]

\[
= \max_{j \in \text{ch}(i)} \overline{w}_{ij} M^j = M^i.
\]

Note that the weights \( w_j \) can be optimized independently because the maximization over \( X \) selects a circuit tree, where each edge/weight of the network appears at most once.
The diagram in Fig. 6 represents the simulation of the algorithm for the root $x^* = \{X_0 = 1\}$ and evidence $e = \{X_1 = 1, X_2 = 0\}$ with respect to the CSPN in Fig. 2. The figure displays the values of $V^i$ for the corresponding nodes computed using Equation (11) (note that $V^i$ is computed only for nodes in the circuit tree of $x^*, e$). The MAP instance is considered not robust because $V^i = U^i = 0.62 \times 0.25 / (0.38 \times 0.34) \approx 1.2 > 1$.

The following result states the soundness and the complexity of the algorithm for Sum-Product Trees.

**Theorem 3.** Consider a selective CSPN $\{S_w : w \in C\}$ containing Sum-Product Trees with root $r$. Then $V^i$ computes

$$\max_x \max_w \left( \frac{S_w(x)}{S_w(x^*, e)} \right)$$

in time linear in the size of the input.

**Proof.** We prove that the algorithm is correct by induction in the height $h$ of $S$. The base case for $h = 0$ is immediate. So assume that the inductive hypothesis is valid for networks of height $h \geq 0$ or smaller, and consider a network of height...
h + 1 whose root is i. Assume that i is a sum node. The tree shape of the network implies that the weights \( w_j \) that appear in a sub-network \( S^j \), \( j \in \text{ch}(i) \), do not appear in any other sub-network \( S^{j'} \), \( j' \in \text{ch}(i) \), \( j' \neq j \). Denote by \( X_j \) the subset of \( \text{val}(X) \) for which \( S^j(x, e) > 0 \) as in the proof of Theorem 2. We have that

\[
\max_{x} \max_{w} \frac{S_w(x, e)}{S_w(x^*, e)} = \max_{j \in \text{ch}(i)} \max_{w} \frac{w_{ij} \max_{x \in X_j} S^j_w(x, e)}{w_{ik} S^k_w(x^*, e)},
\]

where \( k \) is the child of \( i \) for which \( S^k(x^*, e) > 0 \). For \( j = k \) it follows that

\[
\max_{w} \frac{w_{ij} \max_{x \in X_j} S^j_w(x, e)}{w_{ik} S^k_w(x^*, e)} = \max_{x} \max_{w} \frac{S^k_w(x, e)}{S^k_w(x^*, e)} = V^k.
\]

For \( j \neq k \), \( w_j \) and \( w_k \) can be optimized independently, as the network is a Sum-Product Tree. Hence,

\[
\max_{j \in \text{ch}(i)} \max_{w} \frac{w_{ij} \max_{x \in X_j} S^j_w(x, e)}{w_{ik} S^k_w(x^*, e)} = \max_{j \in \text{ch}(i)} \frac{w_{ij} \max_{w} S^j_w(x, e)}{w_{ik} \min_{w} S^k_w(x^*, e)}
= \max_{j \in \text{ch}(i)} \frac{w_{ij} M^j}{w_{ik} L^j(x^*, e)} = U^i.
\]

Assume now that \( i \) is a product node; then

\[
\max_{x} \max_{w} \left( \prod_j S^j_w(x) / \prod_j S^j_w(x^*) \right) = \max_{x} \prod_{j \in \text{ch}(i)} S^j_w(x, e) \prod_j S^j_w(x^*, e)
= \prod_j \max_{x} \max_{w} S^j_w(x, e) \prod_j S^j_w(x^*, e)
= \prod_j V^j = V^i.
\]

This proves soundness of the algorithm. To prove its complexity, first note that computing \( M^i \) and \( L^i \) takes linear effort. Also, computing \( V^i \) for a node \( i \) with the values of the children pre-computed and stored takes at most linear time in the number of children and in the representation of the intervals. Hence, the total cost of the computation is linear in the size of input. □

The complexity of verifying robustness in selective credal Sum-Product Trees is in the same order as the complexity of computing MAP inference in selective SPNs, so that the additional robustness check can be included in any application using SPNs to produced MAP inference with little overhead. The complexity of deciding robustness for multiply-connected selective CSPNs remains an open question.

A final note: we have defined robustness in Equation (9) as a maximization over instances \( x \neq x^* \). The algorithm defined by Equations (11) however maximizes over the entire space \( \text{val}(X) \), which includes \( x^* \). That means that the algorithm will always output a value \( V^r \geq 1 \). For the case of \( V^r > 1 \), we have that the maximization is attained at \( x \neq x^* \), so no robustness is verified according to Equation (9) as well. When the algorithm outputs \( V^r = 1 \) we can still verify robustness by the same criterion by backtracking the subtrees used in the computation of \( V^r \) and verifying if \( V^r \neq U^r \) in some node. That is, if \( V^r = U^r \), we backtrack the edge selected in the maximization of \( U^r \), otherwise we backtrack the edge \( k \). If at any point we reach an inner node where \( V^r > U^r \), then the MAP instantiation is robust. The pseudo-code in Fig. 7 shows the entire procedure for verifying robustness.

To see an example of robustness being decided when \( V^r = 1 \), consider the computation of \( V^r \) for \( x^* = \{X_0 = 0, X_1 = 0\} \) and evidence \( e = \{X_2 = 0\} \) with respect to the CSPN in Fig. 2. The diagram in Fig. 8 shows the values of \( V^r \) for each node, and highlights the edges in the circuit tree of the MAP instantiation. The MAP instance is considered robust because \( V^r = 1 \) and \( U^r = (0.46 \pm 0.34)/(0.54 \pm 0.58) < 1 \).

6. Experiments

We evaluate the ability of our proposed method to distinguish between robust and non-robust MAP inferences in two different tasks. The first task consists in learning a probabilistic model from complete data and then using that model to complete the missing values in the test data by maximizing the joint probability value of each instance (this is known as data imputation in the literature). We let \( X \) be the missing part and \( e \) the non-missing part. The second task considers
Fig. 7. Verifying Robustness of MAP instantiations in SPNs.

Fig. 8. Simulation of our algorithm for robustness analysis of the MAP configuration \( x^* = \{X_0 = 0, X_1 = 0\} \) for evidence \( e = \{X_2 = 0\} \) with respect to the CSPN in Fig. 2. The nodes are assigned the values \( V^i \) when they are computed.

multilabel classification, which extends standard classification by allowing each object be assigned multiple labels. This task can be solved by representing the presence/absence of labels as a binary vector \( x \), which can be predicted by a probabilistic model given features \( e \).

6.1. Experimental set-up

For either task, we learn selective Sum-Product Trees using the algorithm by Peharz et al. [16]. The weights of the networks are obtained by smoothed MLE (see Equation (2)) using a smoothing factor selected maximizing the validation set likelihood. We then obtain CSPNs either by \( \epsilon \)-contamination or by the Imprecise Dirichlet Model over the smoothed counts by fixing the level of imprecision \( \epsilon \) or \( s \) (more on that later). We use the CSPNs to classify each MAP inference drawn with the (precise) SPN into either robust or non-robust, and we compare the performance of robust and non-robust instances. We expect to observe the performance (e.g. classification accuracy) of deemed robust instances to be higher than that of deemed non-robust instances, indicating that our approach provides useful information about the robustness of MAP inferences. We also compare our methods against a baseline robust analysis that computes the difference between the probability of the MAP instantiation and the second-best MAP instantiation (i.e., the second most probable configuration consistent with evidence). An instance is considered robust in this scheme if the probability difference is greater than a given threshold. We obtain the second-best MAP by running Max-Product several times, each time fixing one variable at a value different than the selected value in the MAP instantiation. All three approaches rely on one parameter: the imprecision \( \epsilon \) or \( s \) for the CSPN-based approaches and the difference in probability threshold for the SPN-based method that compares best and second-best MAP instances. To align the decisions of the three approaches in a meaningful and consistent way we select values for the parameter so that a fixed percentage of the test instances is classified as robust. We then compare
the approaches as we vary that percentage. Ideally, we expect an increase in performance as we decrease the percentage of robust instances (thus being more conservative); in practice this also increases the variance of the performance estimator as the sample size is reduced. Therefore, one should take caution when observing trends in the curves for different approaches, especially when test sets are small.

6.2. Completion

We start with the completion task. To this end, we learned selective SPNs from four well-known datasets for density estimation [43], available at https://github.com/arranger1044/DEBD. The selected datasets and their characteristics appear in Table 1. As one can see from the table, the collection of datasets is diverse, with dimensionality and data sizes widely differing. The datasets are complete (i.e., have no missing values), are separated into training, validation and test parts, and had the variables been binarized. Thus no pre-processing was performed. We built completion tasks using the test examples by running MAP inference in the first 10, 8 or 9 of the variables (as they appear in the file) with the remaining variables given as evidence. We use the available training/validation/test partition in the datasets to respectively learn, select parameters, and evaluate the methods. We measure the performance of the completions either by the Hamming Score (HS) or by the Exact Match (EM) metric, as defined next.

The Hamming Score measures the percentage of correct value completions:

$$\text{HS} = \frac{1}{NL} \sum_{i=1}^{N} \sum_{j=1}^{L} \mathbb{I}(x_{i,j}^* = \hat{x}_{i,j}) ,$$

where $\mathbb{I}$ is the indicator function, $x_{i}^*$ is the MAP instantiation of the $i$-th example, $\hat{x}_{i}$ is the corresponding ground truth, $N$ is the number of instances and $L$ is the number of MAP variables (missing values in this case). This metric can be misleadingly high when the (marginal) distribution of values for most variables is very skewed. The density column in Table 1 shows the proportion of values ones in the dataset, computed as $\frac{1}{N} \sum_{i=1}^{N} \mathbb{I}(x_{i,j} = 1)$, where $N$ is the size of the dataset. Balanced datasets have density close to 0.5. Note how most of the datasets we use are unbalanced. A second issue is that HS is theoretically maximized by selecting for each variable, independently, the value that maximizes the conditional marginal probability given the evidence. When the MAP variables are highly correlated, a MAP instantiation can thus have relatively low marginal probability (hence low HS).

Exact match mitigates these issues by computing the percentage of perfect completions:

$$\text{EM} = \frac{1}{N} \sum_{i=1}^{N} \mathbb{I}(x_{i}^* = \hat{x}_{i}).$$

Exact match is often too strict, as a completion that misassigns the value of a single variable and one that misassigns values for all variables are scored equally. This leads to a high variance estimator, especially for small datasets and for large number of MAP variables. In sum, the two metrics help evaluating the completions from different perspectives.

Table 2 contains the number of parameters (weights) and the performance of the learned SPNs. Comparing that table and Table 1, we note that the SPN learned from DNA dataset is relatively large compared to its training data set size (i.e., it has nearly as many parameters as training instances), while NLTCS is relatively small. From Table 2 we also see that the EM value is very low for the Jester dataset, despite the relatively high value of HS. Hamming score on the hand is relatively high for all datasets, especially NLTCS.

Recall that we align the decisions (i.e., whether each instance is deemed robust or non-robust) of the three approaches by selecting, for each approach, the corresponding parameter value that leads to a certain percentage of instances being considered robust in the test set. This way each method is evaluated (using either HS or EM) on a sample of equal size, thus facilitating the comparison. Also, this is an effective procedure for selecting the parameter values in practice. We note that while aligning the methods facilitates visualizing the results, it also introduces bias, as parameters are selected using the test-set. That means that a very different proportion of instances is deemed robust by a configuration of parameter and approach if the test-set is not representative of the population. We expect this effect to be small for the datasets in Table 1, as the test sets are relatively large. The plots of performance versus percentage for each dataset are shown in Fig. 9.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Training</th>
<th>Test</th>
<th>#Evidence</th>
<th>#Query</th>
<th>Density</th>
</tr>
</thead>
<tbody>
<tr>
<td>DNA</td>
<td>1600</td>
<td>1186</td>
<td>170</td>
<td>10</td>
<td>0.253</td>
</tr>
<tr>
<td>Jester</td>
<td>9000</td>
<td>4116</td>
<td>90</td>
<td>10</td>
<td>0.608</td>
</tr>
<tr>
<td>NLTCS</td>
<td>16181</td>
<td>3236</td>
<td>8</td>
<td>8</td>
<td>0.332</td>
</tr>
<tr>
<td>MSNBC</td>
<td>291326</td>
<td>58265</td>
<td>9</td>
<td>8</td>
<td>0.166</td>
</tr>
</tbody>
</table>
Table 2
Size and performance of completions of the (precise) SPNs learned from the full training dataset.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>#Param.</th>
<th>Training/#Param.</th>
<th>Exact Match</th>
<th>Hamming Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>DNA</td>
<td>1038</td>
<td>1.54</td>
<td>0.013</td>
<td>0.609</td>
</tr>
<tr>
<td>Jester</td>
<td>3170</td>
<td>2.84</td>
<td>0.069</td>
<td>0.680</td>
</tr>
<tr>
<td>NLTCS</td>
<td>568</td>
<td>28.5</td>
<td>0.370</td>
<td>0.810</td>
</tr>
<tr>
<td>MSNBC</td>
<td>2816</td>
<td>103.5</td>
<td>0.247</td>
<td>0.783</td>
</tr>
</tbody>
</table>

Fig. 9. Test-set performance vs. proportion of robust instances for the completion task on SPNs learned from the full training set, and the AUC in parentheses next to each method in the legend. (For interpretation of the colors in the figure(s), the reader is referred to the web version of this article.)
The numbers next to the name of each method in the legends indicate the area under the corresponding curve (AUC), and measure the average performance of the approach.

As one can see from the plots, all three approaches are able to discriminate the more accurate instances, and the robustness parameters of each (ε, s or the probability difference threshold) are positively correlated with performance for any metric and dataset. Moreover, the increase in performance is monotone for all datasets but for MSNBC, where CSPN-based metrics oscillate, despite showing a positive trend. Recall that MSNBC has the highest ratio of training data and number of parameters, so one expects inferences with the corresponding SPN to be relatively more robust than with other datasets (especially, compared to DNA and Jester). No approach is strictly superior to any other: for any dataset and metric it is possible to select a percentage of robust/non-robust instance split that leads any of the approaches to outperform the others. On average, as measured by the areas under the curves, all methods perform similarly, with the baseline showing a slight advantage for all datasets, and IDM performing worse for all datasets/metric but for Jester/HM, where it ranks second. All methods perform perceptually identical on the DNA dataset; the performance of robust instances increases sharply as we decrease the percentage of robust instances (which is equivalent to increasing the values of parameters) until a plateau is reached where all methods become unable to further distinguish robust and non-robust instances. We conjecture that this is due to the structure of the corresponding learned SPN, which makes the value of the network heavily influenced by a few variables that are close to the root of the network, and very weakly affected by the other variables (so that a large number of instantiations obtain nearly identical probability values). Note that the two approaches (ours and the baseline) provide significantly different information: the baseline informs whether the MAP instantiation is considerably more probable than other instantiations for the distribution learned; our approaches inform whether that is so even when we severely perturb the model parameters (so they are more conservative). Combined, both approaches increase confidence in the model predictions more than each approach individually.

To investigate the effect of training data size in the quality of the robustness analysis, we repeated the experiments while subsampling the training sets. For each dataset, we generated 10 subsets containing a fixed percentage of the training dataset instances, learned an SPN from each training subset, and computed the median performance for all approaches (we also computed mean and standard deviation and the results were qualitatively similar). We used subsamples with 10% and 1% of the size of the original training dataset. Tables 3 and 4 show the characteristics and median performance of the learned networks for 10% and 1%, respectively, of training dataset size. The number of parameters and training data size/number of parameters ratio are averages over all the 10 SPNs learned with different subsamples of the training dataset for a fixed size. We observe that while the drop in the number of parameters follows the drop in the amount of training data, the ratio of training parameters and decreases by two or three times for most datasets. The sharpest decrease of that ratio is for the SPNs learned from subsamples of 1% of the Jester training datasets. This is followed by the sharpest decrease in performance for the EM metric in the completion task (a reduction of nearly a third). These results demonstrate the known ability of SPN structure learners to adapt the complexity of the model to the amount of available data, up to some minimum complexity given by the domain dimensionality. We also observe that the median performance of the learned SPNs from subsamples remains similar to the performance of the SPNs learned from the full training data when 10% of the data are used, and has a small decrease when 1% of the data are used. This suggests that these datasets are still relatively large and not very complex, and that SPNs are decent at capturing probabilistic relations even under small data scenarios.

We compare approaches as before (aligning median performances by percentage of robust instances on the test set). Figs. 10 and 11 show the results for subsamples with 10% and 1% of the training dataset, respectively. For any of the approaches, a small variation in the parameter caused all instances of the DNA test set to be deemed non-robust; we have thus omitted these results from the figures. The results with 10% of training data are qualitatively identical to the results with the full training dataset. The only notable difference is the more monotone curves for the CSPNs obtained by ε-contamination on the MSNBC datasets, which now follow very closely the curves of the baseline approach.
The results with 1% of training data are more interesting discussing. Perturbation-based approaches are expected to be more robust to regimes of severe data scarcity compared to the baseline. This is observed for the datasets Jester and NLTCS, where the probability difference baseline performs much poorly at discriminating robust and non-robust instances. Note that we stop computing the performance for roughly less than 30% of robust instances on Jester and NLTCS, as the dataset becomes too small. The IDM-based approach outperforms the other approaches in the Jester dataset, and both CSPN-based approaches are superior to the baseline on NLTCS. In the MSNBC datasets, the $\epsilon$-contamination approach was overall superior, especially with respect to EM. The average performance with respect to HS is comparable with the IDM-based method lagging slightly behind. In sum, these experiments suggest that CSPN-based approaches are competitive at identifying (non)robust inferences, and achieve a mild advantage in very small data scenarios.

6.3. Robustness of out-of-distribution instances

Due to various reasons, predictive models are often used in data whose distribution differs from that used in learning; one example is in detecting anomalies, concept drift or novelty. On top of that, instances might contain missing data. Imputing data by MAP inference has been shown to improve the accuracy of e.g. anomaly detectors [44]. Yet, one might expect that the accuracy of the learned model when applied to out-of-distribution instances is low; this might lead to statistically unsupported data imputations and consequently to non-robust decisions.

To evaluate the ability of CSPNs to discriminate between robust and non-robust completions under the presence of out-of-distribution instances, we learned an SPN from the Digits dataset [45], that contains pre-processed 8-by-8 binary images of handwritten digits (hence 64 binary variables). We selected that dataset as it has a small training dataset and allowed for the visual inspection and interpretation of the predictions. We use only images labeled as digit “five” (but we do not use
any variable to indicate the label) as training set. To simulate the presence of out-of-distribution instances, we assembled a test set containing 30 instances of the digit “five” (not in the training dataset) and 30 instances from the other digits (in equal percentage). We did not use the class variable (as it would assume a single value in our training dataset). For each test instance, we compute the MAP prediction of the 4-by-2 pixel red region in Fig. 12 given all remaining pixels as evidence (we selected that region as it is a highly informative for discriminating digits). Table 5 shows the characteristics and performance of the SPNs learned from the datasets. The first row displays results on the test set containing only the 30 instances of digit five, and the second row displays results on the test set containing also the out-of-distribution instances. We see from these numbers that training data is scarce, and that the presence of out-of-distribution instances decreases accuracy.

As before, we compare the robustness metrics for the MAP predictions using CSPNs obtained with $\epsilon$-contamination and the IDM against the baseline given by the difference between the most probable and the second most probable completions using the precise model.
The results are shown in Fig. 13. The top row shows the performance when the test set contains only instances of digit five (i.e., no outliers), and the bottom row shows the performance when the test set contains half of out-of-distribution instances.

From the plots of the test set performance without out-of-distribution instances, we see that the baseline fails at ranking instances with higher accuracy as more robust than instances with smaller accuracy; that is, the performance (EM or HS) highly oscillates and correlates poorly with the percentage of robust instances. The CSPN-based methods do not show the same oscillation. While these methods also fail at discriminating the more accurate instances, they show non-decreasing performance except when the fraction of robust instances falls below 25%. One possible explanation is that robustness of instances indeed correlates poorly with their accuracy in this test set. If this is the case, then the results can be interpreted as showing that the baseline finds spurious correlations and actually hurts overall accuracy if decisions are suspended based on that criterion, while the CSPN-based methods show no change in accuracy if decision is suspended except for the more extreme scenarios. Yet, there is no method that outperforms the others for any choice of percentage of robust instances, although the advantage of the CSPN-based methods spans a large part of the decision thresholds, and on average (as indicated by the areas under the curves).

Regarding the test set with out-of-distribution instances, we see that the performance of the CSPN-based methods increases monotonically as we act more conservatively and more decisions are suspended. The baseline shows a similar and greater improvement for the first quarter (i.e., when the number of robust instances is above 75%) then starts to correlate poorly with accuracy. Again, there is no method that is always superior. The CSPN-based methods obtain a higher average performance with respect to EM, while average performance with respect to HS is very similar (with the baseline being slightly superior).

To better investigate how out-of-distribution instances affect the ability to discriminate robust and non-robust instances, we computed for each instance of the test set a robustness index given by the maximum value of the parameter under which that instances are deemed robust for each of the approaches. Fig. 14 shows the completed test digits ordered by decreasing value of (normalized) robustness index. Numbers in blue indicate instances of digit five, and numbers in red indicate out-of-distribution instances.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>#Param</th>
<th>Training/#Param</th>
<th>Exact Match</th>
<th>Hamming Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Digit-5</td>
<td>190</td>
<td>0.695</td>
<td>0.200</td>
<td>0.800</td>
</tr>
<tr>
<td>All-Digits</td>
<td>190</td>
<td>0.695</td>
<td>0.133</td>
<td>0.725</td>
</tr>
</tbody>
</table>

Fig. 13. Test-set performance vs. proportion of robust instances for the completion task on the Digits dataset, and the AUC in parentheses next to the legend. Top: test set contains only instances of the digit 5. Bottom: test set contains half of the instances of the digit 5 and half of the instances of other digits.
We see from the figure that the robustness index obtained with CSPNs assigns for most of the completions of instances of digit five a higher score than for completions of out-of-distribution instances. The orderings produced with either $\epsilon$-contamination or IDM are qualitatively identical, and assign low robustness index to instances of digit five which are arguably more dissimilar from typical instances. The baseline using the precise model is less successful at discriminating out-of-distribution instances. It assigns high scores to several completions of out-of-distribution instances, including the three highest scored instances. These results are certainly preliminary, and should be further investigated in the future.
Table 6
Characteristics of Multi-Label Datasets: number of training instances, number of test instances, number of evidence variables, number of labels (L), label cardinality (LC) and label density (LD).

<table>
<thead>
<tr>
<th>Dataset</th>
<th>#Training</th>
<th>#Test</th>
<th>#Evidence</th>
<th>L</th>
<th>LC</th>
<th>LD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Arts</td>
<td>5389</td>
<td>1496</td>
<td>500</td>
<td>26</td>
<td>1.65</td>
<td>0.06</td>
</tr>
<tr>
<td>Business</td>
<td>8073</td>
<td>2244</td>
<td>500</td>
<td>30</td>
<td>1.6</td>
<td>0.05</td>
</tr>
<tr>
<td>CAL500</td>
<td>361</td>
<td>100</td>
<td>68</td>
<td>174</td>
<td>26.04</td>
<td>0.15</td>
</tr>
<tr>
<td>Emotions</td>
<td>426</td>
<td>119</td>
<td>72</td>
<td>6</td>
<td>1.87</td>
<td>0.31</td>
</tr>
<tr>
<td>Flags</td>
<td>140</td>
<td>38</td>
<td>19</td>
<td>7</td>
<td>3.39</td>
<td>0.48</td>
</tr>
<tr>
<td>Health</td>
<td>6626</td>
<td>1842</td>
<td>500</td>
<td>32</td>
<td>1.64</td>
<td>0.05</td>
</tr>
<tr>
<td>Human</td>
<td>2235</td>
<td>622</td>
<td>440</td>
<td>14</td>
<td>1.19</td>
<td>0.08</td>
</tr>
<tr>
<td>Plant</td>
<td>703</td>
<td>196</td>
<td>440</td>
<td>12</td>
<td>1.08</td>
<td>0.09</td>
</tr>
<tr>
<td>Scene</td>
<td>1734</td>
<td>480</td>
<td>294</td>
<td>6</td>
<td>1.07</td>
<td>0.18</td>
</tr>
<tr>
<td>Yeast</td>
<td>1739</td>
<td>484</td>
<td>103</td>
<td>14</td>
<td>4.24</td>
<td>0.30</td>
</tr>
</tbody>
</table>

6.4. Multilabel classification

In order to evaluate the approaches on tasks where the MAP variables are more meaningfully assigned, we performed a robustness analysis of multilabel classification on 10 benchmark datasets.\(^2\) Table 6 shows general characteristics of the datasets used: number of training instances, number of test instances \(N\), number of evidence variables \(M\), number of labels \(L\), label cardinality \(LC = \frac{1}{N} \sum_{j=1}^{L} \sum_{i=1}^{N} x_{ij} \hat{x}_{ij}\) and label density \(LD = \frac{1}{N} \sum_{j=1}^{L} \sum_{i=1}^{N} x_{ij} \hat{x}_{ij}\).

Multilabel classification consists assigning zero or more labels to an instance (as opposed to standard multiclass classification where each instance is assigned a single class label). As previously mentioned, we use a vector of binary variables \(X\) to represent the presence/absence of labels and run MAP inference to obtain a classification.

In addition to Exact Match, we also evaluate multilabel classifications by a metric commonly used in the multilabel classification literature \([47, 46]\), which rewards correctly predicted labels while discounting for incorrectly predicted ones. We name this metric Accuracy (Acc for short), and compute it as:

\[
Acc = \frac{1}{N} \sum_{i=1}^{N} \frac{\sum_{j=1}^{L} x_{ij} \hat{x}_{ij}}{\sum_{j=1}^{L} (x_{ij} + \hat{x}_{ij} - x_{ij} \hat{x}_{ij})},
\]

where again \(N\) is the test dataset size, \(x^*\) is the MAP inference and \(\hat{x}\) the true labels. We do not use Hamming Score, as it does not distinguish between correct predictions of presence and absence of labels, and leads to overoptimistic measures when the number of labels is high and label density is low.

Similar to the previous task, we select values for \(\epsilon, s\) and probability difference threshold so that roughly either 10% or 50% of instances are robust. The results for parameters selected so that 50% of instances are robust are summarized in Table 7. We omit the results of experiments with the CAL500 dataset, as all instances in this set contained more than one MAP instantiation and are therefore deemed non-robust by all methods. Numbers in boldface denote statistically significant superior performance according to a one-sided Welch t-test.

The results show that all three methods perform, on average, very similarly. Some notable exceptions appear for the Arts and Health datasets. In the Arts dataset, all methods perform worse on the set of robust instances, but the accuracy of robust instances is much lower for CSPN-based approaches. In the Health dataset, robust instances according to the \(\epsilon\)-contamination approach have statistically significant higher accuracy that the robust instances according to probability difference. Probability difference outperforms the other methods with respect to accuracy also in the Human dataset, but the difference is very small; the same phenomenon occurs (with CSPN-based methods outperforming probability difference) in the remaining datasets.

To better understand the lack of robustness as measured by each approach, we also compute the proportion of nonrobust instances where the true label configuration attests the nonrobustness of the MAP configuration. For the CSPN-based approaches, this is the case when

\[
\max_{w \in C} \left( \frac{S_w(\hat{x}, \epsilon)}{S_w(x^*, \epsilon)} \right) > 1.
\]

For the SPN-based approach, this happens if \(S(x^*, \epsilon) - S(\hat{x}, \epsilon)\) is smaller than the given threshold. The results are given in the column \(\epsilon\) GT of the Table. The numbers in parentheses next to the proportions give the corresponding rank (the highest

\(^2\) These datasets were used to build SPN-based classifiers in previous work \([46, 12]\), and were obtained from https://github.com/nicoladimauro/dcsn and http://ineka.sourceforge.net.
Table 7
Performance of multilabel classifications when about 50% of instances are robust.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Accuracy</th>
<th>Exact Match</th>
<th>&lt; GT (Rank)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Robust</td>
<td>~Robust</td>
<td>Robust</td>
</tr>
<tr>
<td>Arts</td>
<td>0.1</td>
<td>0.31</td>
<td>0.21</td>
</tr>
<tr>
<td></td>
<td>0.08</td>
<td>0.34</td>
<td>-0.26</td>
</tr>
<tr>
<td></td>
<td>0.19</td>
<td>0.33</td>
<td>-0.14</td>
</tr>
<tr>
<td>Business</td>
<td>0.76</td>
<td>0.6</td>
<td>0.16</td>
</tr>
<tr>
<td></td>
<td>0.78</td>
<td>0.61</td>
<td>0.17</td>
</tr>
<tr>
<td></td>
<td>0.77</td>
<td>0.65</td>
<td>0.12</td>
</tr>
<tr>
<td>Emotions</td>
<td>0.54</td>
<td>0.35</td>
<td>0.19</td>
</tr>
<tr>
<td></td>
<td>0.51</td>
<td>0.35</td>
<td>0.16</td>
</tr>
<tr>
<td></td>
<td>0.44</td>
<td>0.42</td>
<td>0.02</td>
</tr>
<tr>
<td>Flags</td>
<td>0.64</td>
<td>0.4</td>
<td>0.24</td>
</tr>
<tr>
<td></td>
<td>0.64</td>
<td>0.41</td>
<td>0.17</td>
</tr>
<tr>
<td></td>
<td>0.58</td>
<td>0.44</td>
<td>0.14</td>
</tr>
<tr>
<td>Health</td>
<td>0.65</td>
<td>0.46</td>
<td>0.19</td>
</tr>
<tr>
<td></td>
<td>0.61</td>
<td>0.49</td>
<td>0.12</td>
</tr>
<tr>
<td></td>
<td>0.63</td>
<td>0.48</td>
<td>0.15</td>
</tr>
<tr>
<td>Human</td>
<td>0.21</td>
<td>0.06</td>
<td>0.15</td>
</tr>
<tr>
<td></td>
<td>0.21</td>
<td>0.06</td>
<td>0.15</td>
</tr>
<tr>
<td></td>
<td>0.22</td>
<td>0.06</td>
<td>0.16</td>
</tr>
<tr>
<td>Plant</td>
<td>0.36</td>
<td>0.12</td>
<td>0.24</td>
</tr>
<tr>
<td></td>
<td>0.37</td>
<td>0.13</td>
<td>0.24</td>
</tr>
<tr>
<td></td>
<td>0.37</td>
<td>0.13</td>
<td>0.24</td>
</tr>
<tr>
<td>Scene</td>
<td>0.2</td>
<td>0.3</td>
<td>-0.3</td>
</tr>
<tr>
<td></td>
<td>0.25</td>
<td>0.38</td>
<td>-0.13</td>
</tr>
<tr>
<td></td>
<td>0.21</td>
<td>0.45</td>
<td>-0.24</td>
</tr>
<tr>
<td>Yeast</td>
<td>0.43</td>
<td>0.18</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td>0.43</td>
<td>0.18</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td>0.42</td>
<td>0.17</td>
<td>0.25</td>
</tr>
</tbody>
</table>

value is assigned the smaller rank). Arguably, we would like to maximize the cases where the ground truth (GT) labeling “dominate” the MAP inference for the nonrobust cases. According to the results, no method clearly outperforms the others. The mean ranks for these proportions for the ε-contamination, IDM and probability difference approaches are, respectively, 1.89, 1.75 and 2.22. That shows that CSPN-based approaches provide, in a sense, more justified decisions.

The results for about 10% of robust instances are shown in Table 8. The results are qualitatively the same. CSPNs obtained by ε-contamination now achieve the best performance in the Arts dataset, but CSPNs obtained with IDM still perform poorly. In the Health and Scene datasets, using the CSPNs-based approaches to determine robust instances leads to statistically significantly higher accuracy among these instances, as well as a larger difference with respect to the deemed non-robust instances. Regarding the proportion of nonrobust instances which are dominated by the true label for each method (last column), we see that rankings for each dataset change with respect to the 50% analysis, but overall remain qualitatively similar for all methods. Note however the case of the Plant dataset, where none of the instances considered nonrobust by the probability difference were dominated by the true label (while this happened for most of 50% of the instances with the CSPN based approaches). The mean ranking for ε-contamination, IDM and probability difference are, respectively, 2.22, 1.55 and 2.125. Thus for this more conservative scenario, on average, the probability difference provides as justifiable decision as ε-contamination; the IDM based approach however remains the lowest mean rank.

6.5. Discussion

Overall, our results suggest that a CSPN-based robustness analysis can be carried out efficiently, and provide useful information for the analyst. It very often helps in detecting the most accurate instances, and is more robust to small training datasets and the presence of outliers in the test-set than using the probability estimates of the model. We also note that CSPN-based analysis provides an additional information, and of a different sort. They show to what extent predictions are (in)sensitive to perturbations of the parameters; such perturbations can model distribution changes that might arise when a model is used in different scenarios or across a long time period.

7. Conclusion

Sum-Product Networks (SPNs) are deep probabilistic models, that have shown very promising results in several machine learning tasks. Selective SPNs are a subclass of those models that allows for tractable MAP inference with a small decrease in model accuracy. In this work, we developed a polynomial-time algorithm for robust analysis of MAP inference in tree-shaped selective SPNs. We showed that performing the same task in non-selective SPNs is coNP-hard, further justifying our requirement of selectivity. We evaluated our algorithms in two different tasks: completing missing values and performing multilabel classification. Our results show that the proposed algorithm is often better at discrimination of robust and non-
robust inferences than the standard approach based on the difference of probabilities, especially when data is scarce or the test set contains outliers (i.e., out-of-distribution instances). It also shows that our approaches can be used alongside standard approaches to provide additional information to the analyst with little computational overhead. Even though we have carried extensive experimentation, our empirical analysis is somewhat preliminary, and even more experiments are needed in the future to better identify cases where our approaches excel. We also left open the complexity of robustness analysis in multiply-connected SPNs.
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