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ABSTRACT
Much forensic inference based upon DNA evidence is made assuming that the Hardy-Weinberg equilib-

rium (HWE) is valid for the genetic loci being used. Several statistical tests to detect and measure deviation
from HWE have been devised, each having advantages and limitations. The limitations become more
obvious when testing for deviation within multiallelic DNA loci is attempted. Here we present an exact
test for HWE in the biallelic case, based on the ratio of weighted likelihoods under the null and alternative
hypotheses, the Bayes factor. This test does not depend on asymptotic results and minimizes a linear
combination of type I and type II errors. By ordering the sample space using the Bayes factor, we also
define a significance (evidence) index, P value, using the weighted likelihood under the null hypothesis.
We compare it to the conditional exact test for the case of sample size n 5 10. Using the idea under the
method of x2 partition, the test is used sequentially to test equilibrium in the multiple allele case and
then applied to two short tandem repeat loci, using a real Caucasian data bank, showing its usefulness.

ONE of the major uses of data from human multial- conditional test has a better performance. A problem
with this test is to define an order in the sample spacelelic DNA loci is forensic inference. Because of

the increasing use of variable number of tandem repeats to calculate the p value. In fact, this is the main difficulty
when dealing with high-dimension sample spaces (Kemp-(VNTR) and short tandem repeats (STR) loci, the im-

portance of the Hardy-Weinberg equilibrium (HWE) thorne and Folks 1971). In addition, Emigh (1980)
makes a useful comparison of the various equilibriumhas been reinforced (Devlin et al. 1991; Geisser and

Johnson 1992; Deka et al. 1995; Ayres and Balding tests.
In cases where the number of alleles per locus or the1998; Shoemaker et al. 1998) by being a useful assump-

tion in the analysis of DNA evidence, as used in human sample size is large, a technique to generate a Markov
chain is used. The objective is to estimate the p valuesidentification and paternity studies. The conclusions

reached by analyzing such evidence depend on the for the exact conditional test. For more details see Guo
and Thompson (1992) and Lazzeroni and Langeprobabilistic evaluation of them and this evaluation is
(1997). Today it is possible to perform the exact condi-simplified if HWE is shown to be valid.
tional test (or at least an approximation of it) underTo test the HWE, usually the x2 test, the conditional
any sample size.exact test, and the likelihood-ratio test are used. For

The x2 test is highly dependent on asymptotic results.a complete discussion on these procedures, including
In addition to being inefficient when the sample is insuf-some comparisons, see, for instance, Hernandez and
ficiently large, it may fail whenever there are categoriesWeir (1989), Guo and Thompson (1992), Maiste
(genotypes) of low expected frequencies. In the prob-(1993), Weir (1996), and Lazzeroni and Lange
lem we consider, these genotypes are present in large(1997). The conditional exact test is analogous to Fish-
numbers because of the inherent genetic structure ander’s exact test for contingency tables. There is a suffi-
so it is not unusual to find an allele that appears onlycient statistic, under the null hypothesis, that is consid-
once or twice in a database, even when there are aered to be known. Hence the p value is based on the
considerable total number (≈5000) of points.conditional probabilities of the sample points given the

Being a nonasymptotic test, the conditional exact testvalue of the statistic.
is, on the other hand, useful in cases where small sam-Maiste (1993) and Maiste and Weir (1995) con-
ples are dealt with. It depends on a multinomial distribu-trasted these tests and claimed to show that the exact
tion and requires the ranking of all the possible samples
with the same frequencies of alleles and same sample
size. However, this ranking of the possible samples is
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tic probabilities on the data points whose probabilities stance, if a and b are errors of the first and second
types, the test presented here minimizes a 1 bhad already been determined from conditioning. Recall

that, by conditioning, the sample space is severely re- (Degroot 1989). Thus for a fixed a, it maximizes
(1 2 b) 2 a and consequently also the power of theduced and the probabilities may be drastically increased.

Ayres and Balding (1998) propose a computational test.
methodology to estimate the inbreeding coefficient, We define the significance level of the test by ordering
which allows one to measure the deviation from HWE the sample space using the Bayes factor. The BF, follow-
under a model of inbreeding. Shoemaker et al. (1998) ing Good (1983), is the ratio of the weighted likelihood
describe a Bayesian methodology to study the indepen- under the null hypothesis and the weighted likelihood
dence between pairs of alleles in a given locus; in this under the alternative hypothesis. To compare two sam-
case, they consider the inbreeding coefficient and the ple points, s and t, we calculate the BF of these points.
disequilibrium coefficient (Hernandez and Weir 1989). The order of the sample points follows the order of the

The problem of estimating the allelic frequencies, BFs. After ordering the sample space, consider s as the
under the Bayesian perspective, was considered by sample observation. We define the P value as the sum
Gunel and Wearden (1995). Chow and Fong (1992) of the weighted likelihood under the null hypothesis
studied this same problem but as a particular case of over the set of points smaller or equal to s. The idea of
the simultaneous estimation of the related proportions. this Bayesian significance level is not new: it was sug-

The aim of this study is to develop an exact test on the gested by Kempthorne and Folks (1971). Note that
basis of the comparison between weighted likelihoods the significance level as such uses the whole sample
(Dickey and Lientz 1970) under the null and alterna- space in its calculus and then may not follow the likeli-
tive hypotheses. The ratio of these two functions is the hood principle (Royall 1997). Hence our P value may
Bayes factor (BF). A distribution of the BF under the not by considered a full Bayesian procedure. A full
null hypothesis defines a natural order in the sample Bayesian significance test for equilibrium and for con-
space. Therefore the test is exact and unconditional tingency tables can be found in Pereira and Stern
and does not depend on asymptotic results. In addition, (1999).
the test is desirable, in terms of decision theory, in that The significance level, the P value, takes into con-
it minimizes a linear combination of type I and type II sideration the alternative hypothesis in its calculus,
errors. The approach suggested by Barnard (1945) which controls the type II error. Recall that the Bayes
may be used to construct a non-Bayesian test that is factor is the ratio between the probabilities under the
unconditional and exact. In fact it considers suprema two hypotheses. Usually this is not considered for the
in the place of weighted averages. standard P value, which can cause problems such as re-

The weight used to calculate the weighted likelihoods jecting the null hypothesis even when, under the al-
under each of the hypotheses is based on the a priori ternative hypothesis, the observed sample has a lower
preferences, which are derived from the choice of an a probability (Pereira and Wechsler 1993).
priori distribution over the parametric space. The di- A program to compute our P value is available for
mension of the subspace defined by the hypothesis of the MatLab environment at the website http://www.ime.
HWE is smaller than that of the original parametric usp.br/zcpereira/signifpr.html.
space. Therefore, to calculate the weighted likelihood A more complex test environment where two loci are
under the null hypothesis, we use line integrals. In the considered simultaneously is presented by Devlin et al.
same manner, type I and type II errors are weighted (1996). A future useful project will be to construct a
average errors (Irony and Pereira 1995). In other Bayesian alternative test for this situation and extend it
words, suppose a1 and b1 are the errors associated with for more than two loci.
the Neyman-Pearson test of simple hypotheses H0, u 5 u0

vs. H1, u 5 u1, where u0 is a parametric element of the
equilibrium curve and u1 is outside the curve. Consider METHODS
now the set of all such pairs. The weighted errors for

To exemplify the use of the test (see Examples), datathe unconditional exact test are the weighted averages
from two STR loci were analyzed: D17S250 (Weber etof these Neyman-Pearson errors.
al. 1990) and MYC (Polymeropoulos et al. 1992). Ge-Usually, a test of hypothesis consists of comparing
nomic DNA was obtained from unrelated, predomi-the supremum of the likelihood in the subset of the
nantly Caucasian individuals undergoing paternity test-parameter space corresponding to the null hypothesis
ing nationwide by Genomic Engenharia Molecular Ltda.with the supremum in the whole parameter space. The
Alleles were amplified by PCR in the presence of [a-test presented in this article consists of comparing the
32P]dCTP, separated on DNA sequencing gels by elec-averages of the likelihoods of these sets. That is, instead
trophoresis, and visualized by autoradiography. Alleleof comparing suprema the test compares averages. The
sizing was done by running adjacent M13 sequencemost important property of the test is that it minimizes

linear combinations of the two kinds of errors. For in- ladders.
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Definition and presentation of the exact unconditional
test

Consider a single autosomal biallelic locus, compris-
ing alleles a1 and a2, which does not undergo mutation.
Let

(a1, a1), (a1, a2), (a2, a2)

be the genotypes at this locus, and we denote p1, p2,
and p3 as the respective proportions of these genotypic
classes in the population (p1 1 p2 1 p3 5 1). Let us
suppose that the system is codominant; that is, distinct
genotypic classes define distinct phenotypic classes. In
this way, in a sample of size n, the frequencies of mem-
bers in each class n1, n2, and n3, satisfying the condition
n1 1 n2 1 n3 5 n, can be observed.

In a panmictic population obeying Mendelian rules,
equilibrium is attained in one reproductive generation
and this assures the existence of a real number p [
(0, 1), such that the genotypic proportions satisfy the
relations

Figure 1.—The HWE curve. The complete parametric spacep1 5 p2, p2 5 2p(1 2 p), p3 5 (1 2 p)2. (1)
is shown by the shaded area and the Hardy-Weinberg equilib-
rium is represented by the curve.Hence, to decide as to the existence or not of equilib-

rium, it is necessary to test the null hypothesis H0, v 5
(p1, p2, p3) [ V0, where

V0 5 {(x1, x2, x3)|0 # x1 # 1; x2 5 2√x1(1 2 √x1); x35 (1 2 √x1)2},

g[v] 5 G3o
3

i51

ai4 p
3

i51

pai21
i

G[ai]
(3)against the alternative hypothesis H1, v [ V1 5 V 2

V0, where
is the function that defines the prior preferences of the

V 5 {(x1, x2, x3)|xi $ 0, i 5 1, 2, 3; o
3

j51

xj 5 1}. possible parameter points v 5 (p1, p2, p3). From the
Bayesian perspective, to choose this density is to choose

Consequently, the statistical problem of interest is the a conjugate prior since the posterior density will also
construction of a procedure to test the following two be a Dirichlet density with parameters (A1, A2, A3), where
alternative hypotheses, Ai 5 ai 1 ni, i 5 1, 2, or 3.

Considering now (3) as the weighing system, theH0: v [ V0 weighted likelihood average over V is given by
and

f1[d] 5
eV v[v|d]g[v]dv

eVg[v]dv
5 n!

G[R3
i51 ai]

G[R3
i51 Ai]

p
3

i51

G[Ai]
G[ai]

. (4)H1: v [ V1 5 V 2 V0,

where V, V0, and V1 are defined as above (see Figure
Also note that V0 is a line inside the simplex V and1).

hence the weighted likelihood average over V0 is theAssuming that the sample elements are obtained inde-
ratio of two line integrals as follows:pendently, by using a Bernoulli multivariate process,

prefixing the sample size n, and representing the data
f0[d] 5

eV v[v|d]g[v]dv

eV0
g[v]dv

(5)by d 5 (n1, n2, n3), we have that the likelihood function
is given by

5
n!2n2

p3
i51 ni!

e1
0(√1 2 3x(1 2 x))x 2A11A223(1 2 x)2A31A223dx

e1
0(√1 2 3x(1 2 x))x 2a11a223 (1 2 x)2a31a223dx

.v[v|d] 5 n!p
3

i51

pnii

ni!
, (2)

(6)
where v [ V.

Let us suppose that the a priori density over V is uniform.Let us represent the researcher prior preferences by
Thus, making ai 5 1 for i 5 1, 2, 3 in Equations 4a Dirichlet density function (see Wilks 1968) with pa-
and 6, this means that the exact values of the weightedrameter vector (a1, a2, a3), ai . 0. That is, if G[·] repre-

sents the Gamma function, likelihoods over V1 and V0 are given, respectively, by
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From Tables 2 and 3 it can be seen that the condi-
f1[d] 5

2
(n 1 1) (n 1 2)

(7) tional exact test is more conservative than the uncondi-
tional exact test. The unconditional test is observed to

and minimize the sum of the average of the two types of
errors. For a sample where (n1, n2, n3) 5 (1, 8, 1) the

f0[d] 5
n!2n2

p3
i51 ni!

e1
0(√1 2 3x(1 2 x))x 2n11n2(1 2 x)2n31n2 dx

e1
0√1 2 3x(1 2 x)dx

. unconditional exact test rejects the hypothesis of equi-
librium (P 5 0.036744 ≈ 0.04). Meanwhile the condi-
tional exact test will not reject this hypothesis (p 5 0.20).Consequently if we assume that a priori the two hypothe-
The p value of the conditional exact test can be ob-ses have equal probabilities, 0.5, we obtain
tained from the weighted likelihood ratios. For exam-
ple, let us fix the sample size at n 5 10 and supposeBF[d] 5 2n221 (n 1 2)!

p3
i51 ni!

e1
0√1 2 3x(1 2 x)x 2n11n2(1 2 x)2n31n2dx

e1
0√1 2 3x(1 2 x)dx

.
that the total number of observed elements that show

(8) the allele a1 is 9. That is, T 5 2n1 1 n2 5 9. To compute
the p value of the conditional exact test, it is enough toA test for the hypothesis of HWE consists of comparing
consider all possible sample points for which T 5 9. ToBF [d] with unity. In this case we have a test that minimizes
determine the conditional probability of a sample pointthe sum of the average of the two types of errors.
(n1, n2, n3) given that 2n1 1 n2 5 9 we have only toSometimes the exact calculation of Equation 8 is not
divide the BF obtained in this point by the sum of thefeasible and so it is useful to show approximations to its
BF of all points having T 5 9. With these probabilitiesdetermination. An approximation to Equation 8 (using
calculated we compute the p values in the usual manner,Taylor’s expansion) is given by
adding to the probability of each point all the smaller
ones. Table 4 illustrates this calculation. Note that col-

BF[d] 5
(n 1 2)!
n1!n2!n3!

(2n1 1 n2)!(2n3 1 n2)!2n221

(2n 1 1)!3 umn 4, which is equal to column 3, is the second column
divided by its sum.

In the general case, we maintain the sample size at3 35 2 12
(2n1 1 n2 1 1)(2n3 1 n2 1 1)

(2n 1 2)(2n 1 3) 4 .
n and the total number of observed elements that have
the allele a1 at T 5 t. Considering the statistic T defined
by T 5 2n1 1 n2, where n1 and n2 are random variablesNote that although we have no closed form for gen-
that denote the number of individuals observed in theeral Dirichlet priors, using Equations 5 and 6, and nu-
sample who have the genotype (a1, a1) and (a1, a2),merical integration, we can easily compute the Bayes
respectively, this means that for each d 5 (n1, n2, n3)factor for any choice of the prior parameters. In comput-
with 2n1 1 n2 5 t and R3

i51ni 5 n, whatever the valueing the P value using the program mentioned above for
of p at (0, 1), the conditional probability Pr[d|T 5 t] isgeneral Dirichlet priors, one needs only to adjust the
given by the equationdata input. Instead of inputing the vector (x1, x2, x3),

one must use (A1 2 1, A2 2 1, A3 2 1).
Pr[d|T 5 t] 5

BF[d]
Ru[DBF[u]

,In this discussion we emphasize the use of uniform
priors only for the purpose of a fair comparison with
the alternative classical methods. Recall that with the where
uniform prior, the posterior is the normalized likeli-

D 5 5u 5 (n1, n2, n3)|o
3

i51

ni 5 n and 2n1 1 n2 5 t6 .hood function. In the next section we provide a compar-
ison of this proposed test for HWE to the conditional
exact test. Note that the sample space for n 5 10 has a total of

66 sample points, in contrast to the conditional test,
where T 5 10, which considers only a sample set of 6Comparison between the unconditional and the
points: (0, 10, 0), (1, 8, 1), (2, 6, 2), (3, 4, 3), (4, 2, 4),conditional exact tests
and (5, 0, 5).

In this section we compare the exact unconditional
test proposed in the previous section to the traditional

Hierarchical sequential testing for multiple alleles
conditional exact test. Considering all possible samples
of size n 5 10, we calculate the P value for each of The ideal situation to build the significance test for

the multiallelic case would be to consider an orderingthese samples. To pinpoint the two different ways of
computing the probabilities, we refer to p value in the in the whole space. However, the dimensionality of the

parameter space is incredibly large. For instance, con-conditional test and to P value in the unconditional
one (see Pereira and Wechsler 1993). Table 1 lists sider a locus with 20 alleles. For this example, the param-

eter space will have dimension 210. Hence the numberthe BF and the P values. Tables 2 and 3 show, respec-
tively, the P values and p values, multiplied by 100, for of possible sample points increases drastically. Theoreti-

cally, substituting line integrals with surface integrals,the unconditional and for the conditional exact tests.
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TABLE 1

Bayes factor and unconditional exact test P value

BF n1 n3 P value BF n1 n3 P value

0.003294 5 5 0.000050 0.668971 1 2 0.114822
0.004180 4 6 0.000177 0.681555 2 5 0.135475
0.008585 3 7 0.000437 0.878364 3 3 0.148784
0.013385 0 0 0.000640 0.944451 1 7 0.177404
0.029514 2 8 0.001534 0.961614 0 4 0.206543
0.036584 4 5 0.002642 1.003370 2 4 0.236949
0.056796 3 6 0.004364 1.054040 2 2 0.252919
0.074330 0 1 0.006616 1.070260 1 3 0.285351
0.137487 2 7 0.010782 1.170700 2 3 0.320827
0.164693 4 4 0.013278 1.283220 1 6 0.359712
0.193783 1 9 0.019149 1.363110 1 4 0.401019
0.200674 3 5 0.025231 1.442420 1 5 0.444728
0.229342 0 2 0.032181 1.539860 0 5 0.491391
0.301153 1 1 0.036744 2.203720 0 6 0.558170
0.360605 2 6 0.047671 2.879690 0 7 0.645433
0.487797 3 4 0.062453 3.488090 0 8 0.751133
0.519280 0 3 0.078188 3.960460 0 9 0.871147
0.539942 1 8 0.094550 4.252150 0 10 1.000000

we can proceed exactly as in the biallelic case but at an pendently, by using a Bernoulli (multivariate) process,
extremely high computational cost. Next we present a we see that the likelihood function is proportional to
sequential procedure that loses in precision in benefit
of cost. p

m(m11)/2

i51

pnii ,
Let us consider a single autosomal locus with multiple

codominant alleles. Let (ai, aj) be the genotype referring where
to the alleles ai and aj, i 5 1, · · ·, m; j 5 i, · · ·, m, and

p((i21)(2m2i) 1 2j )/2), i 5 1, . . . , m ; j 5 i, . . ., m, pi $ 0, i 5 1, . . . ,
m(m 1 1)

2
and o

m(m11)/2

i51

pi 5 1.

is the proportion of the genotypic class (ai, aj) in the
In a manner analogous to the case of the biallelic locus,population.

the condition of equilibrium given in Equation 1 isBecause the system is codominant, in a sample of size
characterized in the general case by Equation 9, becausen, the frequencies of the elements in each genotypic
of the following statement: in a panmictic populationclass n1, n2, · · ·, nm(m11)/2, with Rm(m 1 1)/2

i51 ni 5 n can be
that obeys Mendelian laws, equilibrium is attained inidentified.

Assuming that the sample elements are obtained inde- one reproductive generation and there are u1, u2, · · ·,

TABLE 2

Unconditional exact test (two-tailed): P value multiplied by 100

10 100
9 87 3
8 75 9 0
7 65 18 1 0
6 56 36 5 0 0

n3 5 49 44 14 3 0 0
4 21 40 24 6 1 0 0
3 8 29 32 15 6 3 0 0
2 3 11 25 32 24 14 5 1 0
1 1 4 11 29 40 44 36 18 9 2
0 0 1 3 8 21 49 56 65 75 87 100

0 1 2 3 4 5 6 7 8 9 10
n1
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TABLE 3

Unconditional exact test (two-tailed): p value multiplied by 100

10 100
9 100 5
8 100 16 1
7 100 31 5 0
6 100 48 13 2 0

n3 5 100 100 48 8 2 0
4 47 100 57 25 8 2 0
3 22 100 100 56 25 8 2 0
2 17 52 100 100 57 48 13 5 1
1 5 20 52 100 100 100 48 31 16 5
0 0 5 17 22 47 100 100 100 100 100 100

0 1 2 3 4 5 6 7 8 9 10
n1

um [ (0, 1) with Rm
j51 uj 5 1, such that they obey the then the system with alleles a1, a2, · · ·, am satisfies the

relation condition of HWE given by Equation 9.
Thus if a system with n alleles, A0 5 {a1, a2, · · ·, am},

p((i 2 1)(2m 2 i) 1 2j )/2 5 5
u2

i

if j 5 i, i 5 1, . . . , m obeys the law of HWE, this law is obeyed by “any system”
obtained by partitioning A0 into at least two nonempty
subsets and upon considering each element of this parti-

2uiuj

if i 5 1, . . , m 2 1, and j 5 i 1 1, . . . , m.

(9)
tion as “an allele.”

The idea under the HWE test for the multiallelicAlthough we can define the exact unconditional test
case is based on the chi-square partition in contingencyusing the BF (as in the case with two alleles), great
tables (see Everitt 1977, for instance). Consider a datadifficulties arise when calculating the surface integrals
bank, sample S, for a specific locus and consider alsoin this case. Upon examining the population HWE de-
that there are m (a positive integer) different alleles, a1,termined by Equation 9, we can prove that the following
a2, · · ·, am. The order of testing, starting from thestatement, a property of the multinomial distribution,
smallest allele frequency to the highest one, has theis true. This comprises the basis of the procedure that
objective of working, in each step, with the biggest possi-we propose to test the hypothesis of equilibrium in a
ble sample. The reason for this is to try to work, in allsituation of multiple alleles.

Statement: Let a1, a2, · · ·, am be the alleles under steps, with the smallest possible errors.
consideration. If for any i1 5 1, 2, · · ·, n, the condition The sequential procedure, to test the hypothesis of
of HWE given in Equation 1, is satisfied by the biallelic HWE, is as follows.
system ai1, AI1, where Procedure:

Step 1: Without loss of generality, call a1 the least fre-
I1 5 {1, 2, . . . , m} 2 {i1}, AI1

5 {a1, a2, . . . , am} 2 {ai1}, quent allele in sample S.
Step 2: Divide the sample S into three mutually exclusiveand if for every j 5 2, · · ·, m 2 1, the condition of

sets:HWE is satisfied by the biallelic system aij, AIj, whatever
S11, all individuals with genotype (a1, a1);ij in Ij21, where
S1., all individuals with genotype (a1, a1), i ? 1; and
S.., all individuals not having the allele a1.Ij 5 Ij21 2 {ij}, AIj 5 Aij21

2 {aij},

TABLE 4

Conditional p value based on BF for the case where n 5 10 and T 5 9

d 5 (n1, n2, n3) BF[d] Pr[d|T 5 9] BF[d]/R p value

(0, 9, 1) 0.074330 0.030483 0.030483 0.045487
(1, 7, 2) 0.668971 0.274351 0.274351 0.519886
(2, 5, 3) 1.170700 0.480114 0.480114 1.000000
(3, 3, 4) 0.487797 0.200048 0.200048 0.245535
(4, 1, 5) 0.036584 0.015004 0.015004 0.015004
R 2.438382
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TABLE 5

Testing results for Example 1 (p value for x2 test)

i Allele (bp) ni1 ni2 ni3 BFi P value p value

1 91 0 2 5712 2587 99.93 99.99
2 85 0 3 5709 2585 99.91 99.98
3 93 0 3 5706 2583 99.91 99.98
4 95 0 5 5701 2579 99.85 99.95
5 123 0 5 5696 2577 99.85 99.95
6 97 0 6 5690 2573 99.82 99.92
7 99 0 7 5683 2569 99.80 99.89
8 89 0 12 5671 2553 99.65 99.68
9 87 0 22 5649 2505 99.36 98.93

10 101 2 21 5626 0.74 0.390 0.000
11 121 7 35 5584 9.6 3 1029 0.000 0.000

Step 3: Apply the unconditional exact test for the biallelic alternative conditional test are done under a classical
case in the partition (S11, S1., S..). If HWE is rejected perspective. To start this discussion we recall that the
stop and declare the population to be in disequilib- generalized Neyman-Pearson (GNP) test is an optimal
rium. If HWE is accepted go to step 4. test under both perspectives, classical and Bayesian

Step 4: If S.. is composed of elements with only one allele (Degroot 1989, Section 8.2). In the GNP situation,
involved, stop and declare the population to be in one compares two probability (density) functions, f0,
equilibrium. If more than one allele is involved in the probability function under the null hypothesis,
the elements of S.., rename S.. as S and go to step 1. against f1, the one under the alternative hypothesis. Hav-

ing chosen a constant k . 0, if f0 . ($) k f1, then the
null hypothesis is accepted. On the other hand, if f0 #

Examples (,) k f1, then the null hypothesis is rejected. Note that,
in fact, we compare the values of the two likelihoods atIn the examples we illustrate the sequence in which
the sample point that effectively occurred, to make thethe tests for equilibrium were performed and present
decision. If a and b are, respectively, the probabilitiesthe values of the Bayes factors with respective p values
of the two kinds of errors, the GNP is the test thatand the values of the p values for the corresponding x2

minimizes the linear combination a 2 kb. Consideringtests.
adequately the choice of k as a function of losses andLet ma be the number of alleles present in the locus
prior probabilities, this linear combination is the mini-being studied. For each i 5 1, · · ·, ma 2 1, we define
mum expected loss, which makes the test optimal under

ai, the allele chosen to carry out the ith test;
the Bayesian perspective. Press (1989) presents a com-

(ai)c, the set made up of the remaining alleles to carry
plete description of the Bayesian method.out the ith test;

The HWE case is different in that both hypothesesni1, the number of genotypes (ai, ai);
are composite. That is, each hypothesis is representedni2, the number of genotypes (ai, (ai)c);
as a set of probability functions. One of the difficultiesni3, the number of genotypes ((ai)c, (ai)c); and
is that the two sets have different dimensions. The alter-BFi, the Bayes factor corresponding to the ith test.
native hypothesis is bidimensional although the null

Example 1: The following data were obtained from hypothesis is unidimensional. The idea of the test, under
the STR locus MYC in which 19 alleles are observed and the classical point of view, is to define as the two proba-
na 5 5714 (Table 5). bility functions, f0 and f1, the averages of the likelihood

over the parametric sets defined by the null and theIn this case, therefore, the hypothesis of HWE should
alternative hypotheses, respectively. Having now twobe rejected.
probability functions, we apply the GNP procedure to

Example 2: Here the data were obtained from the define the critical region. To compute the average p
STR locus D17S250 in which 21 alleles are seen and value we have to order the sample space. We say that a
na 5 5592 (Table 6). sample point xi is higher than xj, denoted xj # xi, if

f0(xi)/f1(xi) . f0(xj)/f1(xj). To define the P value (not pThe hypothesis is not rejected in this example.
value) we consider the sum of f0(xj) over all sample
points xj # xo, where xo is the sample point effectively

DISCUSSION observed. Since we cover the whole sample space, we
have called the test an unconditional exact test.A Bayesian test of hypothesis was presented in this

article. However, its evaluation and comparison with the The unconditional test is opposite to the one that
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TABLE 6

Testing results for Example 2 (p value for x2 test)

i Allele (bp) ni1 ni 2 ni3 BFi p value p value

1 131 0 4 5588 2529.7 99.88 99.96
2 139 0 5 5583 2526.4 99.85 99.94
3 137 0 6 5577 2522.5 99.82 99.92
4 171 0 8 5569 2515.7 99.76 99.86
5 135 0 10 5559 2507.2 99.70 99.78
6 133 0 11 5548 2499.9 99.67 99.73
7 145 0 21 5527 2454.9 99.37 99.01
8 169 0 31 5496 2384.2 99.08 97.84
9 143 1 107 5388 773.2 95.76 81.93

10 141 1 111 5276 788.5 95.85 86.66
11 147 1 134 5141 857 96.43 99.11
12 167 2 183 4956 599.8 94.91 97.30
13 165 9 402 4545 278.7 90.05 99.94
14 163 18 506 4021 158.7 84.27 88.81
15 161 21 511 3489 118 82.10 88.72
16 159 19 502 2968 107 81.67 90.40
17 149 31 498 2439 53.5 68.27 61.56
18 157 51 549 1839 20.59 46.42 41.64
19 155 105 709 1025 10.19 21.51 47.46
20 151 236 497 292 11.12 27.94 68.17

considers as the likelihood under the null hypothesis HWE. It does not mention the HWE because it is de-
scribed in a different context. Pereira and Rogatkothe conditional probability function given the observed

value of T 5 2n1 1 n 2, which is a sufficient statistic (1984) defined an ad hoc way to define the likelihoods,
which could not be properly supported. They also pre-under the null hypothesis (Haldane 1954; Chapco

1976; Elston and Forthofer 1977). To compute the sented credible sets that could be used to test HWE.
The value of the credibility was used to define the sizep value in this case one must look only for the sample

points with the same value of 2n1 1 n2 obtained by of the first kind of error.
Lindley (1988) considers a Bayesian estimation forthe observed one. This is the reason to call this test

a conditional test. Tentatively, Geisser and Johnson equilibrium parameters in the case of two alleles. The
parameters studied are obtained from an alternative(1992) presented an unconditional test that was based

on quantiles. However, it seems to be not appropriate parameterization that on the one hand allows the use
of Gaussian priors, but on the other complicates theas discussed by Devlin et al. (1993a,b). Cannings and

Edwards (1969) without conditioning presented a way interpretation at the moment of assessing the a priori
distribution.to estimate a deviation from the HWE. However, they

did not discuss hypothesis testing. The hierarchical sequential procedure described in
this article is based on intuition. Recall that multinomialTurning here to our procedure, from the Bayesian

point of view, where a posterior density is defined over likelihoods can be factorized using partitions on the
set of categories. Also, the HWE is a special kind ofthe parametric space, one could say that the test is fully

conditional. The reason is obvious because we compute association among alleles at a specific locus. Whenever
we conclude that a specific allele is in HWE associationa conditional density for the parameter given the ob-

served sample point. Considering the uniform prior in with all the others, we believe we do not have to use it
again when testing the remaining alleles. It could bethe parametric space and 0.5 as the prior probability of

the null hypothesis to be true, the ratio of the average argued that, by using this procedure, the probability of
rejecting HWE may increase as alleles are being elimi-likelihoods, as presented, is the posterior odds, which

compared with a chosen k would define the testing nated. However, since the sample size is decreasing, the
power of the tests will decrease. Hence, it is reasonableprocedure presented. This is a test that minimizes â 1

kb̂, where â and b̂ are the average of the probabilities to believe that there is a compensation and that the
procedure will do the job fairly. Note also that the se-of errors of types I and II, respectively (Pereira 1985).

As far as we know, Pereira and Rogatko (1984) quence order depends on the rarity of the alleles in
such a way that the sample size reduction occurs aspresented the first Bayesian article for testing the HWE.

However, Altham (1971) presented a Bayesian estima- slowly as possible.
Today, the use of Bayesian ideas in genetics is a reality.tion of a parameter that can be used to evaluate the
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