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Abstract

In [3], we introduced a technique to construct an information set for every semisimple abelian code over an arbitrary field, solely in terms of its defining set. In this paper we apply the geometrical properties of those information sets to obtain sufficient conditions for a 1-error correcting abelian code to have a b-PD-set for every $b \leq t$. These conditions are simply given in terms of the structure of the defining set of the code.

I. INTRODUCTION

Permutation decoding was introduced by F. J. MacWilliams in [14] and it is fully described in [9] and [15]. For a fixed information set of a given linear code, this technique uses a special set of permutation automorphisms of the code called PD-set.

The idea of permutation decoding is to apply the elements of the PD-set to the received vector until the errors are moved out of the fixed information set. But, how can we determine when all errors have been moved out of the information positions? Given a $t$-error correcting code with a fixed information set and parity check matrix in standard form, it is proved (see, for example, [9, Theorem 8.1]) that a received vector has syndrome with weight less than or equal to $t$ if and only if all its information symbols are correct.

Finding adequate information sets and PD-sets is not trivial. Many authors have studied families of codes for which it is possible to develop methods to find PD-sets with respect to certain types of information sets. In all cases the techniques used depend on family which is being studied. We are interested in the family of abelian codes. Some important families of codes are abelian, for instance: cyclic codes, Reed-Muller codes, extended Reed-Solomon codes and others.

The existence of PD-sets relies on the information set considered as reference. In fact, it may happen that for an error correcting code the selection of the information set causes the non-existence of a PD-set. Hence the importance of methods and algorithms to construct information sets. In the case of cyclic codes, McWilliams uses the well-known fact that for a cyclic code of dimension $k$, any selection of $k$ consecutive positions defines an information set. In [10], H. Imai gave a method to obtain information sets for binary two dimensional cyclic (TDC) codes of odd area. Later, S. Sakata [16] gave an alternative method for the same purpose. Imai’s algorithm relies on the structure of the roots of the code, while the algorithm of Sakata is somehow based on the division algorithm for polynomials. Up to our knowledge, these are the sole techniques for TDC codes. Following the ideas in the two papers mentioned above, H. Chabanne [7] gave a method to calculate syndromes by using the division algorithm for polynomials in several variables and Groebner basis; by using it he generalized the McWilliam’s permutation decoding procedure. The techniques used by Chabanne involve a generalization of the information sets obtained by Sakata to binary abelian codes.

In [3] we presented a method for constructing information sets valid for every semisimple abelian code, not necessarily binary. It is based on the computation of the cardinalities of certain cyclotomic cosets on different extensions of the ground field and it generalizes Imai’s method in the case of TDC codes. Such cosets are completely determined by the structure of the defining set of the code. This technique allows us to design codes with suitable information sets in order to use permutation decoding (see [4]).

In this paper we find sufficient conditions for an abelian code, viewed as an ideal of a multivariate polynomial quotient ring, to have a PD-set contained in the translations associated to each variable. Moreover, the goal of this paper is that such conditions may be written solely in terms of the $q$-cyclotomic structure of the defining set of abelian codes (see below for all definitions).

In Section II we review basic facts about abelian codes and permutation decoding. In Section III we reproduce without proofs the construction of sets of check positions (and hence information sets) given in [3]. In Section IV, we apply the results of the previous section to get sets of check positions for a code $C$ and its dual $C^\perp$. Then, as a first part of our main results, we study the relationship between them, which we denote by $\Gamma(C)$ and $\Gamma(C^\perp)$ respectively. More precisely, we show that there exists a simple bijection from the complementary set $\Gamma(C)$ to $\Gamma(C^\perp)$ (Theorem 14). Among other applications, this allows us to show that it is equivalent to use one or the other in order to determine a PD-set. We also show that the set $\Gamma(C^\perp)$ may be determined from the complement of the set of roots of $C$ (Corollary 11). In Section V we include the second part of our
main results, namely, we give sufficient conditions for a semisimple abelian code to have a partial PD-set in the set of those translations associated to each variable. These conditions make use of the previous results about the dual code (Theorems 21, 22, 23 and Proposition 26). Finally, Section VI contains applications that show us how we may use the conditions obtained to design and exhibit codes that improve the parameters of best known permutation decodable abelian codes for certain lengths.

II. Preliminaries

Throughout \( \mathbb{F} \) denotes the field with \( q \) elements where \( q \) is a power of a prime \( p \). Let \( C \) be a linear code of dimension \( k \), and length \( l \) over the field \( \mathbb{F} \), that is, a subspace of \( \mathbb{F}^l \) with dimension \( k \). We call the elements of \( C \) codewords. An information set for \( C \) is a set of positions \( \{i_1, \ldots, i_k\} \subseteq \{1, \ldots, l\} \) such that restricting the codewords to these positions we get the whole space \( \mathbb{F}^k \). For every codeword the symbols in the positions corresponding to an information set are called information symbols and the other \( l-k \) positions are called check positions [13]. A generator matrix for \( C \) is a \( k \times l \) matrix \( G \) whose rows form a basis for \( C \). We say that \( G \) is in standard form if it is of the form \( [I_k \mid A] \), where \( I_k \) is the identity matrix of order \( k \).

We denote by \( C^\perp \) the dual code of \( C \) under the ordinary inner product, that is, \( C^\perp = \{ v \in \mathbb{F}^l \mid u \cdot v = 0 \text{ for all } u \in C \} \). A parity check matrix for \( C \) is a generator matrix for \( C^\perp \). If \( G \) is a generator matrix in standard form, it is easy to check that \( H = [-A^T \mid I_{l-k}] \) is a parity check matrix. In this case we say that \( H \) is also in standard form.

As usual, for any codeword \( c \in C \) we denote its support by \( \text{supp}(c) \); that is, the set of its non-zero entries. We consider the parameter \( t = \left\lfloor \frac{d-1}{2} \right\rfloor \), where \( d \) is the minimum distance of \( C \), that measures the error-correction capability of \( C \). Then we say that \( C \) is an \( [l, k, t] \) \( q \)-error-correcting code.

We see the group of permutations on \( l \) symbols, \( S_l \), acting on \( \mathbb{F}^l \) via \( \sigma(c_1, \ldots, c_l) = (c_{\sigma^{-1}(1)}, \ldots, c_{\sigma^{-1}(l)}) \) with \( \sigma \in S_l \). Then the permutation automorphism group of \( C \) is \( \text{PAut}(C) = \{ \sigma \in S_l \mid \sigma(C) = C \} \).

Two linear codes \( C \) and \( C' \) are said to be permutation equivalent if there exists \( \sigma \in S_l \) such that \( \sigma(C) = C' \). It is easy to see that any linear code is permutation equivalent to a code which has a generator matrix in standard form.

Now, we recall some basic facts about the family of abelian codes and their permutation automorphisms (the reader may see [1] for details).

A. Abelian codes

An abelian code is an ideal of a group algebra \( \mathbb{F}G \), where \( G \) is an abelian group. It is well-known that a decomposition \( G \cong C_{r_1} \times \cdots \times C_{r_n} \), with \( C_{r_i} \) the cyclic group of order \( r_i \), induces a canonical isomorphism of \( \mathbb{F} \)-algebras from \( \mathbb{F}G \) to \( \mathbb{F}[X_1, \ldots, X_n]/\langle X_1^{r_1} - 1, \ldots, X_n^{r_n} - 1 \rangle \).

We denote this quotient algebra by \( \mathbb{A}(r_1, \ldots, r_n) \). So, we identify the codewords with polynomials \( P(X_1, \ldots, X_n) \) such that every monomial satisfy that the degree of the indeterminant \( X_i \) is in \( \mathbb{Z}_{r_i} \), the set of non negative integers less than \( r_i \). We write the elements \( P \in \mathbb{A}(r_1, \ldots, r_n) \) as \( P = P(X_1, \ldots, X_n) = \sum a_j X^j \), where \( j = (j_1, \ldots, j_n) \in Z_{r_1} \times \cdots \times Z_{r_n} \) and \( X^j = X_1^{j_1} \cdots X_n^{j_n} \). We deal with abelian codes in the semisimple case, that is, we always assume that \( \text{gcd}(r_i, q) = 1 \) for every \( i = 1, \ldots, n \).

Our construction makes use of the structure of roots of the ideals in \( \mathbb{A}(r_1, \ldots, r_n) \); so let us recall some basic facts about it. For a fixed primitive \( r_i \)-th root of unity \( \alpha_i \) in some extension of \( \mathbb{F}, i = 1, \ldots, n \), every abelian code \( C \) in \( \mathbb{A}(r_1, \ldots, r_n) \) is totally determined by its \emph{root set}.

\[
Z(C) = \{ (\alpha_1^{a_1}, \ldots, \alpha_n^{a_n}) \mid P(\alpha_1^{a_1}, \ldots, \alpha_n^{a_n}) = 0 \text{ for all } P(X_1, \ldots, X_n) \in C \}.
\]

The \emph{defining set} of \( C \) with respect to \( \alpha = \{\alpha_1, \ldots, \alpha_n\} \) is

\[
D_\alpha(C) = \{ (a_1, \ldots, a_n) \in Z_{r_1} \times \cdots \times Z_{r_n} \mid (\alpha_1^{a_1}, \ldots, \alpha_n^{a_n}) \in Z(C) \}.
\]

Given an abelian code \( C \subseteq \mathbb{A}(r_1, \ldots, r_n) \) with defining set \( D_\alpha(C) \) if one chooses different primitive roots of unity, say \( \beta = \{\beta_1, \ldots, \beta_n\} \), then the set \( D_\beta(C) \) determines a new code, say \( C' \), which is permutation equivalent to \( C \). So, for the sake of brevity, we refer to abelian codes without any mention to the primitive roots that we are using as reference, and we denote the defining set of \( C \) by \( D(C) \).

Recall that, for \( \gamma \in \mathbb{N} \), the \( q^\gamma \)-cyclotomic coset of an integer \( a \) modulo \( r \) is the set

\[
C_{(q^\gamma r)}(a) = \{ a \cdot q^{\gamma i} \mid i \in \mathbb{N} \} \subseteq \mathbb{Z}_r.
\]

We extend the concept of \( q \)-cyclotomic coset of an integer to several components.
Definition 1. Given an element \((a_1, \ldots, a_n) \in \mathbb{Z}_{r_1} \times \cdots \times \mathbb{Z}_{r_n}\), we define its \(q\)-orbit modulo \((r_1, \ldots, r_n)\) as

\[
Q(a_1, \ldots, a_n) = \{(a_1 \cdot q^i, \ldots, a_n \cdot q^i) \mid i \in \mathbb{N}\} \subseteq \mathbb{Z}_{r_1} \times \cdots \times \mathbb{Z}_{r_n}.
\]

It is easy to see that for every abelian code \(C \subseteq \mathbb{A}(r_1, \ldots, r_n)\), \(D(C)\) is closed under multiplication by \(q\) in \(\mathbb{Z}_{r_1} \times \cdots \times \mathbb{Z}_{r_n}\), and then \(D(C)\) is necessarily a disjoint union of \(q\)-orbits modulo \((r_1, \ldots, r_n)\). Conversely, every union of \(q\)-orbits modulo \((r_1, \ldots, r_n)\) defines an abelian code in \(\mathbb{A}(r_1, \ldots, r_n)\). For the sake of simplicity we only write \(q\)-orbit, and the tuple of integers will be clear from the context. The structure of \(q\)-orbits of the defining set is the essential ingredient for our algorithm of construction of information sets, which will be described in Section III.

B. Permutation decoding

This decoding algorithm was introduced by F. J. MacWilliams in [14]. The method is described fully in [15] and [9]. For a fixed information set of a given linear code \(C\), this technique uses a special set of permutation automorphisms of the code called PD-set.

Definition 2. Let \(C\) be an \([l, k]\) \(t\)-error-correcting code. Let \(\mathcal{I}\) be an information set for \(C\). For \(s \leq t\) a \(s\)-PD-set for \(C\) and \(\mathcal{I}\) is a subset \(P \subseteq \text{PAut}(C)\) such that every set of \(s\) coordinate positions is moved out of \(\mathcal{I}\) by at least one element of \(P\). In case \(s = t\), we say that \(P\) is a PD-set (see [12], [14]).

Given a \(t\)-error-correcting code with a PD-set with respect to some information set, the idea of permutation decoding is to apply the elements of the PD-set to the received vector until the errors are moved out of the fixed information set. The following theorem shows how to check that the information symbols of a vector with weight less or equal than \(t\) are correct. We denote the Hamming weight of a vector \(v \in \mathbb{F}_q^t\) by \(wt(v)\).

Theorem 3 ([9], Theorem 8.1). Let \(C\) be an \([l, k]\) \(t\)-error-correcting code with parity check matrix \(H\) in standard form. Let \(r = c + e\) be a vector, where \(c \in C\) and \(wt(e) \leq t\). Then the information symbols in \(r\) are correct if and only if \(wt(Hr^T) \leq t\).

Once we have found a PD-set \(P \subseteq \text{PAut}(C)\) for the given code \(C\) with respect to the information set \(\mathcal{I}\), the algorithm of permutation decoding is as follows: take a parity check matrix \(H\) for \(C\) in standard form. Suppose that we receive a vector \(r = c + e\), where \(e \in \mathcal{C}\) and \(e\) represents the error vector and satisfies that \(wt(e) \leq t\). Then we calculate the syndromes \(H(\tau(r))^T\), with \(\tau \in P\), until we obtain a vector \(H(\tau_0(r))^T\) with weight less than or equal to \(t\). By the previous theorem, the information symbols of the permuted vector \(\tau(r)\) are correct, so by using the parity check equations we get the redundancy symbols and then we can construct a codeword \(c' \in C\). Finally, we decode to \(\tau^{-1}(c') = c\).

In general to find \(t\)-PD-sets for a given \(t\)-error correcting code is not at all an easy problem. It depends on the chosen information set. Moreover, it is clear that the algorithm is more efficient when the PD-set is small.

We denote the permutation group on \(\mathbb{Z}_{r_1} \times \cdots \times \mathbb{Z}_{r_n}\) by \(S_{r_1 \times \cdots \times r_n}\) and we consider it acting on \(\mathbb{A}(r_1, \ldots, r_n)\) via \(\tau \left( \sum_j a_j X^j \right) = \sum_j a_j X^{\tau(j)}\). From this point of view the permutation automorphism group of an abelian code \(C\) in \(\mathbb{A}(r_1, \ldots, r_n)\) may be described as

\[
\text{PAut}(C) = \{ \tau \in S_{r_1 \times \cdots \times r_n} \mid \tau(C) = C \}.
\]

Let \(T_j\) be the transformation from \(\mathbb{A}(r_1, \ldots, r_n)\) into itself, given by \(T_j(P) = X_j \cdot P\), for \(j = 1, \ldots, n\). Then it is clear that \(T_j\) induces a permutation in \(S_{r_1 \times \cdots \times r_n}\), which we also denote by \(T_j\), via \(T_j(i_1, \ldots, i_n) = (i_1, \ldots, i_j + 1, \ldots, i_n)\). Then \(\{T_j\}_{j=1}^n\) may be viewed as a subgroup of permutation automorphisms for every abelian code in \(\mathbb{A}(r_1, \ldots, r_n)\). We shall look for PD-sets contained in the subgroup \(\langle \{T_j\}_{j=1}^n \rangle\).

III. Information sets in abelian codes

In this section we describe the method for the construction of sets of check positions for abelian codes (not necessarily binary) given in [4]. It depends solely on the defining set of the code. The reader may see the mentioned paper for details.

Let us consider the algebra \(\mathbb{A}(r_1, \ldots, r_n)\) under the assumptions \(\gcd(r_i, q) = 1\), for all \(i = 1, \ldots, n\), and \(n \geq 2\). Let \(D\) be a union of \(q\)-orbits modulo \((r_1, \ldots, r_n)\) (see Definition 1). For each \(i = 1, \ldots, n\) let \(D_i\) denotes the projection of the elements of \(D\) onto the first \(i\)-coordinates. Then, given \(e = (e_1, \ldots, e_i) \in D_j\), with \(1 \leq j \leq n\), we define

\[
\gamma(e) = \lvert Q(e) \rvert
\]

and

\[
m(e) = \lvert C(q', r_j)(e_j) \rvert,
\]

where \(q' = q\), in case \(j = 1\), and \(q' = q^{\lceil \frac{r_1 + \cdots + r_{j-1}}{r_j} \rceil} \) otherwise.
As we have noted, in the semisimple case every defining set of an abelian code in $\mathbb{A}(r_1, \ldots, r_n)$ is a union of $q$-orbits modulo $(r_1, \ldots, r_n)$. Our construction is based on the computation of the parameters (1) on a special set of representatives of the $q$-orbits. In fact, the representatives must satisfy the conditions given by the following definition.

**Definition 4.** Let $D$ be a union of $q$-orbits modulo $(r_1, \ldots, r_n)$ and fix an ordering $X_{i_1} < \cdots < X_{i_n}$. A set $\mathcal{D}$ of representatives of the $q$-orbits of $D$ is called a **restricted set of representaties**, with respect to the fixed ordering, if for every $e = (e_1, \ldots, e_n)$ and $e' = (e'_1, \ldots, e'_n)$ in $\mathcal{D}$ one has that, for all $j = 1, \ldots, n$, the equality $Q(e_1, \ldots, e_j) = Q(e'_1, \ldots, e'_j)$ implies that $(e_{i_1}, \ldots, e_{i_j}) = (e'_{i_1}, \ldots, e'_{i_j})$.

One can prove that restricted sets of representatives of a union of $q$-orbits always exist. Moreover, the construction of the information set does not depend on the selection on the representatives (see [4]). However, different orderings on the indeterminates may yield different information sets. From now on we consider as default ordering the following one: $X_1 < \cdots < X_n$.

Now we describe our construction. Let $C \subseteq \mathbb{A}(r_1, \ldots, r_n)$ be an abelian code with defining set $D(C)$. Let $\mathcal{D}(C)$ be a restricted set of representatives of the $q$-orbits in $D(C)$, with respect to the default ordering on the indeterminates. As before, for each $1 \leq i \leq n$, we denote by $D_i(C)$ and $\mathcal{D}_i(C)$ the projection onto the first $i$-coordinates of $D(C)$ and $\mathcal{D}(C)$ respectively.

Given $e \in \mathcal{D}_i(C)$, let

$$R(e) = \{ a \in \mathbb{Z}_{r_{i+1}} \mid (e, a) \in \mathcal{D}_{i+1}(C) \},$$

where $(e, a)$ has the obvious meaning; that is, if $e = (e_1, \ldots, e_i)$ then $(e, a) = (e_1, \ldots, e_i, a)$.

For the algorithm we need to calculate $n$ families of sequences of natural numbers. For each $e \in \mathcal{D}_{n-1}(C)$, we define

$$M(e) = \sum_{a \in R(e)} m(e, a)$$

and consider the set $\{ M(e) \}_{e \in \mathcal{D}_{n-1}(C)}$. Then we denote the different values of the $M(e)$’s as follows,

$$f[1] = \max_{e \in \mathcal{D}_{n-1}(C)} \{ M(e) \} \quad \text{and} \quad f[i] = \max_{e \in \mathcal{D}_{n-1}(C)} \{ M(e) \mid M(e) < f[i-1] \}.$$  

So, we obtain the sequence

$$f[1] > \cdots > f[s] > 0 = f[s + 1],$$

that is, we denote by $f[s]$ the minimum value of the parameters $M(\cdot)$ and we set $f[s + 1] = 0$ by convention. Note that $M(e) > 0$, for all $e \in \mathcal{D}_{n-1}(C)$, by definition.

For any value of $n$, this is the initial family of sequences and it is always formed by a single sequence. Now, suppose that $n \geq 3$. Then we continue as follows:

Given $1 \leq u \leq s$, we define for every $e \in \mathcal{D}_{n-2}(C)$

$$\Omega_u(e) = \{ a \in R(e) \mid M(e, a) \geq f[u] \}$$

and

$$\mu_u(e) = \sum_{a \in \Omega_u(e)} m(e, a).$$

Observe that the set $\Omega_u(e)$ may eventually be the empty set. In this case, the corresponding value $\mu_u(e)$ will be zero.

We define

$$f[u, 1] = \max_{e \in \mathcal{D}_{n-2}(C)} \{ \mu_u(e) \} \quad \text{and} \quad f[u, i] = \max_{e \in \mathcal{D}_{n-2}(C)} \{ \mu_u(e) \mid 0 < \mu_u(e) < f[u, i-1] \}.$$  

We order the previous parameters and we get the sequence

$$f[u, 1] > \cdots > f[u, s(u)] > 0 = f[u, s(u) + 1],$$

where $f[u, s(u)]$ denotes the minimum value of the parameters $\mu_u(\cdot)$ and $f[u, s(u) + 1] = 0$ by definition. So we obtain the second family of sequences

$$\{ f[u, 1] > \cdots > f[u, s(u)] > 0 = f[u, s(u) + 1] \mid u = 1, \ldots, s \}.$$
In order to describe how to define a family of sequences from the previous ones, suppose that we have constructed the \( j \)-th family, when \( n - 1 > j \geq 1 \). For the sake of brevity, in what follows we denote \( \delta = n - j + 2 \).

\[
\{ f[u_n, \ldots, u_\delta, 1] > \cdots > f[u_n, \ldots, u_\delta, s(u_n, \ldots, u_\delta)] \} > \\
0 = f[u_n, \ldots, u_\delta, s(u_n, \ldots, u_\delta) + 1] \mid (u_n, \ldots, u_\delta) \in \Upsilon_j(C)
\]

where, for every \( i = 2, \ldots, n \),

\[
\Upsilon_i(C) = \{(u_n, \ldots, u_{n-i+2}) \mid 1 \leq u_n \leq s \text{ and} \]
\[1 \leq u_\delta \leq s(u_n, \ldots, u_{\delta+1}) \text{ for} \]
\[\delta = n - i + 2, \ldots, n - 1 \}.
\]

For each \( (u_n, \ldots, u_{n-j+2}) \in \Upsilon_j(C) \) we take the corresponding sequence:

\[
f[u_n, \ldots, u_\delta, 1] > \cdots > f[u_n, \ldots, u_\delta, s(u_n, \ldots, u_\delta)] > \\
0 = f[u_n, \ldots, u_\delta, s(u_n, \ldots, u_\delta) + 1].
\]

Let \( u \in \{1, \ldots, s(u_n, \ldots, u_{n-j+2})\} \). Then, for every \( e \in \Omega_{n-j-1}(C) \) we define

\[
\Omega_{u_n, \ldots, u_\delta, u}(e) = \{a \in R(e) \mid \mu_{u_n, \ldots, u_\delta}(e, a) \geq f[u_n, \ldots, u_\delta, u]\}
\]

and

\[
\mu_{u_n, \ldots, u_\delta, u}(e) = \sum_{a \in \Omega_{u_n, \ldots, u_\delta, u}(e)} m(e, a).
\]

By ordering the different values \( \mu_{u_n, \ldots, u_\delta, u}(e) \), with \( e \in \Omega_{n-j-1}(C) \), we obtain

\[
f[u_n, \ldots, u_\delta, u, 1] > \cdots > f[u_n, \ldots, u_\delta, u, s(u_n, \ldots, u_\delta, u)] > \\
0 = f[u_n, \ldots, u_\delta, u, s(u_n, \ldots, u_\delta, u) + 1],
\]

where \( f[u_n, \ldots, u_\delta, u, s(u_n, \ldots, u_\delta, u) + 1] = 0 \) by convention. Then the \((j + 1)\)-th family of sequences is

\[
\{ f[u_n, \ldots, u_{\delta-1}, 1] > \cdots > f[u_n, \ldots, u_{\delta-1}, s(u_n, \ldots, u_{\delta-1})] > \\
0 = f[u_n, \ldots, u_{\delta-1}, s(u_n, \ldots, u_{\delta-1}) + 1] \mid (u_n, \ldots, u_{\delta-1}) \in \Upsilon_{j+1}(C) \}.
\]

We follow the previous process until we get \( n - 1 \) families of sequences. Finally, by using all the previous ones, we define, for any value of \( n \), the last family of sequences. For every \( (u_n, \ldots, u_2) \in \Upsilon_n(C) \) we define

\[
g[u_n, \ldots, u_2] = \begin{cases} 
\sum_{e \in \Upsilon_n(C) \atop m(e) \geq f[u_n, \ldots, u_2]} m(e) & \text{if } n = 2,
\sum_{e \in \Upsilon_n(C) \atop \mu_{u_n, \ldots, u_3}(e) \geq f[u_n, \ldots, u_2]} m(e) & \text{if } n > 2.
\end{cases}
\]

So the last family of sequences is

\[
\{ g[u_n, \ldots, u_3, 1] < \cdots < g[u_n, \ldots, u_3, s(u_n, \ldots, u_3)] < \\
g[u_n, \ldots, u_3, s(u_n, \ldots, u_3)] \mid (u_n, \ldots, u_3) \in \Upsilon_{n-1}(C) \}.
\]

The algorithm yields the following set

\[
\Gamma(C) = \{(i_1, \ldots, i_n) \in \mathbb{Z}_{r_1} \times \cdots \times \mathbb{Z}_{r_n} \mid 
\text{there exists } (u_n, \ldots, u_2) \in \Upsilon_n(C) \text{ such that} \]
\[f[u_n, \ldots, u_j + 1] \leq i_j < f[u_n, \ldots, u_j], \]
\[\text{for } j = 2, \ldots, n, \text{ and } 0 \leq i_1 < g[u_n, \ldots, u_2] \}.
\]

The following theorem, proved in [4], establishes that \( \Gamma(C) \) is a set of check positions for \( C \).

**Theorem 5 ([4]).** Let \( C \) be an abelian code in \( \mathcal{A}(r_1, \ldots, r_n) \). Assume that \( \gcd(r_i, q) = 1 \), for every \( i = 1, \ldots, n \), and \( n \geq 2 \). Then \( \Gamma(C) \) is a set of check positions for \( C \).

We conclude this section with an example which will be referred to later.
Example 6. Let $q = 2$, $n = 2$, $r_1 = 7$, $r_2 = 5$, and consider the abelian code $C$ with the following defining set with respect to certain roots of unity:

$$D(C) = \{(0,0), (1,1), (2,2), (4,4), (1,3), (2,1), (4,2), (1,4), (2,3), (4,1), (1,2), (2,4), (4,3)\}.$$

We choose $\overline{D}(C) = \{(0,0), (1,1)\}$ as a complete set of restricted representatives (see Definition 4). Then, by following (1) and (3) we compute $M(0) = 1$, $M(1) = 4$ and $m(0) = 1$, $m(1) = 3$. Using these values we may get the sequences


and

$$g[1] = 3 < g[2] = 4$$

which correspond to (4) and (6) respectively. We use them to produce the marks in the following picture.

So, a set of check positions for $C$ is (see (8))

$$\Gamma(C) = \{(0,0), (0,1), (0,2), (0,3), (1,0), (1,1), (1,2), (1,3), (2,0), (2,1), (2,2), (2,3), (4,0)\}.$$

IV. Dual Code

For any abelian code $C$ in $A(r_1, \ldots, r_n)$, we denote by $C^\perp$ its dual code. By the previous section, we know that $\Gamma(C^\perp)$ and the complementary set $\Gamma(C)^\circ \subseteq \prod_{i=1}^n \mathbb{Z}_{r_i}$ are information sets for $C$. In this section, we will see that these information sets may be identified; that is, we will prove that there is a permutation $\kappa \in S_{r_1 \times \cdots \times r_n}$ such that for any abelian code $C$, $\kappa \in \text{PAut}(C)$ and, furthermore, $\kappa(\Gamma(C)) = \Gamma(C^\perp)^\circ$. Using this, we will conclude that, in order to apply the permutation decoding algorithm, both sets are equivalent. This fact will be used in the following section.

Now, to relate information sets of abelian codes and their duals we need to determine both sets of check positions with some notational compatibility. For this reason, we are going to add to the construction of $\Gamma(C)$ some “trivial” values of the parameters used. As the reader will see, they do not imply any changes in the information sets obtained. We note that this variant in the definition of the set of check positions will be used exclusively in this section.

So we begin by considering an abelian code $C$ with defining set $D(C)$ with respect to certain primitive roots of unity. To avoid any confusion with the original definition of $\Gamma(C)$ we will make a change on the symbols used to determine it. The new set determined by the new parameters will be denoted by $\widehat{\Gamma}(C)$. Later, we will see that they coincide.

Now we choose a set of restricted representatives $\overline{D}$ of the $q$-orbits of the whole set $D = \mathbb{Z}_{r_1} \times \cdots \times \mathbb{Z}_{r_n}$ as in Definition 4. Then, in order to construct $\Gamma(C)$, we take the set $\overline{\Gamma}(C) = \overline{D} \cap D(C)$ as our set of restricted representatives of the $q$-orbits of $D(C)$. Recall that we are considering as default ordering that given by $X_1 < \cdots < X_n$. For every $i \in \{1, \ldots, n-1\}$, let us denote by $\overline{D}_i$ and $\overline{\Gamma}_i(C)$, the image of the projection onto the first $i$-coordinates of $\overline{D}$ and $\overline{\Gamma}(C)$, respectively. For any $1 \leq i \leq n-1$ and $e \in \overline{D}_i$, we define

$$R_0(e) = \{a \in \mathbb{Z}_{r_{i+1}} \mid (e,a) \in \overline{D}_{i+1}\} \quad \text{and} \quad \widehat{R}(e) = \{a \in \mathbb{Z}_{r_{i+1}} \mid (e,a) \in \overline{D}_{i+1}(C)\}.$$  

Under this notation, $e \in \overline{D}_i(C)$ if and only if $\emptyset \neq \widehat{R}(e)$, and in this case $\widehat{R}(e) = \widehat{R}(e)$, where $\widehat{R}(e)$ has been defined in (2). Again, the algorithm is based on the computation of $n$ families of sequences of natural numbers. For each $e \in \overline{D}_{n-1}$, set
\[
\hat{M}(e) = \sum_{a \in \hat{R}(e)} m(e, a).
\]

Note that, from (3) we have that \(e \in \overline{D}_{n-1}(C)\) if and only if \(0 \neq \hat{M}(e) = M(e)\). Then, we order the different values \(\hat{M}(\cdot)\) and we define

\[
\hat{f}[1] = \max_{e \in \overline{D}_{n-1}} \{ \hat{M}(e) \} \quad \text{and} \quad \hat{f}[i] = \max_{e \in \overline{D}_{n-1}} \{ \hat{M}(e) \mid \hat{M}(e) < \hat{f}[i-1] \}. 
\]

So we obtain a sequence as in (4)

\[
r_n = \hat{f}[0] \geq \hat{f}[1] > \cdots > \hat{f}[i] \geq \hat{f}[i+1] = 0,
\]

where \(\hat{f}[0] = r_n\) and \(\hat{f}[i+1] = 0\) by definition. In this case, \(t = s\) if and only if \(D_{n-1} = \overline{D}_{n-1}(C)\) and \(t = s + 1\), otherwise, that is, if and only if, there exists \(e \in \overline{D}_{n-1} \setminus \overline{D}_{n-1}(C)\) for which \(\hat{M}(e) = 0\).

The sequence given in (9) is the initial one for any value of \(n\) and it defines the first family. Now, suppose that \(n \geq 3\). Then, for each \(0 \leq u \leq t\) and \(e \in \overline{D}_{n-2}\) we define

\[
\hat{\Omega}_0(e) = \emptyset,
\]

\[
\hat{\Omega}_u(e) = \left\{ a \in R_0(e) \mid \hat{M}(e, a) \geq \hat{f}[u] \right\},
\]

whenever \(u \neq 0\), and

\[
\hat{\mu}_u(e) = \sum_{a \in \hat{\Omega}_u(e)} m(e, a).
\]

Note that \(\hat{\mu}_0(e) = 0\) and \(\hat{\mu}_t(e) = r_{n-1}\), for all \(e \in \overline{D}_{n-2}\), and it may happen that \(\hat{\mu}_u(e) = 0\) even if \(e \in \overline{D}_{n-2}(C)\). Then we define

\[
\hat{f}[u, 1] = \max_{e \in \overline{D}_{n-2}} \{ \hat{\mu}_u(e) \} \quad \text{and} \quad \hat{f}[u, i] = \max_{e \in \overline{D}_{n-2}} \{ \hat{\mu}_u(e) \mid \hat{\mu}_u(e) < \hat{f}[u, i-1] \}.
\]

Then we obtain the family of sequences (one for each \(u \in \{0, \ldots, t\}\))

\[
\{ r_{n-1} = \hat{f}[u, 0] \geq \hat{f}[u, 1] > \cdots > \hat{f}[u, t(u)] \geq \hat{f}[u, t(u) + 1] = 0 \mid 0 \leq u \leq t \},
\]

where \(\hat{f}[u, t(u)]\) denotes the minimum value of the parameters \(\hat{\mu}_u(\cdot)\) and the equalities \(\hat{f}[u, t(u) + 1] = 0, \hat{f}[u, 0] = r_{n-1}\) are given by definition.

In a similar way to Section III we describe how to define a family of sequences from the previous ones. Suppose that we have constructed the \(j\)-th family, when \(n - 1 > j \geq 1\). For the sake of brevity, in what follows we denote \(\delta = n - j + 2\).

\[
\{ r_{\delta-1} = \hat{f}[u_n, \ldots, u_\delta, 0] \geq \hat{f}[u_n, \ldots, u_\delta, 1] > \cdots > \hat{f}[u_n, \ldots, u_\delta, t(u_n, \ldots, u_\delta)] > 0 = \hat{f}[u_n, \ldots, u_\delta, t(u_n, \ldots, u_\delta) + 1] \mid (u_n, \ldots, u_\delta) \in \hat{\Upsilon}_j(C) \}
\]

where, for every \(i = 2, \ldots, n,\)

\[
\hat{\Upsilon}_i(C) = \{ (u_n, \ldots, u_{n-i+2}) \mid 0 \leq u_n \leq t \quad \text{and} \quad 0 \leq u_\delta \leq t(u_n, \ldots, u_{\delta+1}) \quad \text{for} \quad \delta = n - i + 2, \ldots, n - 1 \}.
\]

For every \((u_n, \ldots, u_{n-j+2}) \in \hat{\Upsilon}_j(C)\) we take the corresponding sequence

\[
r_{\delta-1} = \hat{f}[u_n, \ldots, u_\delta, 0] \geq \hat{f}[u_n, \ldots, u_\delta, 1] > \cdots > \hat{f}[u_n, \ldots, u_\delta, t(u_n, \ldots, u_\delta)] > 0 = \hat{f}[u_n, \ldots, u_\delta, t(u_n, \ldots, u_\delta) + 1].
\]
Take \( u \in \{0, \ldots, t(u_n, \ldots, u_d)\} \). Then, for every \( e \in D_{n-j-1} \) we define
\[
\begin{align*}
\hat{\Omega}_{u_n, \ldots, u_d, 0}(e) &= \emptyset, \\
\hat{\Omega}_{u_n, \ldots, u_d, u}(e) &= \{a \in R_0(e) \mid \hat{\mu}_{u_n, \ldots, u_d}(e, a) \\
&\quad \geq \hat{f}[u_n, \ldots, u_d, u]\},
\end{align*}
\]
whenever \( u \neq 0 \), and
\[
\hat{\mu}_{u_n, \ldots, u_d, u}(e) = \sum_{a \in \hat{\Omega}_{u_n, \ldots, u_d, u}(e)} m(e, a).
\]

By ordering the values above, we get
\[
\begin{align*}
r_{n-j} &= \hat{f}[u_n, \ldots, u_d, u, 0] \geq \hat{f}[u_n, \ldots, u_d, u, 1] \geq \ldots \\
&\geq \hat{f}[u_n, \ldots, u_d, 0], \quad \text {with the first and last equalities given by definition.}
\end{align*}
\]
Then we obtain the \((j + 1)\)-th family of sequences
\[
\begin{align*}
\{ r_{n-j} &= \hat{f}[u_n, \ldots, u_n, 0] \geq \hat{f}[u_n, \ldots, u_n, 1] \geq \ldots \\
&\geq \hat{f}[u_n, \ldots, u_n] \}
\end{align*}
\]
We follow the previous process until to get \( n - 1 \) families of sequences. Then, by using all the previous ones, we define the last family. For every \((u_n, \ldots, u_2) \in \hat{\Upsilon}_n(C)\) we set
\[
\hat{g}[u_n, \ldots, u_2] = \begin{cases} 
0 & \text{if } u_2 = 0 \\
\sum_{e \in \hat{\Omega}_{u_n, \ldots, u_d, u}(e)} m(e) & \text{if } n = 2, \text{ and } u_2 \neq 0 \\
\sum_{e \in \hat{\Omega}_{u_n, \ldots, u_d, u}(e)} m(e) & \text{if } n > 2, \text{ and } u_2 \neq 0
\end{cases}
\]
Finally, as in Section III, we define
\[
\hat{\Gamma}(C) = \{(i_1, \ldots, i_n) \in \mathbb{Z}_{r_1} \times \cdots \times \mathbb{Z}_{r_n} \mid \text{there exists } (u_n, \ldots, u_2) \in \hat{\Upsilon}_n(C) \text{ such that } \\
\hat{f}[u_n, \ldots, u_j + 1] \leq i_j < \hat{f}[u_n, \ldots, u_j], \text{ for } j = 2, \ldots, n, \text{ and } 0 \leq i_1 < \hat{g}[u_n, \ldots, u_2]\}.
\]

**Example 7.** Let \( q = 2, n = 2, r_1 = 7, r_2 = 5 \), and consider the abelian code \( C \) given in Example 6. In this case we choose \( D = \{(0, 0), (0, 1), (1, 0), (1, 1), (3, 0), (3, 1)\} \) as restricted representatives of the 2-orbits of \( D = \mathbb{Z}_7 \times \mathbb{Z}_5 \). Then \( \hat{D}(C) = \{(0, 0), (1, 1)\} \). Then we compute \( \hat{M}(0) = 1, \hat{M}(1) = 4, \hat{M}(3) = 0 \) and \( m(0) = 1, m(1) = 3, m(3) = 3 \). Using these values we get the new sequences
\[
\hat{f}[0] = 5 > \hat{f}[1] = 4 > \hat{f}[2] = 1 > \hat{f}[3] = 0 = \hat{f}[4]
\]
and
\[
\hat{g}[0] = 0 < \hat{g}[1] = 3 < \hat{g}[2] = 4 < \hat{g}[3] = 7.
\]
Now, following (13), we get the picture.
The reader may check that even though we have added four marks, all of them are superfluous, that is, this picture is the same as that of Example 6.

Now we shall see that, in fact, the sets \( \Gamma(C) \) and \( \hat{\Gamma}(C) \) are the same. Let us recall that the values \( t(\cdot) \) and \( s(\cdot) \) represent the lengths of the sequences involved in the construction of \( \Gamma(C) \).

**Lemma 8.** Let \( C \) be an abelian code in \( \mathbb{A}(r_1, \ldots, r_n) \). Let \( (v_n, \ldots, v_2) \in \Upsilon_n(C) \) (see (5)). Then

a) \( t = s \) or \( s + 1 \) and \( f[v_n] = \hat{f}[v_n] \neq 0 \),

and for every \( j = 2, \ldots, n - 1 \), the following conditions hold:

b) \( t(v_n, \ldots, v_{j+1}) = s(v_n, \ldots, v_{j+1}) \) or \( s(v_n, \ldots, v_{j+1}) + 1 \),

c) \( \hat{\rho}_{v_n, \ldots, v_{j+1}}(e) = \{ \mu_{v_n, \ldots, v_{j+1}}(e) \text{ if } e \in \overline{D}_{j-1}(C), \ 0 \text{ if } e \in \overline{D}_{j-1} \setminus D_{j-1}(C) \} \),

d) \( f[v_n, \ldots, v_j] = \hat{f}[v_n, \ldots, v_j] \neq 0 \).

Moreover,

e) \( g[v_n, \ldots, v_2] = \hat{g}[v_n, \ldots, v_2] \neq 0 \).

**Proof:** Let \( D(C) \) denote the defining set of \( C \). Take \( \overline{D} \) a restricted set of representatives of the \( q \)-orbits of \( \mathbb{Z}_{r_1} \times \cdots \times \mathbb{Z}_{r_n} \).

Then we choose \( \overline{D}(C) = \overline{D} \cap D(C) \) as a set of restricted representatives of the \( q \)-orbits of \( D(C) \).

First, note that given \( e \in \overline{D}_{n-1} \), we have that \( e \in \overline{D}_{n-1}(C) \) if and only if \( \overline{M}(e) \neq 0 \), and in this case \( \overline{M}(e) = M(e) \). This implies that \( t = s \) if and only if \( \overline{D}_{n-1} = \overline{D}_{n-1}(C) \) and \( t = s + 1 \) otherwise.

Moreover, in the former case, \( \overline{f}[t] = \overline{f}[t + 1] = 0 \).

For all \( u \in \{1, \ldots, s \} \) one has that \( 0 \neq f[u] = \overline{f}[u] \) and \( f[u + 1] = \overline{f}[u + 1] \). This gives us \( a \).

Now, take \( (v_n, \ldots, v_2) \in \Upsilon_n(C) \). We are going to prove that \( b), c) \) and \( d) \) hold for every \( j = 2, \ldots, n - 1 \). We use induction on \( n - j \). First, we prove the case \( j = n - 1 \). As we have seen, \( \overline{f}[v_n] = f[v_n] \neq 0 \), and so, for every \( e \in \overline{D}_{n-2} \), \( \Omega_{v_n}(e) = 0 \) in case \( e \in \overline{D}_{n-2} \setminus \overline{D}_{n-2}(C) \) and \( \Omega_{v_n}(e) = \Omega_{v_n}(e) \) in case \( e \in \overline{D}_{n-2}(C) \). That is, \( \hat{\mu}_{v_n}(e) = 0 \) if \( e \in \overline{D}_{n-2} \setminus \overline{D}_{n-2}(C) \) and \( \hat{\mu}_{v_n}(e) = \mu_{v_n}(e) \) if \( e \in \overline{D}_{n-2}(C) \). Then, for all \( u \in \{1, \ldots, s(v_n)\} \) one has that \( f[v_n, u] = \overline{f}[v_n, u] \neq 0 \); in particular, \( f[v_n, v_n-1] = \overline{f}[v_n, v_n-1] \neq 0 \). Moreover, \( t(v_n) = s(v_n) \) if and only if \( \Omega_{v_n}(e) \neq \emptyset \) for every \( e \in \overline{D}_{n-2} \), and \( t(v_n) = s(v_n) + 1 \) otherwise. This shows the case \( j = n - 1 \).

Assume that we have proved \( b), c) \) and \( d) \) for some \( j \in \{3, \ldots, n - 1\} \). Then, let us prove these conditions in the case \( j + 1 \). Applying \( c) \) and \( d) \) with \( j \) and \( j + 1 \), we have that \( \hat{\Omega}_{v_n, \ldots, v_{j+1}} = \Omega_{v_n, \ldots, v_{j+1}} \) for every \( e \in \overline{D}_{j-2}(C) \), and \( \Omega_{v_n, \ldots, v_{j+1}}(e) = 0 \) if \( e \in \overline{D}_{j-2} \setminus \overline{D}_{j-2}(C) \). Hence, we obtain that \( \hat{\mu}_{v_n, \ldots, v_{j+1}}(e) = \mu_{v_n, \ldots, v_{j+1}}(e) \) for every \( e \in \overline{D}_{j-2}(C) \) and \( \hat{\mu}_{v_n, \ldots, v_{j+1}}(e) = 0 \) if \( e \in \overline{D}_{j-2} \setminus \overline{D}_{j-2}(C) \). Then \( f[v_n, \ldots, v_{j+1}, u] = \overline{f}[v_n, \ldots, v_{j+1}, u] \neq 0 \), for any \( u \in \{1, \ldots, s(v_n, \ldots, v_{j+1})\} \); in particular, \( f[v_n, v_n-1] = \overline{f}[v_n, v_n-1] \neq 0 \). This shows \( b), c) \) and \( d) \). In addition, we have obtained that the equality \( t(v_n, \ldots, v_{j+1}) = s(v_n, \ldots, v_{j+1}) \) holds if and only if \( \Omega_{v_n, \ldots, v_{j+1}}(e) \neq \emptyset \) for every \( e \in \overline{D}_{j-2} \) and \( t(v_n, \ldots, v_{j+1}) = s(v_n, \ldots, v_{j+1}) + 1 \) otherwise.

Finally \( d) \) follows from the definitions (12) and (6) and from \( c) \) and \( d) \) with \( j = 2 \) (if \( n = 2 \), we use that \( \overline{M}(e) = M(e) \neq 0 \) if and only if \( e \in \overline{D}_{n-1}(C) \)).

**Proposition 9.** Let \( C \) be an abelian code in \( \mathbb{A}(r_1, \ldots, r_n) \). Let \( \Gamma(C) \) and \( \hat{\Gamma}(C) \) the sets of check positions defined in (8) and (13) respectively. Then \( \Gamma(C) = \hat{\Gamma}(C) \).

**Proof:** Let \( D(C) \) be the defining set of \( C \). Recall that the set \( \Gamma(C) \) does not depend on the choice of the restricted set of representatives of the \( q \)-orbits of \( D(C) \). Take \( \overline{D} \) a restricted set of representatives of the \( q \)-orbits of \( \mathbb{Z}_{r_1} \times \cdots \times \mathbb{Z}_{r_n} \). Then we choose \( \overline{D}(C) = \overline{D} \cap D(C) \) as a set of restricted representatives of the \( q \)-orbits of \( D(C) \) and we construct \( \Gamma(C) \) and \( \hat{\Gamma}(C) \).

First, let us note that by using \( a) \) and \( b) \) in Lemma 8 we have that \( \Upsilon_n(C) \subseteq \overline{\Upsilon}_n(C) \). Indeed, if \( (v_n, \ldots, v_2) \in \Upsilon_n(C) \) then \( 0 \leq v_n \leq s \leq t \) and \( 0 \leq v_i \leq s(v_n, \ldots, v_{i+1}) \leq t(v_n, \ldots, v_{i+1}) \), with \( i = 2, \ldots, n - 1 \). This implies that \( (v_n, \ldots, v_2) \in \overline{\Upsilon}_n(C) \).
Now, we are going to prove that $\Gamma(C) \subseteq \hat{\Gamma}(C)$. To do this we take $(i_1, \ldots, i_n) \in \Gamma(C)$. Then there exists $(v_1, \ldots, v_2) \in Y_n(C)$ such that
\[ f[v_1, \ldots, v_j] > i_j \geq f[v_1, \ldots, v_j + 1], \]
for every $j = 2, \ldots, n$, and
\[ 0 \leq i_1 < g[v_1, \ldots, v_2]. \]
So, by the previous paragraph, $(v_1, \ldots, v_2) \in \hat{Y}_n(C)$. By applying $a)$, $d)$ and $e)$ in Lemma 8 we have that $\hat{f}[v_1, \ldots, v_j] > i_j \geq \hat{f}[v_1, \ldots, v_j + 1]$, for every $j = 2, \ldots, n$, and $0 \leq i_1 < \hat{g}[v_1, \ldots, v_2]$. Therefore, $(i_1, \ldots, i_n) \in \hat{\Gamma}(C)$.

Let us see the inclusion $\Gamma(C) \subseteq \hat{\Gamma}(C)$. Let $(i_1, \ldots, i_n) \in \Gamma(C)$. Then there exists $(v_1, \ldots, v_2) \in Y_n(C)$ such that
\[ \hat{f}[v_1, \ldots, v_j] > i_j \geq \hat{f}[v_1, \ldots, v_j + 1], \]
for every $j = 2, \ldots, n$, and
\[ 0 \leq i_1 < \hat{g}[v_1, \ldots, v_2]. \]
We will prove that $(v_1, \ldots, v_2) \in Y_n(C)$. We claim that $v_j \neq 0$ for every $j = 2, \ldots, n$. Assume that this is not true and let $j_0$ be the minimum in $\{2, \ldots, n\}$ such that $v_{j_0} = 0$. Since $0 \leq i_1 < \hat{g}[v_1, \ldots, v_2]$ and $\hat{g}[v_1, \ldots, v_2, 0] = 0$, by the definition (12), we have that $j_0 > 2$. Then, by using (11) we have that $\hat{f}_e[v_1, \ldots, v_{j_0+1}, 0](e) = 0$, for every $e \in D_{j_0-2}$, and hence $t(v_1, \ldots, v_{j_0+1}, 0) = 0$. So we get the following sequence
\[ r_{j_0-1} = \hat{f}[v_1, \ldots, v_{j_1+1}, 0, 0] = f[v_1, \ldots, v_{j_0+1}, 0, 1] = 0. \]
This implies that $\hat{f}[v_1, \ldots, v_{j_0+1}, 0, 1] \leq i_{j_0-1} < \hat{f}[v_1, \ldots, v_{j_0+1}, 0, 0]$ an so $v_{j_0-1} = 0$. This contradicts the minimality of $j_0$. Then our claim is proved.

Finally we are going to show that $v_n \neq s + 1$ and $v_j \neq s(v_n, \ldots, v_{j+1}) + 1$, for every $j = 2, \ldots, n$. Suppose that there exists $j_0$ the minimum in $\{2, \ldots, n\}$ such that $v_{j_0} = s + 1$, in case $j_0 = n$, or $v_{j_0} = s(v_n, \ldots, v_{j_0+1}) + 1$. If $j_0 = n$ then $v_{n} = s + 1$ and so, by using Lemma 8 $a)$, we have that $v_n = t$ and $0 = f(t + 1) = \hat{f}[t]$. This is a contradiction because $\hat{f}[t + 1] \geq i_n < f(t) = f(s + 1) = 0$. Let us assume that $j_0 < n$, then $v_{j_0} = s(v_n, \ldots, v_{j_0+1}) + 1 = t(v_n, \ldots, v_{j_0+1})$. Hence $0 = f[v_1, \ldots, v_{j_0+1}, t(v_n, \ldots, v_{j_0+1})] = f[v_1, \ldots, v_{j_0+1}, v_{j_0+1}]$. This contradicts that
\[ f[v_1, \ldots, v_{j_0+1}, v_{j_0+1}] \leq i_{j_0} < f[v_1, \ldots, v_{j_0+1}, v_{j_0+1}] = \hat{f}[v_1, \ldots, s(v_n, \ldots, v_{j_0+1}) + 1] = 0. \]
Thus, we have proved that $(v_1, \ldots, v_2) \in Y_n(C)$. Now, by applying $a)$, $d)$ and $e)$ in Lemma 8 we have that $f[v_1, \ldots, v_j] > i_j \geq f[v_1, \ldots, v_j + 1]$, for every $j = 2, \ldots, n$, and $0 \leq i_1 < g[v_1, \ldots, v_2]$. This implies that $(i_1, \ldots, i_n) \in \Gamma(C)$ and we are done.

Let $C$ be an abelian code in $A(r_1, \ldots, r_n)$ with defining set $D(C)$ with respect to certain choice of roots of unity. Then we define
\[ -D(C) = \{(r_1 - e_1, \ldots, r_n - e_n) \mid (e_1, \ldots, e_n) \in D(C)\}, \]
and we denote by $C^{-1}$ the code with defining set $-D(C)$ with respect to the same set of roots of unity, that is, $D(C^{-1}) = -D(C)$. One may check that $D(C)$ and $-D(C)$ have the same $q$-orbits structure, and so they yield the same parameters $m(C)$ (see (1)). Therefore, $\Gamma(C) = \Gamma(C^{-1})$ (see (8)).

The following lemma is well known. It establishes the relationship between the defining sets of $C^{-1}$ and $C^\perp$ respectively. The reader may find a proof in [13, p. 836].

**Lemma 10.** Let $\alpha = (\alpha_1, \ldots, \alpha_n)$ be a choice of primitive roots of unity. Let $C$ be an abelian code in $A(r_1, \ldots, r_n)$ with defining set $D(C)$, and let $C^\perp$ denote the dual code. Then
\[ D(C^\perp) = (\mathbb{Z}_{r_1} \times \cdots \times \mathbb{Z}_{r_n}) \setminus D(C). \]

Given $C$ an abelian code in $A(r_1, \ldots, r_n)$ with defining set $D(C)$ with respect to certain roots of unity, we denote by $C'$ the abelian code with defining set $D(C') = (\mathbb{Z}_{r_1} \times \cdots \times \mathbb{Z}_{r_n}) \setminus D(C)$ with respect to the same choice of roots of unity. The following result follows from Lemma 10 and what we have mentioned above about $C^{-1}$.

**Corollary 11.** Let $C$ be an abelian code in $A(r_1, \ldots, r_n)$ and let $C^\perp$ be its dual code. For a fixed set of primitive roots of unity we have that
\[ \Gamma(C^\perp) = \Gamma(C'). \]

The two previous results say that in order to study the relationship between $\hat{\Gamma}(C)$ and $\hat{\Gamma}(C^\perp)$ we can use the sets $\hat{\Gamma}(C)$ and $\hat{\Gamma}(C')$. The advantage of using the code $C'$ instead of $C^\perp$ relies on the fact that we can compute the defining set of $C'$ and $C$ at the same time. This allows us to easily relate the respective sets of check positions.
Let us denote by \( \hat{\Gamma}[1], \hat{\gamma}[1], \hat{\Omega}^i(\cdot), \hat{\Omega}'(\cdot), \hat{\mu}'(\cdot), t' \) and \( t'(\cdot) \), the parameters used in the construction of \( \hat{\Gamma}(C') \). The Lemma 13 establishes the relationship between these new parameters and that used in the construction of \( \hat{\Gamma}(C) \). First, we need to introduce the following recursive notation.

**Notation 12.** Given \((u_n, \ldots, u_2) \in \hat{\Sigma}_n(C)\) (see (10)) we define

\[ \omega_1(u_n) = t' - u_n. \]

Suppose that we have defined \( \omega_{i-1}(u_n, \ldots, u_{i+1}) \), with \( 2 \leq i < n \). Then we write (\( \delta = n - i + 2 \))

\[ \omega_i(u_n, \ldots, u_{i-1}) = [\omega_{i-1}(u_n, \ldots, u_{\delta}), t'(\omega_{i-1}(u_n, \ldots, u_{\delta})) - u_{i-1}] . \]

We also set

\[ \omega_i^+(u_n, \ldots, u_{\delta-1}) = \omega_i(u_n, \ldots, u_{i-1} - 1) = [\omega_{i-1}(u_n, \ldots, u_{\delta}), t'(\omega_{i-1}(u_n, \ldots, u_{\delta})) - u_{i-1} + 1] . \]

**Lemma 13.** Let \( C \) be an abelian code in \( \mathbb{A} \{ r_1, \ldots, r_n \} \). Then, for every \((u_n, \ldots, u_2) \in \hat{\Sigma}_n(C)\), we have that

- a) \( t = t' \) \( \Gamma(t(u_n, \ldots, u_i)) = t'(\omega_{n-i+1}(u_n, \ldots, u_i)) \), with \( i = 3, \ldots, n \),
- b) \( \hat{\Gamma}[u_n, \ldots, u_i] = r_1 - \hat{f}'[(\omega_{n-i+1}(u_n, \ldots, u_i)] \), with \( i = 2, \ldots, n \),
- c) \( \hat{\Gamma}[u_n, \ldots, u_2] = r_1 - \hat{f}'[\omega_{n-1}(u_n, \ldots, u_2)]. \)

**Proof:** Let \( \hat{\alpha} = (\alpha_1, \ldots, \alpha_n) \) be a choice of primitive roots of unity. Let us denote \( D(C) = D_\hat{\alpha}(C) \) and \( D(C') = D_\hat{\alpha}(C') \), the defining sets of \( C \) and \( C' \) respectively, with respect to \( \hat{\alpha} \). Let \( \mathcal{D} \) be a set of restricted representatives of the \( q \)-orbits of \( \mathbb{Z}_{r_1} \times \cdots \times \mathbb{Z}_{r_n} \). Take \( \mathcal{D}(C) = \mathcal{D} \cap D(C) \) and \( \mathcal{D}(C') = \mathcal{D} \cap D(C') \) as sets of restricted representatives of the \( q \)-orbits of \( D(C) \) and \( D(C') \) respectively. Then one has that \( \mathcal{D}(C) \cup \mathcal{D}(C') = \mathcal{D} \), where the union is disjoint. Let us recall that for every \( i \in \{1, \ldots, n-1\} \), the images of the projections onto the first \( i \) coordinates of \( \mathcal{D}, \mathcal{D}(C) \) and \( \mathcal{D}(C') \) are denoted by \( \mathcal{D}_i, \mathcal{D}_i(C) \) and \( \mathcal{D}_i(C') \), respectively.

Then for every \( e \in \mathcal{D}_{n-1} \), we have that \( \hat{\Omega}(e) + \hat{\Omega}'(e) = r_n \). This implies that \( t = t' \) and so, by the definitions of \( \hat{f}[:1] \) and \( \hat{f}'[:1] \), we obtain \( b \) in case \( i = n \).

In order to prove the remaining cases in a) and b), we use induction on \( n-i \). The key is to prove that for every \( i \in \{3, \ldots, n\} \), \((u_n, \ldots, u_i) \in \hat{\Sigma}_{n-i+1}(C) \) and \( e \in \mathcal{D}_{n-i} \) the following condition holds

\[ \hat{\Gamma}[u_n, u_i] + \hat{\Omega}_{n-i+1}(u_n, \ldots, u_i)(e) = r_{i-1} . \]

(14)

Take \((u_n, \ldots, u_2) \in \hat{\Sigma}_n(C)\). We are going to prove (14) in case \( i = n \) and consequently we will obtain b) with \( i = n-1 \) and a) with \( i = n \). Let \( e \in \mathcal{D}_{n-2} \). First, suppose that \( u_n \neq 0 \). For every \( a \in R_0(e) \), we have that \( a \in R_0(e) \setminus \left( \hat{\Omega}_{u_n}(e) \right) \) if and only if \( \hat{\Omega}(e, a) < \hat{f}[u_n] \). Since we have proved b) in case \( i = n \), we have that \( a \in R_0(e) \setminus \left( \hat{\Omega}_{u_n}(e) \right) \). This last inequality is equivalent to \( a \in \hat{\Omega}'_{\omega_1(u_n)}(e) \) because \( \hat{f}[\omega_1(u_n)] > \hat{f}'[\omega_1^+(u_n)] = \hat{f}'[\omega_1(u_n) + 1] \). So, \( R_0(e) \setminus \left( \hat{\Omega}_{u_n}(e) \right) = \hat{\Omega}'_{\omega_1(u_n)}(e) \).

Now, suppose that \( u_n = 0 \). Then \( \hat{\Omega}(e) = \emptyset \) and \( \omega_1(0) = t = t' \). By the definition of \( t' \), we have that \( \hat{\Omega}(e, a) \geq \hat{f}'[t'] \) for every \( a \in R_0(e) \). So \( R_0(e) \setminus \left( \hat{\Omega}_{u_n}(e) \right) = R_0(e) \setminus \hat{\Omega}'_{\omega_1(0)}(e) \). This implies that for every \( u_n \in \{0, \ldots, t\} \) and \( e \in \mathcal{D}_{n-2} \) the condition (14) with \( i = n \) holds. Hence

\[ t(u_n) = t'(\omega_1(u_n)) \]

and

\[ \hat{f}[u_n, u_{n-1}] + \hat{f}'[\omega_1^+(u_n, u_{n-1})](e) = r_{n-1} . \]

This gives us a) with \( i = n \) and b) with \( i = n-1 \).

Suppose that we have proved (14) for \( i = i_0 + 1 \), where \( 2 \leq i_0 < n \). Then

\[ \hat{f}[u_n, u_i] + \hat{f}'[\omega_1^+(u_n, u_{i+1})](e) = r_{i_0} \]

(15)

and

\[ t(u_n, \ldots, u_{i_0+1}) = t'(\omega_{n-i_0}(u_n, \ldots, u_{i_0+1})) . \]

(16)

that is, we have b) with \( i = i_0 \) and a) for \( i = i_0 + 1 \).

Let us prove (14) with \( i = i_0 \) and we will obtain b) with \( i = i_0 - 1 \) and a) with \( i = i_0 \).
Take \( e \in D_{i_0-2} \). We distinguish in two cases again. First, suppose that \( u_{i_0} \neq 0 \). Then \( a \in R_0(e) \setminus \left( \Omega_{u_n,\ldots,u_{i_0}}(e) \right) \) if and only if

\[
\hat{\mu}_{u_n,\ldots,u_{i_0+1}}(e,a) < \hat{f}[u_n,\ldots,u_{i_0}],
\]

By using (14), with \( i = i_0 + 1 \), and (15), this is equivalent to

\[
\hat{\mu}'_{\omega_{n-i_0}(u_n,\ldots,u_{i_0+1})}(e,a) > \hat{f}[\omega_{n-i_0+1}^+(u_n,\ldots,u_{i_0})],
\]

and this occurs if and only if \( a \in \Omega_{\omega_{n-i_0+1}(u_n,\ldots,u_{i_0})}(e) \), because

\[
\hat{f}[\omega_{n-i_0+1}^+(u_n,\ldots,u_{i_0})] > \hat{f}[\omega_{n-i_0+1}^+(u_n,\ldots,u_{i_0})].
\]

Now, suppose that \( u_{i_0} = 0 \). Then, \( \Omega_{u_n,\ldots,u_{i_0+1},0}(e) = \emptyset \) and

\[
\omega_{n-i_0+1}(u_n,\ldots,u_{i_0+1},0) = [\omega_{n-i_0}(u_n,\ldots,u_{i_0+1}), t'(\omega_{n-i_0}(u_n,\ldots,u_{i_0+1}))].
\]

By the definition of \( t'(\omega_{n-i_0}(u_n,\ldots,u_{i_0+1})) \), for every \( a \in R_0(e) \) we have that

\[
\hat{\mu}'_{\omega_{n-i_0}(u_n,\ldots,u_{i_0+1})}(e,a) \geq \hat{f}[\omega_{n-i_0}(u_n,\ldots,u_{i_0+1}), t'(\omega_{n-i_0}(u_n,\ldots,u_{i_0+1}))];
\]

so

\[
R_0(e) \setminus \left( \Omega_{u_n,\ldots,u_{i_0},0}(e) \right) = R_0(e) = \Omega_{\omega_{n-i_0+1}(u_n,\ldots,u_{i_0+1},0)}(e).
\]

Therefore, we conclude that for every \( e \in D_{i_0-2} \) we have that

\[
\hat{\mu}_{u_n,\ldots,u_{i_0}}(e) + \hat{\mu}'_{\omega_{n-i_0+1}(u_n,\ldots,u_{i_0})}(e) = r_{i_0-1}
\]

and then

\[
t(u_n,\ldots,u_{i_0}) = t'(\omega_{n-i_0+1}(u_1,\ldots,u_i))
\]

and

\[
\hat{f}[u_n,\ldots,u_{i_0-1}] + \hat{f}[\omega_{n-i_0+2}^+(u_n,\ldots,u_{i_0})] = r_{i_0-1}.
\]

This proves (14), (a) and (b).

To finish the proof let us deal with (c). From the previous paragraphs,

\[
\hat{\mu}_{u_n,\ldots,u_2}(e) + \hat{\mu}'_{\omega_{n-2}(u_n,\ldots,u_2)}(e) = r_2\quad\text{and}\quad \hat{f}[u_n,\ldots,u_2] + \hat{f}[\omega_{n-1}^+(u_n,\ldots,u_2)] = r_2,
\]

then

\[
r_1 = \sum_{e \in D_1} m(e) = \sum_{\{e \in D_1\mid \hat{\mu}_{u_n,\ldots,u_2}(e) \geq \hat{f}[u_n,\ldots,u_2]\}} m(e) + \sum_{\{e \in D_1\mid \hat{\mu}_{u_n,\ldots,u_2}(e) < \hat{f}[u_n,\ldots,u_2]\}} m(e) = \sum_{\{e \in D_1\mid \hat{\mu}_{u_n,\ldots,u_2}(e) \geq \hat{f}[u_n,\ldots,u_2]\}} m(e) + \sum_{\{e \in D_1\mid \hat{\mu}_{u_n,\ldots,u_2}(e) < \hat{f}[u_n,\ldots,u_2]\}} m(e) \geq \hat{g}[u_n,\ldots,u_2] + \hat{g}'[\omega_{n-1}(u_n,\ldots,u_2)].
\]

So we are done.

\[ \square \]

The following theorem is the main result of this section. It gives us the relationship between \( \Gamma(C) \) and \( \Gamma(C^\perp) \).

**Theorem 14.** Let \( C \) be an abelian code in \( \mathbb{A}(r_1,\ldots,r_n) \). Let \( \kappa : \prod_{i=1}^{i_n} \mathbb{Z}_{r_i} \to \prod_{i=1}^{i_n} \mathbb{Z}_{r_i} \) be the bijection given by \( \kappa(i_1,\ldots,i_n) = (r_1 - i_1 - 1,\ldots,r_n - i_n - 1) \). Then

\[ \kappa(\Gamma(C)) = (\mathbb{Z}_{r_1} \times \cdots \times \mathbb{Z}_{r_n}) \setminus \Gamma(C^\perp). \]
Proof: Let \((i_1, \ldots, i_n) \in \widehat{\Gamma}(\mathcal{C}) = \Gamma(\mathcal{C})\). Then, there is a list \((u_n, \ldots, u_2) \in \Upsilon_n(\mathcal{C})\) satisfying that
\[
f[u_n, \ldots, u_j + 1] = \widehat{f}[u_n, \ldots, u_j + 1] \leq i_j < \widehat{f}[u_n, \ldots, u_j] = f[u_n, \ldots, u_j],
\]
for \(j = 2, \ldots, n\), and
\[
0 \leq i_1 < \widehat{g}[u_n, \ldots, u_2] = g[u_n, \ldots, u_2].
\]
For every \(j = 2, \ldots, n\) we write \(\kappa_j(i_j) = r_j - i_j - 1\). Then
\[
r_j - \widehat{f}[u_n, \ldots, u_j] - 1 < \kappa_j(i_j) \leq r_j - \widehat{f}[u_n, \ldots, u_j + 1] - 1
\]
and
\[
r_1 - \widehat{g}[u_n, \ldots, u_2] - 1 < \kappa_1(i_1) \leq r_1 - 1.
\]
Then, by applying Lemma 13 we have that for each \(2 \leq j \leq n\),
\[
\widehat{f}[\omega_{n-j+1}(u_n, \ldots, u_j)] \leq \kappa_j(i_j) \leq \widehat{f}[\omega_{n-j+1}(u_n, \ldots, u_j + 1)],
\]
and
\[
\widehat{g}[\omega_{n-1}(u_n, \ldots, u_2)] \leq \kappa_1(i_1) < r_1.
\]
Now, note that \(\omega_{n-j+1}(u_n, \ldots, u_j + 1) = \omega_{n-j+1}(u_n, \ldots, u_j)\). So, by (17) and (13), \((\kappa_1(i_1), \ldots, \kappa_n(i_n)) \in \widehat{\Gamma}(\mathcal{C}^\perp)\) if and only if \(\kappa_1(i_1) \leq \omega_1(u_n, \ldots, u_2)\). But this contradicts (18). Hence \(\kappa(\Gamma(\mathcal{C})) \subseteq \Gamma(\mathcal{C}^\perp)^{c}\). Finally, from the fact that \(|\Gamma(\mathcal{C})| = |D(\mathcal{C})|\) (see [3]) and Corollary 11 we have that
\[
|\Gamma(\mathcal{C}^\perp)^c| = |\Gamma(\mathcal{C}^\perp)^c| = \prod_{i=1}^{n} r_i - |D(\mathcal{C})| = \prod_{i=1}^{n} r_i - \left(\prod_{i=1}^{n} r_i - |D(\mathcal{C})|\right) = |\Gamma(\mathcal{C})|,
\]
which yields the reverse inclusion.

Note that the bijection \(\kappa\) may be extended to a bijection of \(\Lambda(r_1, \ldots, r_n)\) via \(\kappa(P(X_1, \ldots, X_n)) = \sum a_{n-1}X^1\), for every \(P(X_1, \ldots, X_n) = \sum a_jX_j\). We also denote by \(\kappa\) this extension. It is clear that \(\kappa\) is exactly the composition \(T_1^r \circ \cdots \circ T_n^r\) (see Section II for notation) and so it belongs to the permutation automorphism group of every abelian code. Then, Theorem 14 implies that we can use equivalently \(\Gamma(\mathcal{C})^c\) or \(\Gamma(\mathcal{C}^\perp)^c\) in order to apply the algorithm of permutation decoding. Indeed, the reader may check that \(\mathcal{P} \subseteq \langle T_i \mid i = 1, \ldots, n\rangle\) is a partial PD-set for \(\mathcal{C}\) and the information set \(\Gamma(\mathcal{C}^\perp)^c\) if and only if \(\kappa \circ \mathcal{P} \circ \kappa^{-1}\) is a partial PD-set for \(\mathcal{C}^\perp\) and the information set \(\Gamma(\mathcal{C}^\perp)^c\).

V. Partial PD-sets for abelian codes

In the following two sections we study how to apply the permutation decoding algorithm to abelian codes by taking as reference the information sets given in the previous sections. Since these information sets depend only on their defining sets, we may construct good abelian codes (in order to apply the permutation decoding algorithm) from a suitable choice of their defining sets (see Section VI). We shall show sufficient conditions to find (partial) PD-sets contained in the subgroup of the permutation automorphisms of any abelian code, generated by the translations \(T_j(i_1, \ldots, i_n) = (i_1, \ldots, i_j + 1, \ldots, i_n)\), for \(j = 1, \ldots, n\), which were introduced in Section II.

As we have seen, for a given abelian code \(\mathcal{C}\) in \(\Lambda(r_1, \ldots, r_n)\) both sets \(\Gamma(\mathcal{C})^c\) and \(\Gamma(\mathcal{C})^\perp = \Gamma(\mathcal{C}^\perp)\) are information sets that we may use equivalently. We prefer to make use of the set \(\Gamma(\mathcal{C})^c\) because, on the one hand, we think that in this context the proofs may be written in a simpler form and on the other hand, examples may be also constructed in an easier way, as the reader may check in next section. As we have noted in the previous section, we can compute the defining sets of \(\mathcal{C}'\) and \(\mathcal{C}\) simultaneously; we can take one or the other as it suits us.

We denote by \(f'_{[1]}\), \(g'_{[1]}\), \(M'_{(-)}\), \(\Theta'_{(-)}\), \(\mu'_{(-)}\), \(s'\) and \(s'_{(-)}\), the parameters used in the construction of \(\Gamma(\mathcal{C}')\). It may be necessary to revise this construction in Section III, more precisely the definitions from (4) to (8).

Let \(\mathcal{C}\) be an abelian \(t\)-error-correcting code in \(\Lambda(r_1, \ldots, r_n)\) with defining set \(D(\mathcal{C})\) and information set \(\Gamma(\mathcal{C}')\). Let \(b \leq t\) a natural number and let \(e \in \Lambda(\mathcal{r}_1, \ldots, r_n)\) an error vector with \(\operatorname{support}(e) = \{p_1, \ldots, p_b\} \subseteq \mathbb{Z}_{r_1} \times \cdots \times \mathbb{Z}_{r_n}\). We set \(p_j = (p_j^1, \ldots, p_j^n)\) for \(j = 1, \ldots, b\). We are going to use the subgroup \langle \{T_i\}_{i=1}^{n} \rangle\) to move \(\operatorname{support}(e)\) outside of \(\Gamma(\mathcal{C})\). Following the notation in Section III, if \(p_j \in \Gamma(\mathcal{C}')\), for some \(1 \leq j \leq b\), then there exists \((u_n, \ldots, u_2) \in \Upsilon_n(\mathcal{C})\) satisfying \(f'[u_n, \ldots, u_i + 1] \leq p_j < f'[u_n, \ldots, u_i]\), for every \(i = 2, \ldots, n, \) and \(g'[u_n, \ldots, u_2] > p_j^1 \geq 0\). Therefore, in order to move \(p_j\) outside of \(\Gamma(\mathcal{C}')\), we look for a suitable \(T \in \langle \{T_i\}_{i=1}^{n} \rangle\) such that \(T(p_j) \notin \Gamma(\mathcal{C})\); that is, such that for \(T(p_j)\) there no exist \((u_n, \ldots, u_2)\) satisfying the conditions mentioned above. (For instance, the existence of \(i \in \{1, \ldots, n\}\) and \(\alpha \in \mathbb{N}\) such that \(f'[u_n, \ldots, u_i] \leq p_j^1 + \alpha \mod r_i\) implies that \(T_i (p_j) \notin \Gamma(\mathcal{C}')\).\)
Remark 15. As we have seen in Section III, our information sets depend on the chosen ordering in the indeterminates $X_1, \ldots, X_n$. In this section we will use the default ordering, that is, $X_1 < \cdots < X_n$. The reader may check that all the results can be adapted to any other ordering.

First, we need some technical results and some additional notation. All throughout $\mathcal{C}$ will be an abelian code in $\mathbb{A} (r_1, \ldots, r_n)$ with defining set $D(\mathcal{C})$ and information set $\Gamma(\mathcal{C}')$.

**Notation 16.** Let $v = (v_n, \ldots, v_j) \in \Upsilon_{n-j+2}(\mathcal{C}')$, with $j \in \{2, \ldots, n\}$. We define

- $S^0 (v) = v$,
- $S (v) = (v, s'(v)) = (v_n, \ldots, v_j, s'(v_n, \ldots, v_j))$ (if $n \geq 3$),
- and if we assume that $S^i (v)$ is defined, where $0 \leq i < j - 2$, we set
- $S^{i+1} (v) = (S^i (v), s'(S^i (v)))$.

Finally we define $S^{-1} (v) = (v_n, \ldots, v_{j+1})$, in case $j < n$, and $S^{-1} (v_n) = 0$.

**Lemma 17.** Let $h, j \in \mathbb{N}$ such that $2 \leq h \leq j \leq n$. Then for every $(u_n, \ldots, u_2) \in \Upsilon_n(\mathcal{C}')$ and an integer $w$, such that $u_j \leq w \leq s'(u_n, \ldots, u_{j+1})$, we have that:

- $f^h[u_n, \ldots, u_{h+1}, u_h] \leq f^h[S^{j-1-h}(u_n, \ldots, u_{j+1}, w), 1]$;
- $g^h[u_n, \ldots, u_{j-1}] \leq g^h[S^{j-1-h}(u_n, \ldots, u_{j+1}, w)]$.

**Proof:** Let $D(\mathcal{C}')$ be a restricted set of representatives of $D(\mathcal{C}')$. In order to avoid the distinction in cases, we will assume that, for every $e \in \overline{D}_{n-1}(\mathcal{C}')$, $\mu'_{u_n, \ldots, u_{j+1}}(e) = M'(e)$, when $i = n$ and $\mu'_j(e) = M'(e)$.

Let $(u_n, \ldots, u_2) \in \Upsilon_n(\mathcal{C}')$. Let $i$ and $j$ be natural numbers such that $2 \leq i \leq j \leq n$ and $w \in \{u_j, \ldots, s'(u_n, \ldots, u_{j+1})\}$. We are going to prove the following claim:

\[
\begin{aligned}
\text{if } e \text{ is an element of } \overline{D}_{i-1}(\mathcal{C}') \text{ such that } \\
\mu'_{u_n, \ldots, u_{j+1}}(e) \geq f^i[u_n, \ldots, u_i] \quad \text{then} \\
\mu'_{S_{j-i}(u_n, \ldots, u_{j+1}, w)}(e) \geq f^{i}[S_{j-i-1}(u_n, \ldots, u_{j+1}, w)]
\end{aligned}
\]

The condition (19) will be used repeatedly through the proof. First, in case $i = j$ we have that

\[
\mu'_{S_{j-i}(u_n, \ldots, u_{j+1}, w)}(e) = \mu'_{u_n, \ldots, u_{j+1}}(e) \geq f^i[u_n, \ldots, u_{j+1}, w] = f^{[S_{j-i-1}(u_n, \ldots, u_{j+1}, w)]}
\]

because $w \geq u_j$. Assume that $i < j$ (note that this implies $i < n$) and that there exists $e \in \overline{D}_{i-1}(\mathcal{C}')$ such that $\mu'_{u_n, \ldots, u_{j+1}}(e) \geq f^i[u_n, \ldots, u_i]$. Then $\mu'_{u_n, \ldots, u_{i+1}}(e) \neq 0$, and so there exists $a_1 \in R(e)$ verifying that $\mu'_{u_n, \ldots, u_{i+1}}(e, a_1) \geq f^i[u_n, \ldots, u_{i+1}]$. Hence $\mu'_{u_n, \ldots, u_{i+1}}(e, a_1) \neq 0$. By repeating this argument $j - i$ times we get $j - i$ natural numbers $a_1 \in R(e), \ldots, a_{j-i} \in R(e, a_1, \ldots, a_{j-i-1})$ such that $\mu'_{u_n, \ldots, u_{j+1}}(e, a_1, \ldots, a_{j-i}) \geq f^i[u_n, \ldots, u_j]$. So, $\mu'_{u_n, \ldots, u_{j+1}}(e, a_1, \ldots, a_{j-i}) \geq f^i[u_n, \ldots, u_{j+1}, w]$ because $w \geq u_j$. Then one follows that

\[
\mu'_{u_n, \ldots, u_{j+1}, w}(e, a_1, \ldots, a_{j-i-1}) \neq 0,
\]

and hence

\[
\mu'_{u_n, \ldots, u_{j+1}, w}(e, a_1, \ldots, a_{j-i-1}) \geq f^i[S_{j-i-1}(u_n, \ldots, u_{j+1}, w)]
\]

Therefore, $\mu'_{S_{j-i-1}(u_n, \ldots, u_{j+1}, w)}(e, a_1, \ldots, a_{j-i-2}) \neq 0$. Now, we repeat this process $j - i$ times and we remove the numbers $a_i$, with $i = 1, \ldots, j - i$, until to get

\[
\mu'_{S_{j-i-1}(u_n, \ldots, u_{j+1}, w)}(e) \geq f^i[S_{j-i}(u_n, \ldots, u_{j+1}, w)]
\]

This proves (19).

Let us prove $a)$. Let $h$ be a natural number with $2 \leq h \leq j \leq n$. If $h = j$, then the proof of $a)$ is straightforward. So suppose that $h < j$. Then one has

\[
f^i[u_n, \ldots, u_{h+1}, u_h] \leq f^i[u_n, \ldots, u_{h+1}, 1] = \max_{e \in D_{h-1}(\mathcal{C}')} \left\{ \mu'_{u_n, \ldots, u_{h+1}}(e) \right\} = \max_{e \in D_{h-1}(\mathcal{C}')} \left\{ \sum_{a \in \Omega'_{u_n, \ldots, u_{h+1}}(e)} m(e, a) \right\}.
\]
Recall that

$$\Omega'_{u_n,\ldots,u_{h+1}}(e) = \{ a \in R(e) \mid \mu'_{u_n,\ldots,u_{h+2}}(e,a) \geq f'[u_n,\ldots,u_{h+1}] \}.$$ 

On the other hand,

$$f'[S^{i-1-h}(u_n,\ldots,u_{j+1},w), 1] = \max_{e \in D_{j+1}'} \left\{ \mu'_{S^{i-1-h}(u_n,\ldots,u_{j+1},w)}(e) \right\} = \max_{e \in D_{j+1}'} \left\{ \sum_{a \in \Omega'_{S^{i-1-h}(u_n,\ldots,u_{j+1},w)}(e)} m(e,a) \right\},$$

where

$$\Omega'_{S^{i-1-h}(u_n,\ldots,u_{j+1},w)}(e) = \{ a \in R(e) \mid \mu'_{S^{i-2-h}(u_n,\ldots,u_{j+1},w)}(e,a) \geq f'[S^{i-1-h}(u_n,\ldots,u_{j+1},w)] \}.$$ 

Now, by applying (19) with \( i = h + 1 \) we have \( a \).

Finally let us prove \( b \). By definition,

$$g'[u_n,\ldots,u_2] = \sum_{\mu'_{u_n,\ldots,u_2}(e) \geq f'[u_n,\ldots,u_2]} m(e).$$

Then by taking \( v = (u_n,\ldots,u_{j+1},w) \) we have that

$$g'[S^{j-2}(v)] = \sum_{\mu'_{S^{j-3}(v)}(e) \geq f'[S^{j-2}(v)]} m(e).$$

Therefore, by (19) with \( i = 2 \) we obtain \( b \).

Now we present some definitions that will be used in our main results.

**Definition 18.** Given \( v \in \{1,\ldots,s'\} \) we define

$$\Lambda'(v) = \{ i \in \{2,\ldots,n\} \mid f'[S^{n-i-1}(v), 1] < r_1 \},$$

where, if \( i = n \) then \( f'[S^{-1}(v), 1] = f'[1] \). From \( \Lambda'(v) \) we define

$$\Lambda(v) = \begin{cases} \Lambda'(v) \\ \Lambda'(v) \cup \{1\} \end{cases} \text{ if } g'[S^{n-2}(v)] = r_1, \text{ otherwise.}$$

Now, for every \( i \in \Lambda(v) \), we define

$$\lambda_i(v) = \max \left\{ \lambda \in \mathbb{N} \mid f'[S^{n-i-1}(v), 1] < \left\lceil \frac{r_2}{\lambda} \right\rceil \right\},$$

in case \( i > 1 \), and in case \( i = 1 \) we set

$$\lambda_1(v) = \max \left\{ \lambda \in \mathbb{N} \mid g'[S^{n-2}(v)] < \left\lceil \frac{r_1}{\lambda} \right\rceil \right\}.$$ 

Note that, by Lemma 17, given \( v, v' \in \{1,\ldots,s'\} \) we have that

$$\text{if } v \geq v' \text{ then } \Lambda(v) \subseteq \Lambda(v'). \tag{20}$$

The following two lemmas will be used several times in the proofs of the subsequent results. Given \( r > 0 \) and \( x \) integers, we denote by

$$[x]_r$$

the remainder of the division of \( x \) between \( r \).

**Lemma 19.** Let \( r, h, x_1,\ldots,x_h \) be natural numbers such that \( 0 \leq x_1 < x_2 < \cdots < x_h < r \). Then there exists \( \beta \in \mathbb{N} \) verifying that

$$\left\lceil \frac{r}{h} \right\rceil - 1 \leq [x_i + \beta]_r < r,$$

for every \( i = 1,\ldots,h \), and \( [x_j + \beta]_r = r - 1 \) for some \( j \in \{1,\ldots,h\} \).
Then, on the one hand, we have that

Lemma 20. Let $B$ be a subset of $\mathbb{Z}_{r_1} \times \ldots \times \mathbb{Z}_{r_s}$ with cardinality $h$. Let $A \subseteq B$ and $\{\lambda_i(u)\}_{i \in I}$ a set of integers, with $I \subseteq \Lambda(u)$ for certain $u \in \{1, \ldots, s'\}$. For any non negative integer $\eta$ such that $\eta \leq |A|$ and 

$$
\eta + \sum_{i \in I} \lambda_i(u) \geq b, 
$$

there exist $J = \{i_1, \ldots, i_h\} \subseteq I$ and a family of sets $\{X_k\}_{k=1}^h$ such that $X_k \subseteq \mathbb{Z}_{r_k}$ such that $B = A \cup B_1 \cup \cdots \cup B_h$, where the union is disjoint, and for each $k \in \{1, \ldots, h\}$, 

$$
B_k = \{x \in B \setminus (A \cup B_1 \cup \cdots \cup B_{k-1}) \mid \pi_{i_k}(x) \in X_k\}. 
$$

Moreover, there exists a family of non negative integers $\{\beta_k\}_{k=1}^h$ verifying that for every $k = 1, \ldots, h$, given $a \in X_k$ and $v = (v_1, \ldots, v_{i_k+1}) \in \mathcal{Y}_{n-i_k+2}(C')$, where $v_n \leq u$, the following properties hold

a) $[a + \beta_k]_{r_k} \geq f'(v, 1)$, if $i_k \neq 1$,

b) $[a + \beta_1]_{r_1} \geq g'[v]$, if $i_k = 1$.

Proof: Suppose that we have $A \subseteq B$, $\{\lambda_i(u)\}_{i \in I}$ and $\eta$ satisfying the conditions of the statement. First of all, note that if $A = B$ then the lemma follows straightforward by taking $J = \emptyset$, So, we assume that $A \neq B$.

We denote $\lambda_i(u) = \lambda_i$, for short, and the elements of $I$ by $I = \{i_1, \ldots, i_m\}$. We are going to construct $J = \{i_1, \ldots, i_h\}$, where we will get $h$ and the family of sets $\{X_k\}_{k=1}^h$ as a consequence of a recursive procedure. To do this we will make use of an intermediate family of sets $\{L_k\}_{k=1}^h$, with $L_k \subseteq \mathbb{Z}_{r_k}$. For each $k \in \{1, \ldots, m\}$ we define 

$$
L_k = \pi_{i_k}[B \setminus (A \cup B_1 \cup \cdots \cup B_{k-1})]; 
$$

$$
X_k = \begin{cases} 
X \subseteq L_k \text{ such that } |X| = \lambda_k, & \text{if } |L_k| > \lambda_k; \\
L_k, & \text{if } |L_k| \leq \lambda_k,
\end{cases}
$$

and

$$
B_k = \{x \in B \setminus (A \cup B_1 \cup \cdots \cup B_{k-1}) \mid \pi_{i_k}(x) \in X_k\}. 
$$

We set $h = \min\{1 \leq k \leq m \mid |L_k| \leq \lambda_i\}$. Let us see that $|1 \leq k \leq m \mid |L_k| \leq \lambda_i \neq 0$, which is, let us check that $h$ is well defined. Suppose that this is not true. Then we have that $|L_m| > \lambda_i$. This implies that $|B \setminus (A \cup B_1 \cup \cdots \cup B_m)| = |B| - (|A| + \sum_{k=1}^m |B_k|) > 0$, because $|X_m| = \lambda_m < |L_m|$. So

$$
\eta + \sum_{k=1}^m \lambda_k \leq |A| + \sum_{k=1}^m |B_k| < |B| = b, 
$$

a contradiction. Therefore $|L_h| \leq \lambda_i$, and then $X_h = L_h$. Hence

$$
B_h = \left\{ x \in B \setminus \left( \bigcup_{k=1}^{h-1} B_k \right) \mid \pi_{i_k}(x) \in L_h \right\} = B \setminus \left( \bigcup_{k=1}^{h-1} B_k \right),
$$
and so $B = A \cup B_1 \cup \cdots \cup B_h$.

Now, for every $k \in \{1, \ldots, h\}$, we use Lemma 19 applied to the elements of each $X_k$ and $r_{ik}$. Then we get $\beta_1, \ldots, \beta_h \in \mathbb{N}$ such that
\[
\frac{r_{ik}}{\lambda_{ik}} - 1 \leq \frac{r_{ik}}{X_k} - 1 \leq [a + \beta_k] r_{ik} < r_{ik}
\]
for all $a \in X_k$. Note that $|X_k| \leq \lambda_k$ for every $k = 1, \ldots, h$. On the other hand, by using that $i_k \in \Lambda(u)$ for every $k = 1, \ldots, h$, and Lemma 17, we have that for every $a \in X_k$ and $v = (v_n, \ldots, v_{ik+1}) \in \Upsilon_{n-ik+1}(C')$, with $v_n \leq u$,
\[
[a + \beta_k] r_{ik} \geq f'(s^{n-ik-1}(u), 1) \geq f'(v, 1),
\]
in case $i_k \neq 1$, and
\[
[a + \beta_k] r_{1} \geq g'[s^{n-2}(u)] \geq g'[v],
\]
in case $i_k = 1$. This finishes the proof.

Now, we are ready to present our first sufficient condition to have a (partial) PD-set contained in the group $\langle T_i \mid i = 1, \ldots, n \rangle$.

**Theorem 21.** Let $C$ be a $t$-error-correcting abelian code in $h(r_1, \ldots, r_n)$. Let $b$ a positive integer such that $b \leq t$. If there exists a subset $I \subseteq \Lambda(s')$ (see (18)) verifying
\[
\sum_{i \in I} \lambda_i(s') \geq b
\]
then the group $\langle T_i \mid i \in I \rangle$ is a b-PD-set for $C$ with respect to the information set $\Gamma(C')$.

**Proof:** Let $B$ a subset in $\mathbb{Z}_{r_1} \times \cdots \times \mathbb{Z}_{r_n}$ with cardinality $b$. Suppose that there exists $I = \{i_1, \ldots, i_m\}$ contained in $\Lambda(s')$ such that $\sum_{i=1}^{m} \lambda_{i}(s') \geq b$. We denote $\lambda_i(s') = \lambda_{i_k}$ for brevity. Then by applying the Lemma 20 to $B$, $A = \emptyset$ and $\{\eta, \lambda_{i_1}, \ldots, \lambda_{i_m}\}$, with $\eta = 0$, we obtain a family of sets $X_1 \subseteq \mathbb{Z}_{r_{i_1}}, \ldots, X_h \subseteq \mathbb{Z}_{r_{i_h}}$, with $h \leq m$, satisfying that $B = B_1 \cup \cdots \cup B_h$, where, for every $k \in \{1, \ldots, h\}$
\[
B_k = \left\{ x \in B \setminus \bigcup_{j=1}^{k-1} B_j \mid \pi_{i_k}(x) \in X_k \right\}.
\]
Moreover, there exists a family of positive integers $\{\beta_{ik}\}_{k=1}^{h}$ such that for every $k = 1, \ldots, h$, given $a \in X_k$ and $v = (v_n, \ldots, v_{ik+1}) \in \Upsilon_{n-ik+1}(C')$ one has that
\[
[a + \beta_{ik}] r_{ik} \geq f'(v, 1),
\]
in case $i_k \neq 1$, and
\[
[a + \beta_1] r_{1} \geq g'[v],
\]
in case $i_k = 1$. Note that every $(v_n, \ldots, v_{ik+1}) \in \Upsilon_{n-ik+1}(C')$ satisfies that $v_n \leq s'$.

Now, take $p \in B$ and let us see that $\left(\prod_{j=1}^{h} T_{i_j}^{\beta_{ij}}\right) (p) \notin \Gamma(C')$. Let $k \in \{1, \ldots, h\}$ such that $p \in B_k$. Let us denote $q = \left(\prod_{j=1}^{h} T_{i_j}^{\beta_{ij}}\right) (p)$ and suppose that $q \in \Gamma(C')$. Then there exists $v = (v_n, \ldots, v_2) \in \Upsilon_n(C')$ such that
\[
f'[v_n, \ldots, v_{ik}] > \pi_{i_k}(q) \geq f'[v_n, \ldots, v_{ik} + 1],
\]
in case $i_k \neq 1$, and
\[
g'[v_n, \ldots, v_2] > \pi_1(q) \geq 0,
\]
in case $i_k = 1$. On the other hand, $\pi_{i_k}(q) = \pi_{i_k}(T_{i_k}^{\beta_{ik}} (p)) = [\pi_{i_k}(p) + \beta_{ik}] r_{ik}$ and by definition $\pi_{i_k}(p) \in X_k$. So, in cases $i_k \neq 1$ and $i_k = 1$ we reach a contradiction with (23) and (24) respectively (observe that $f'[v_n, \ldots, v_{ik+1}, v_{ik}] \leq f'[v_n, \ldots, v_{ik+1}, 1]$).

The previous theorem is based on the existence of certain subsets of $\Lambda(s')$. The following result deals with subsets $\Lambda(u)$, for some $u \in \{1, \ldots, s'\}$. So, in some sense it improves Theorem 21 (see (20)). Although, the following theorem implies a growth of the (partial) PD-set. More precisely, it supposes the addition of the subgroup $\langle T_n \rangle$. This means that in some cases we might obtain PD-sets bigger than that given by the Theorem 21.

**Theorem 22.** Let $C$ be a $t$-error-correcting abelian code in $h(r_1, \ldots, r_n)$. Let $b$ a positive integer such that $b \leq t$. We define
\[
\lambda_0 = \begin{cases} 
0 & \text{if } f'[1] = r_n, \\
1 & \text{if } \frac{f'[1]}{c} \leq f'[1] < r_n, \\
b & \text{if } f'[1] < \frac{f'[1]}{c}.
\end{cases}
\]
Let \( u = \min \{ x \in \{2, \ldots, s' + 1\} \mid f'[x] < \left[ \frac{r_n}{T} \right] \} \). If there exists a subset \( I \subseteq \Lambda(u - 1) \setminus \{n\} \) such that
\[
\lambda_0 + \sum_{i \in I} \lambda_i (u - 1) \geq b
\]
then the group generated by \( T_n \) and \( \{ T_i \}_{i \in I} \) is a \( b \)-PD-set for \( C \) with respect to the information set \( \Gamma(C') \).

**Proof:** Let \( B \) be a subset of \( \mathbb{Z}_{r_1} \times \cdots \times \mathbb{Z}_{r_n} \) with cardinality \( b \). We define \( L_0 = \pi_n(B) \). Then by applying the Lemma 19 to the elements of \( L_0 \) and \( r_n \), we have that there exists \( \beta_0 \in \mathbb{N} \) such that
\[
f'[u] \leq \left[ \frac{r_n}{b} \right] - 1 \leq \left[ \frac{r_n}{|L_0|} \right] - 1 \leq [a + \beta_0] r_n < r_n
\]
for every \( a \in L_0 \) (observe that, by definition, \( |L_0| \leq b \)). Moreover, we have that there exists \( a_0 \in L_0 \) verifying that
\[
[a_0 + \beta_0] r_n = r_n - 1.
\]
Let \( X_0 = \{ p \in B \mid \pi_n(p) = a_0 \} \). We define
\[
B_0 = \begin{cases}
B & \text{if } \lambda_0 = b, \\
X_0 & \text{if } \lambda_0 = 1, \\
\emptyset & \text{if } \lambda_0 = 0.
\end{cases}
\]

Note that if \( \lambda_0 = b \) then the hypothesis (25) holds with \( I = \emptyset \). This fact together with (26) imply that \( T_{\beta_0}^p(p) \notin \Gamma(C') \) for every \( p \in B \); that is, the group generated by \( T_n \) is a \( b \)-PD-set for \( C \) with respect to the information set \( \Gamma(C') \), and we are done. Then, in what follows we assume that \( \lambda_0 < b \). Note that this implies that \( \lambda_0 \leq |B_0| \).

Now, assume that there exists a subset \( I = \{ i_1, \ldots, i_m \} \subseteq \Lambda(u - 1) \setminus \{n\} \) such that \( \lambda_0 + \sum_{k=1}^m \lambda_{i_k} (u - 1) \geq b \). We write \( \lambda_{i_k} (u - 1) = \lambda_{i_k} \). We continue the proof in a similar way to that of Theorem 21. We apply the Lemma 20 to \( B, A = B_0, \{ \lambda_{i_1}, \ldots, \lambda_{i_m} \} \) and \( \eta = \lambda_0 \). Then we obtain two families of sets, \( \{ X_k \}_{k=1}^h \), with \( h \leq m \) and \( \{ B_k \}_{k=1}^h \), satisfying that \( B = B_0 \cup B_1 \cup \cdots \cup B_h \), where, for every \( k \in \{1, \ldots, h\} \), \( \pi_{i_k}(x) \in X_k \), for all \( x \in B_k \). Moreover, there exists a family of positive integers \( \{ \beta_k \}_{k=1}^h \) such that for every \( k = 1, \ldots, h \), given \( a \in X_k \) and \( v = (v_n, \ldots, v_{i_k+1}) \in \Upsilon_n-i_{k+1}(C') \), with \( v_n \leq u - 1 \), one has that
\[
[a + \beta_k] r_k \geq f'[v, 1],
\]
in case \( i_k \neq 1 \), and
\[
[a + \beta_1] r_1 \geq g'[v],
\]
in case \( i_k = 1 \).

Take \( p \in B \) and let us see that \( \left( \prod_{j=1}^h T_{i_j}^{\beta_j} \right) (p) \notin \Gamma(C') \). Denote \( q = \left( \prod_{j=1}^h T_{i_j}^{\beta_j} \right) (p) \) and suppose that \( q \in \Gamma(C') \). Then there exists \( v = (v_n, \ldots, v_2) \in \Upsilon_n(C') \) such that
\[
f'[v_n, \ldots, v_1] > \pi_i(q) \geq f'[v_n, \ldots, v_i + 1], \quad \text{for } i = 2, \ldots, n,
\]
and
\[
g'[v_n, \ldots, v_2] > \pi_n(q) \geq 0.
\]
Let \( k \in \{0, \ldots, h\} \) such that \( p \in B_k \). We distinguish two cases: \( k = 0 \) and \( k \neq 0 \).

If \( k = 0 \) then \( p \in B_0 \), and hence \( \pi_n(p) = a_0 \). So, by (27),
\[
\pi_n(q) = \pi_n(T_{\beta_0}^p(p)) = [a_0 + \beta_0] r_n = r_n - 1.
\]
This is a contradiction with (30), for \( i = n \), because we are assuming that \( \lambda_0 < b \), which means that \( f'[v_n] \leq f'[1] < r_n \).

Now, suppose that \( k \neq 0 \). Then, on the one hand,
\[
\pi_n(q) = \pi_n(T_{\beta_k}^p(p)) = [\pi_n(p) + \beta_0] r_n,
\]
where \( \pi_n(p) \in L_0 \) by definition. So (26) together with (30), with \( i = n \), imply that \( v_n \leq u - 1 \). On the other hand, \( \pi_{i_k}(p) \in X_k \) and
\[
\pi_{i_k}(q) = \pi_{i_k}(T_{\beta_k}^p(p)) = [\pi_{i_k}(p) + \beta_k] r_{i_k}.
\]
Therefore, if \( i_k \neq 1 \) then (30), for \( i = i_k \), yields a contradiction with (28). Last, if \( i_k = 1 \) then (31) contradicts (29).

Our next result gives us a sufficient condition under the assumptions \( n \geq 3 \) and \( f'[1] = r_n \). This new condition can hold even when Theorem 22 does not do, as it will be shown in Example 24.
Theorem 23. Let $C$ be a $t$-error-correcting abelian code in $\mathbb{L}(r_1, \ldots, r_n)$. Let $b$ be a positive integer such that $b \leq t$. Suppose that $n \geq 3$, $f'[1] = r_n$ and assume that there exists $v_0 = (v_1, \ldots, v_{\tau + 1}, 1) \in \mathcal{V}_{n-\tau+2}(C')$ (with $1 < \tau < n$) such that $f'[v_0, \ldots, v_{\tau+1}, 1] < r_\tau$. Then, we define

$$u = \begin{cases} v_n + 1 & \text{in case } f'[v_n + 1] < \left[ \frac{r_n}{b} \right], \\
\min \{ \{v_n + 1 \leq x \leq s' \} \mid f'[v_n] - f'[x] > r_n - \left[ \frac{r_n}{b} \right] \} \cup \{ s' + 1 \} & \text{in case } f'[v_n + 1] \geq \left[ \frac{r_n}{b} \right]. \end{cases}$$

(32)

If there exists a subset $I$ of $\Lambda(u - 1) \setminus \{ \tau, \ldots, n \}$ verifying that

$$1 + \sum_{i \in I} \lambda_i(u - 1) \geq b,$$

then the group generated by $\{T_\tau, \ldots, T_n\}$ and $\{T_i\}_{i \in I}$ is a $b$-PD-set for $C$ with respect to $\Gamma(C')$.

Proof: Suppose that $f'[i] = r_n$ and $n \geq 3$. Let us also assume that there exists $v = (v_1, \ldots, v_{\tau+1}, 1) \in \mathcal{V}_{n-\tau+2}(C')$ (with $1 < \tau < n$) such that $f'[v_0, \ldots, v_{\tau+1}, 1] < r_\tau$.

Let $B$ be a subset of $\mathbb{Z}_{r_1} \times \cdots \times \mathbb{Z}_{r_n}$ with cardinality $b$. We define $L_0 = \pi_n(B)$. We claim that there exist $a_0 \in L_0$ and $\beta_0 \in \mathbb{N}$ verifying that

$$f'[v_n + 1] \leq [a_0 + \beta_0]_{r_n} < f'[v_n]$$

and

$$f'[u] \leq [a + \beta_0]_{r_n} < f'[v_n], \text{ for all } a \in L_0.$$ 

Indeed, by applying the Lemma 19 to the elements of $L_0$ and $r_n$ we obtain $\beta_0 \in \mathbb{N}$ such that

$$\left\lceil \frac{r_n}{b} \right\rceil - 1 \leq \left\lfloor \frac{r_n}{L_0} \right\rfloor - 1 \leq [a + \beta_0]_{r_n} < r_n$$

for every $a \in L_0$. In addition, there exists $a_1 \in L_0$ such that $[a_1 + \beta_0]_{r_n} = r_n - 1$.

Suppose that $f'[v_n + 1] \geq \left[ \frac{r_n}{b} \right]$. Take $\beta''_0 = r_n - f'[v_n]$. Then,

$$f'[v_n + 1] \leq [a_1 + \beta_0 - \beta''_0]_{r_n} = f'[v_n] - 1 < f'[v_n].$$

So, since

$$u = \min \{ v_n + 1 \leq x \leq s' \mid f'[v_n] - f'[x] > r_n - \left[ \frac{r_n}{b} \right] \},$$

one has that for every $a \in L_0$

$$[a + \beta_0 - \beta''_0]_{r_n} \geq \left\lceil \frac{r_n}{b} \right\rceil - 1 - r_n + f'[v_n] \geq f'[u].$$

Now, if we assume that $u = s' + 1$, then $0 = f'[u] \leq [a + \beta_0 - \beta''_0]_{r_n}$ for all $a \in L_0$. Therefore, for any value of $u$, (33) and (34) hold with $\beta_0 = \beta''_0$ and $a_0 = a_1$.

Now, let us suppose that $f'[v_n + 1] < \left[ \frac{r_n}{b} \right]$ and let us denote $a_2 = \min \{ [a + \beta_0]_{r_n} \}$. Then there exists $\beta''_0 \in \mathbb{N}$ such that

$$f'[v_n + 1] \leq [a_2 + \beta_0 - \beta''_0]_{r_n} < f'[v_n]$$

and

$$f'[u] = f'[v_n + 1] \leq [a + \beta_0 - \beta''_0]_{r_n} < f'[v_n],$$

for every $a \in L_0$. So, by taking $\beta_0 = \beta''_0$ and $a_0 = a_2$ one has (33) and (34). This finishes the proof of (33) and (34).

Let $p_0 \in \{ p \in B \mid \pi_n(p) = a_0 \}$. Then, by (33), $f'[v_n + 1] \leq \left[ \pi_n(p_0) + \beta_0 \right]_{r_n} < f'[v_n]$. Take $\nu_\tau, \nu_{\tau+1}, \ldots, \nu_{n-1} \in \mathbb{N}$ such that $f'[v_n, \ldots, v_i + 1] \leq \left[ \pi_i(p_0) + \nu_i \right]_{r_i} < f'[v_n, \ldots, v_i], \text{ for every } i = \tau + 1, \ldots, n-1$ and $f'[v_n, \ldots, v_{\tau+1}, 1] \leq \left[ \pi_\tau(p_0) + \nu_\tau \right]_{r_\tau} = r_\tau - 1$.

Note that by hypothesis $f'[v_n, \ldots, v_{\tau+1}, 1] < r_\tau$. Then

$$\left( \prod_{i=\tau}^{n-1} T_i^{p_0} \circ T_i^{\beta_0} \right) (p_0) \notin \Gamma(C').$$

Moreover, we have that

$$\sigma \circ \left( \prod_{i=\tau}^{n-1} T_i^{p_0} \circ T_i^{\beta_0} \right) (p_0) \notin \Gamma(C'),$$

(35)

for any $\sigma$ in the group generated by $\{T_1, \ldots, T_{\tau-1}\}$.

Let us suppose that there exists a subset $I = \{i_1, \ldots, i_m\} \subseteq \Lambda(u - 1) \setminus \{\tau, \ldots, n\}$ such that $1 + \sum_{i \in I} \lambda_i(u - 1) \geq b$. For brevity, we write $\lambda_i(u - 1) = \lambda_i$. The proof continues in a similar way to that of the previous theorem. We apply the
Lemma 20 to $B$, $A = \{p_0\}$ and $\{\eta, \lambda_1, \ldots, \lambda_{m}\}$, where we define $\eta = 1$. Then we obtain two families of sets, $\{X_k\}_{k=1}^h$, with

$$X_1 \subseteq \mathbb{Z}_{r_{i_1}}, \ldots, X_h \subseteq \mathbb{Z}_{r_{i_h}}$$

$h \leq m$, and $\{B_k\}_{k=1}^h$, such that $B = \{p_0\} \cup B_1 \cup \cdots \cup B_h$, where, for every $k \in \{1, \ldots, h\}$, $\pi_k(x) \in X_k$, for all $x \in B_k$. Moreover, there exists a family of positive integers $\{\beta_k\}_{k=1}^h$ such that for every $k = 1, \ldots, h$, given $a \in X_k$ and $v = (v_n, \ldots, v_{i_k+1}) \in \Upsilon_{n-i_k+1}(C')$, with $v_n \leq u - 1$, one has that

$$[a + \beta_k]_{r_i} \geq f'[v, 1],$$

in case $i_k \neq 1$, and

$$[a + \beta_1]_{r_1} \geq g'[v],$$

in case $i_k = 1$.

Take $p \in B$ and denote $q = \left(\prod_{j=1}^h T_{i_j}^{\beta_j} \right) \circ \left(\prod_{i=1}^{n-1} T_i^{\nu} \right) \circ \left(\prod_{i=1}^{h} T_i^{\nu} \right) (p)$. Let us see that $q \notin \Gamma(C')$. If $p = p_0$ then (35) gives us what we wanted. So, suppose that $p \neq p_0$ and $q \notin \Gamma(C')$. Then there exists $v = (v_n, \ldots, v_2) \in \Upsilon_n(C')$ such that

$$f'[v_n, \ldots, v_i] \geq f'[v_n, \ldots, v_{i+1}],$$

for $i = 2, \ldots, n$, and

$$g'[v_n, \ldots, v_2] \geq \pi_1(q) \geq 0.$$  

Let $k \in \{1, \ldots, h\}$ such that $p \in B_k$. Then, on the one hand,

$$\pi_n(q) = \pi_n(T_n^{\beta_0}(p)) = [\pi_n(p) + \beta_0]_{r_n},$$

where $\pi_n(p) \in L_0$. So (34) together with (38), for $i = n$, imply that $v_n \leq u - 1$. On the other hand, $\pi_{ik}(p) \in X_k$ and

$$\pi_{ik}(q) = \pi_{ik}(T_i^{\beta_k}(p)) = [\pi_{ik}(p) + \beta_k]_{r_{ik}}.$$  

Therefore, if $i_k \neq 1$ then (38), for $i = i_k$, yields a contradiction with (36). Last, if $i_k = 1$ then (39) contradicts (37). This finishes the proof.

**Example 24.** We are going to see an abelian code $C$ for which Theorem 23 asserts that it has a 2-PD-set with respect to $\Gamma(C')$, while by applying Theorem 22 we get at most a 1-PD-set with respect to $\Gamma(C')$.

Consider the algebra $\mathbb{A}(3,3,7)$ over $\mathbb{F}_2$. We take the $[63,37,6]$-code $C$ given by

$$D(C') = Q(0,0,0) \cup Q(1,1,0) \cup Q(1,1,1) \cup Q(1,1,3) \cup Q(1,2,0) \cup Q(1,2,1).$$

In this case, $\Gamma(C')$ is determined by the following parameters (recall the definitions from (4) to (8))

$$f'[1] = 7 > f'[2] = 6 \geq f'[3] = 4 \geq f'[4] = 1$$

$$g'[1,1] = 2; \quad g'[2,1] = 2; \quad g'[3,1] = 2; \quad g'[4,1] = 3.$$  

By applying Theorem 22 we have that $\lambda_0 = 0, u = 4, \Lambda(3) \setminus \{3\} = \{1\}$ and $\lambda_1(3) = 1$ (see Definition 18); so that we get just a 1-PD-set.

Now, we apply Theorem 23. By following its corresponding notation we get $v = (2,1), v_3 = 2, \tau = 2, u = 4, \Lambda(3) \setminus \{2,3\} = \{1\}$; which yields a 2-PD-set.

To finish this section, we are going to study the case of correcting errors with weight at most 3. In this situation, we will present a result for the existence of (partial) PD-sets which improves the condition given by Theorem 22. First, we need the following lemma.

**Lemma 25.** Let $s, r$ be natural numbers with $r \geq 2$ and $1 \leq s \leq 3$ and let $r, x_1, \ldots, x_s$ be positive integers such that $0 \leq x_1 < \cdots < x_s < r$. Let $\psi$ be a map from $\{x_i\}_{i=1}^s$ to the set of positive integers such that $\sum_{i=1}^s \psi(x_i) = 3$. Let $\chi_1 = \left[\frac{r}{3}\right] - 1$ and $\chi_2 = r - \epsilon - \left[\frac{r}{3}\right]$, where $\epsilon = 1$ if $\frac{r}{3} \in \mathbb{N}$ and $\epsilon = 0$ otherwise. Then there exists $\beta \in \mathbb{N}$ satisfying the following conditions:

a) $\chi_1 \leq [x_i + \beta]_r < r$, for every $i = 1, \ldots, s$.

b) There exists $\mathcal{A} \subseteq \{1, \ldots, s\}$ such that $\chi_2 \leq [x_i + \beta]_r < r$, for all $i \in \mathcal{A}$, $\sum_{i \in \mathcal{A}} \psi(x_i) \geq 2$, and $[x_{i_0} + \beta]_r = r - 1$ for some $i_0 \in \mathcal{A}$.

**Proof:** First of all, note that it follows straightforward that $\chi_1 < \chi_2 < r$ for any positive integer $r$. We are going to distinguish in cases depending on the different values of $s$. 


The case \( s = 1 \) is clear by taking \( \beta = r - 1 - x_1 \).

Suppose that \( s = 2 \). Then we can assume without loss of generality that \( \psi(x_2) = 2 \). Take \( \beta' = r - 1 - x_2 \). Then \( 0 \leq [x_1 + \beta'], [x_2 + \beta'], r = r - 1 < r \). So, if \( [x_1 + \beta'], [x_2 + \beta], r \geq 1 \), then \( \beta' \) satisfies the required conditions and we are done. Now, suppose that \( [x_1 + \beta'], [x_2 + \beta], r < 1 \) and take \( \beta'' = r - 1 - [x_1 + \beta'], [x_2 + \beta], r \). Then,

\[
0 < [x_1 + \beta' + \beta'']_r = r - 1 < [x_2 + \beta']_r + \beta'' = 2r - 2 - [x_1 + \beta], [x_2 + \beta], r < 2r.
\]

Hence, \( [x_2 + \beta' + \beta'']_r = r - 2 - [x_1 + \beta'], [x_2 + \beta], r \). On the other hand,

\[
\begin{align*}
+r - 2 - [x_1 + \beta], [x_2 + \beta], r - 1 - [x_1 + \beta], [x_2 + \beta], r \geq \chi_2 - 1 \geq \chi_1.
\end{align*}
\]

Therefore, by taking \( \beta = \beta' + \beta'' \) we obtain what we wanted.

Finally suppose that \( s = 3 \). In this case, \( \psi(x_3) = 1 \), for all \( i = 1, 2, 3 \). By applying Lemma 19 to \( \{x_1, x_2, x_3\} \) and \( r \), one has that there exists \( \beta' \in \mathbb{N} \) such that \( \chi_1 \leq [x_i + \beta'], [x_i + \beta'], r \), for all \( i = 1, 2, 3 \), and \( [x_j + \beta], [x_j + \beta], r = r - 1 \), for some \( j \in \{1, 2, 3\} \). Assume WLOG that

\[
\chi_1 \leq [x_1 + \beta], [x_2 + \beta], [x_3 + \beta], r = r - 1.
\]

Then, if \( [x_2 + \beta], [x_2 + \beta], r \geq \chi_2 \), we get the result by taking \( \beta = \beta' \). So, suppose that \( [x_2 + \beta], [x_2 + \beta], r < \chi_2 \). This implies that \( [x_2 + \beta], [x_2 + \beta], r - [x_1 + \beta], [x_2 + \beta], r < \chi_2 - \chi_1 \). Then, we take \( \beta'' = r - 1 - [x_2 + \beta], [x_2 + \beta], r \). So,

\[
[x_1 + \beta], [x_2 + \beta + \beta'']_r = r - 1 < [x_2 + \beta], [x_2 + \beta + \beta'']_r = 2r - 2 - [x_2 + \beta], [x_2 + \beta], r < 2r,
\]

and then \( [x_3 + \beta' + \beta'']_r = r - 2 - [x_2 + \beta], [x_2 + \beta], r \). Now, on the one hand,

\[
\begin{align*}
[r - 2 - [x_2 + \beta], [x_2 + \beta], r + r - 1 - [x_1 + \beta], [x_2 + \beta], r = \sum \chi_i + 2 \chi_2 + 2 - \epsilon - \chi_1 \geq \chi_1 - 1.
\end{align*}
\]

On the other hand,

\[
[x_1 + \beta + \beta']_r = [x_1 + \beta], [x_2 + \beta], r - 1 - [x_2 + \beta], [x_2 + \beta], r > r - 1 - \chi_2 + \chi_1 = 2 \left\lceil \frac{r}{3} \right\rceil + \epsilon - 2 = \chi_1 + \epsilon - 1 \geq \chi_1 - 1.
\]

where \( \delta = r - 3 \left\lceil \frac{r}{3} \right\rceil - 2\epsilon + 2 \). It is easy to see that \( \delta = 0 \) or \( 1 \) for any value of \( r \), and so \( [x_1 + \beta + \beta']_r \geq \chi_2 \).

\begin{proposition}
Let \( C \) be a \( t \)-error-correcting abelian code in \( \mathbb{A}(\mathbb{R}_1, \ldots, \mathbb{R}_n) \), with \( t \geq 3 \). Let \( \chi_1 = \left\lceil \frac{r_1}{3} \right\rceil - 1 \) and \( \chi_2 = r_n - \epsilon - \left\lceil \frac{r_n}{3} \right\rceil \), where \( \epsilon = 1 \) if \( \frac{r_n}{3} \notin \mathbb{N} \) and \( \epsilon = 0 \) otherwise. We define

\[
\lambda_0 = \begin{cases} 
0 & \text{if } f'[1] = r_n, \\
1 & \text{if } \chi_2 < f'[1] < r_n, \\
2 & \text{if } \chi_1 < f'[1] \leq \chi_2, \\
3 & \text{if } f'[1] \leq \chi_1.
\end{cases}
\]

Let \( u_i = \min\{x \in \{2, \ldots, s' + 1\} \mid f'[x] \leq \chi_1\} \), for \( i = 1, 2 \). If \( \lambda_0 = 3 \) or there exist subsets \( I \subseteq \Lambda(u_2 - 1) \backslash \{n\} \) and \( \emptyset \neq J \subseteq I \cap \Lambda(u_1 - 1) \) such that

\[
\lambda_0 + \sum_{i \in I, J} \lambda_i(u_2 - 1) + \sum_{i \in I} \lambda_i(u_1 - 1) \geq 3,
\]

then the group generated by \( T_n \) and \( \{T_i\}_{i \in I} \) is a \( 3 \)-PD-set for \( C \) with respect to the information set \( \Gamma(C') \).

\end{proposition}

**Proof:** Let \( B \) be a subset of \( \mathbb{Z}_{r_n} \times \cdots \times \mathbb{Z}_{r_n} \) with cardinality 3. Consider \( L_0 = \pi_n(B) \) and the map \( \psi : L_0 \to \mathbb{Z} \) given by \( \psi(a) = \{p \in B \mid \pi_n(p) = a\} \). Then we apply the Lemma 25 to the elements of \( L_0, r_n \) and the map \( \psi \). So we obtain \( \beta_0 \in \mathbb{N} \) such that

\[
\chi_1 \leq [a + \beta_0]_n < r_n,
\]

for all \( a \in L_0 \). Moreover, there exists \( \mathcal{A}' \subseteq L_0 \) such that \( \sum_{a \in A'} \psi(a) \geq 2 \) and

\[
\chi_2 \leq [a + \beta_0]_n < r_n,
\]

for all \( a \in \mathcal{A}' \), and

\[
[a_0 + \beta_0]_n = r_n - 1,
\]

for some \( a_0 \in \mathcal{A}' \).

If \( \lambda_0 = 3 \) then \( f'[1] \leq \chi_1 \). So, by (40) one has that \( T_n^\beta(p) \notin \Gamma(C) \), for all \( p \in B \). Hence the group generated by \( T_n \) is a 3-PD-set for \( C \) with respect to \( \Gamma(C') \) and we are done. From now on we suppose that \( \lambda_0 < 3 \) and that there exist \( I \) and \( J \) verifying the required conditions.
Let us set
\[ X_0 = \begin{cases} \{a_0\} & \text{if } \lambda_0 = 1, \\ A' & \text{if } \lambda_0 = 2, \\ \emptyset & \text{if } \lambda_0 = 0, \end{cases} \]
and \( B_0 = \{ p \in B \mid \pi_n(p) \in X_0 \} \) (note that by definition \( \lambda_0 \leq |B_0| \)). Then, by (41) and (42) one has that
\[ \pi_n(T_n^{\beta_0}(p)) \geq f'[1], \tag{43} \]
for all \( p \in B_0 \). We claim that
\[ (\tau \circ T_n^{\beta_0})(p) \notin \Gamma(C'), \tag{44} \]
for any \( \tau \) in the group generated by \( \{T_1, \ldots, T_{n-1}\} \). Indeed, suppose that \( q = (\tau \circ T_n^{\beta_0})(p) \in \Gamma(C') \). Then there exists \( v_n \in \{1, \ldots, s'\} \) such that \( f'[v_n] > \pi_n(q) \geq f'[v_n + 1] \). On the other hand, by (43) one has that \( \pi_n(q) = \pi_n(T_n^{\beta_0}(p)) \geq f'[1] \). This yields a contradiction.

Now, let us define \( B_1 = \{ p \in B \mid \pi_n(p) = a \) for some \( a \in A \} \) and \( B_2 = B \setminus B_1 \) (\( B_1 = B_0 \) in case \( \lambda_0 = 2 \)). Observe that \( |B_1| \geq 2 \) and then \( |B_2| \leq 1 \). Assume WLOG that \( I \setminus J = \{ i_1, \ldots, i_m' \} \), with \( m' < m \), and set \( Y = \sum_{k=1}^{m'} \lambda_{i_k}(u_2 - 1) \). We continue the proof by distinguishing in cases:

**Case 1:** \( B_2 \neq \emptyset \) and \( Y = 0 \). Note that, by hypothesis, in this case \( \lambda_0 + \sum_{k=m'+1}^{m} \lambda_{i_k}(u_1 - 1) \geq 3 \). Then, we apply Lemma 20 to \( B, A = B_0, \eta = \lambda_0 \) and \( \{ \lambda_{i_k}(u_1 - 1) \}_{k=m'+1}^{m} \), having in mind that \( i_k \in \Lambda(u_1 - 1) \) for every \( k = m'+1, \ldots, m \). So, we obtain two families of sets \( \{ X'_k \}_{i=m'+1}^{h} \) and \( \{ B_j \}_{i=m'+1}^{h} \), such that \( B = B_0 \cup B_{m'+1} \cdots \cup B_h \), where, for each \( k \in \{ m'+1, \ldots, h \} \), \( \pi_k(x) \in X_k \), for all \( x \in B_k \).

One also has that there exists a family of positive integers \( \{ \lambda_k \}_{i=m'+1}^{h} \) such that for every \( k = m'+1, \ldots, h \), given \( a \in X_k \) and \( v = (v_n, \ldots, v_{i_k+1}) \in \Upsilon_{n-i_k+1}(C') \), with \( v_n \leq u_1 - 1 \), the following conditions hold:
\[ [a + \beta_k]_{i_k} \geq f'[1], \tag{45} \]
in case \( i_k \neq 1 \), and
\[ [a + \beta_1]_{i_1} \geq g'[v], \tag{46} \]
in case \( i_k = 1 \).

Take \( p \in B \). Let us see that \([ \left( \prod_{j=m'+1}^{h} T_j^{\beta_j} \right) \circ T_n^{\beta_0}(p) \notin \Gamma(C') \). The case \( p \in B_0 \) was proved in (44). Suppose that \( p \in B \setminus B_0 \) and let \( k \in \{ m'+1, \ldots, n \} \) such that \( p \in B_k \). Let us denote \( q = \left[ \left( \prod_{j=m'+1}^{h} T_j^{\beta_j} \right) \circ T_n^{\beta_0}(p) \right] \) and suppose that \( q \in \Gamma(C') \). Then there exists \( v = (v_n, \ldots, v_2) \in \Upsilon_n(C') \) such that
\[ f'[v_n, \ldots, v_1] > \pi_n(q) \geq f'[v_n, \ldots, v_1 + 1], \text{ for } i = 2, \ldots, n, \tag{47} \]
and
\[ g'[v_n, \ldots, v_2] > \pi_n(q) \geq 0. \tag{48} \]

Now, on the one hand, it follows from (40) that \( \pi_n(q) = \pi_n(T_n^{\beta_0}(p)) \geq \chi_1 \). Hence (47), with \( i = n \), implies that \( v_n \leq u_1 - 1 \). On the other hand, \( \pi_{i_k}(p) \in X_k \) and
\[ \pi_{i_k}(q) = \pi_{i_k}(T_n^{\beta_0}(p)) = [\pi_{i_k}(p) + \beta_k]_{i_k}. \]
Therefore, if \( i_k \neq 1 \) then (47), with \( i = i_k \), yields a contradiction with (45). If \( i_k = 1 \) then (48) contradicts (46). This finishes the proof of this case.

**Case 2:** \( B_2 \neq \emptyset \) and \( Y = 1 \). Note that in this case \( \lambda_0 + \sum_{k=m'+1}^{m} \lambda_{i_k}(u_1 - 1) \geq 2 \). Assume without loss of generality that \( \lambda_{i_1}(u_2 - 1) = 1 \) (this implies that \( m' \geq 1 \)). Take \( p_1 \in B_1 \). Then \( [\pi_n(p_1) + \beta_0]_{i_1} \geq \chi_2 \). Suppose that \( i_1 \neq 1 \). Then, since \( i_1 \in \Lambda(u_2 - 1) \), one has that \( f'[S^{u_1-i_1}(u_1 - 1), v_1] < r_{i_1} \). Let \( v = (v_n, \ldots, v_{i_1}) \in \Upsilon_{n-i_1+2}(C') \) such that \( v_n \leq u_2 - 1 \). By Lemma 17 a) we have that \( f'[v_n, \ldots, v_1] \leq f'[S^{u_1-i_1}(u_1 - 1), v_1] \). So, we take \( \beta_1 = r_{i_1} - \pi_{i_1}(p_1) - 1 \), and then
\[ \pi_{i_1}(T_n^{\beta_1}(p_1)) = [\pi_{i_1}(p_1) + \beta_1]_{i_1} = v_i - 1 \geq f'[v_n, \ldots, v_1]. \tag{49} \]
If \( i_1 = 1 \), a similar argument using \( \pi_1(p_1) \) and the parameters \( g'[\cdot] \) instead of \( f'[\cdot] \), leads us to the following inequality
\[ \pi_1(T_n^{\beta_1}(p_1)) \geq g'[v_n, \ldots, v_2]. \tag{50} \]

Now we apply the Lemma 20 to \( B \setminus \{ p_1 \}, A = B_0, \eta = \lambda_0 \) and \( \{ \lambda_{i_k}(u_1 - 1) \}_{k=m'+1}^{m} \), having in mind that \( i_k \in \Lambda(u_1 - 1) \) for every \( k = m'+1, \ldots, m \). By using an analogous procedure as in the previous case, we obtain \( \{ X_k \}_{k=m'+1}^{h} \) and \( \{ B_j \}_{k=m'+1}^{h} \) such that \( B \setminus \{ p_1 \} = B_0 \cup B_{m'+1} \cdots \cup B_h \), for all \( x \in B_k \) one has that \( \pi_k(x) \in X_k \), and there exists a family \( \{ \beta_k \}_{k=m'+1}^{h} \) such that (45) and (46) hold.
Take $p \in B$ and let us see that \[
\left( \prod_{j=m'+1}^{h} T_{i_j}^{B_j} \circ T_{i_1}^{B_1} \circ T_{n}^{B_0} \right) (p) \notin \Gamma(C'). \]
The case $p \in B_0$ has been already proved. Let us denote again
\[
q = \left[ \prod_{j=m'+1}^{h} T_{i_j}^{B_j} \circ T_{i_1}^{B_1} \circ T_{n}^{B_0} \right] (p)
\]
and suppose that $p \notin B_0$ and $q \in \Gamma(C')$. Then there exists $v = (v_n, \ldots, v_2) \in \Upsilon_n(C')$ which verifies (47) and (48).

Suppose that $p \in B \setminus B_0$ and $p \neq p_1$. Let $k \in \{m'+1, \ldots, h\}$ such that $p \in B_k$. Then, by applying (40) one has that $\pi_n(q) = \pi_n (T_{n}^{B_0} (p)) \geq \chi_1$. So, $v_n \leq u_1 - 1$, by (47) with $i = n$. On the other hand, $\pi_k(p) \in X_k$ and
\[
\pi_{ik}(q) = \pi_{ik} \left( T_{ik}^{B_k} (p) \right) = [\pi_{ik}(p) + \beta_k]_{r_k}.
\]
Therefore, if $i_k \neq 1$ then (47), with $i = i_k$, yields a contradiction with (45). If $i_k = 1$ then (48) contradicts (46). Last, let $p = p_1$. Then, (41) implies that $\pi_n(q) \geq \chi_2$, so $v_n \leq u_2 - 1$. On the other hand, $\pi_{ik}(q) = \pi_{ik} \left( T_{ik}^{B_k} (p_1) \right) = [\pi_{ik}(p_1) + \beta_1]_{r_i}$. So, if $i_1 \neq 1$ then (47), with $i = i_1$, yields a contradiction with (49). If $i_1 = 1$ then (48) contradicts (50).

**Case 3:** $B_2 \neq \emptyset$ and $Y \geq 2$. Let $B_2 = \{p_1\}$. Then $[\pi_n(p_1) + \beta_0]_{r_n} \geq \chi_1$. Take $i_\rho \in J$, with $m'+1 \leq \rho \leq m$. Since $i_\rho \in \Lambda(u_1 - 1)$, one has that $f'[s^{n-\rho-1}(u_1 - 1), 1] < r_\rho$. Now, given $v = (v_n, \ldots, v_{i_\rho}) \in \Upsilon_{n-i_\rho+2}(C')$ such that $v_n \leq u_1 - 1$, by the Lemma 17 a) we have that $f'[v_n, \ldots, v_{i_\rho}] \leq f'[s^{n-\rho-1}(u_1 - 1), 1]$. So, we take $\beta_{i_\rho} = r_{i_\rho} - \pi_{i_\rho}(p_1) - 1$, and we obtain that
\[
\pi_{i_\rho} \left( T_{i_\rho}^{B_{i_\rho}} (p_1) \right) = [\pi_{i_\rho}(p_1) + \beta_{i_\rho}]_{r_{i_\rho}} = r_{i_\rho} - 1 > f'[v_n, \ldots, v_{i_\rho}].
\]
In case $i_\rho = 1$, an analogous argument by using $\pi_1(p_1)$ and the parameters $g'[1]$ instead of $f'[1]$, leads us to the following inequality
\[
\pi_1 \left( T_{n}^{B_0} (p_1) \right) > g'[v_n, \ldots, v_2].
\]
Now, we apply the Lemma 20 to $B_1$, $A = B_0$, $\eta = \lambda_0$ and $\{\lambda_i\}_{k=1}^{m'}$, having in mind that $i_k \in \Lambda(u_2 - 1)$ for every $k = 1, \ldots, m'$. So, we obtain two families of sets $\{X_j\}_{j=1}^{h}$ and $\{B_j\}_{j=1}^{h}$ ($h \leq m'$), such that $B = B_0 \cup B_1 \cup \cdots \cup B_h$, where $\pi_{i_j}(x) \in X_k$, for every $k \in \{1, \ldots, h\}$ and for all $x \in B_k$.

Moreover, one has that there exists a family of positive integers $\{\beta_k\}_{k=1}^{h}$ such that for every $k = 1, \ldots, h$, given $a \in X_k$ and $v = (v_n, \ldots, v_{i_k+1}) \in \Upsilon_{n-i_k+1}(C')$, with $v_n \leq u_2 - 1$, (45) and (46) hold.

Take $p \in B$ and let us see that \[
q = \left( \prod_{j=m'+1}^{h} T_{i_j}^{B_j} \circ T_{i_1}^{B_1} \circ T_{n}^{B_0} \right) (p) \notin \Gamma(C'). \]
Again, we can assume without loss of generality that $p \notin B_0$. Suppose that $q \in \Gamma(C')$. Then there exists $v = (v_n, \ldots, v_2) \in \Upsilon_n(C')$ satisfying (47) and (48). Suppose that $p \in B_1$. Let $k \in \{1, \ldots, h\}$ such that $p \in B_k$. Then, by (41) one has that $[\pi_n(p) + \beta_0]_{r_n} \geq \chi_2$, so $v_n \leq u_2 - 1$, by (47), with $i = n$. On the other hand, $\pi_{ik}(p) \in X_k$ and
\[
\pi_{ik}(q) = \pi_{ik} \left( T_{ik}^{B_k} (p) \right) = [\pi_{ik}(p) + \beta_k]_{r_k}.
\]
Therefore, if $i_k \neq 1$ then (47), with $i = i_k$, yields a contradiction with (45). If $i_k = 1$ then (48) contradicts (46). Last, let $p = p_1$. Then, on the one hand, $[\pi_n(p) + \beta_0]_{r_n} \geq \chi_1$, so $v_n \leq u_1 - 1$. On the other hand, $\pi_{i_\rho}(q) = \pi_{i_\rho} \left( T_{i_\rho}^{B_{i_\rho}} (p_1) \right) = [\pi_{i_\rho}(p_1) + \beta_{i_\rho}]_{r_{i_\rho}}$. So, if $i_\rho \neq 1$ then (47), with $i = i_\rho$, leads us to a contradiction with (51). If $i_\rho = 1$ then (48) contradicts (52).

**Case 4:** $B_2 = \emptyset$. In this case we have that $B = B_1$. The proof is analogous to Case 1, by applying the Lemma 20 to $B$, $A = B_0$, $\eta = \lambda_0$ and $\{\lambda_i\}_{j=1}^{m}$, and by using that $i_k \in \Lambda(u_2 - 1)$ for all $k = 1, \ldots, m$.

**VI. APPLICATIONS**

In this section, we shall show some applications of our results. Concretely, we use Theorem 21, Theorem 22, Theorem 23 and Proposition 26 as criteria to design abelian codes having determined permutation decoding properties. Moreover, we may determine upper bounds on the dimension of codes of certain lengths satisfying such properties.

First, we present two examples of codes that we have chosen having in mind the tables in [18] and [19], together with the updates in [3]. Finally, we present an example of a ternary three-dimensional and 3-error-correcting abelian code, to show how our techniques work in a more general context than that considered in [7], [10], [16], [17], [19].

In [18] and [19], Shiva, Fung and Tan obtained upper bounds on the dimension of 2 and 3-error-correcting cyclic codes of certain lengths which are permutation decodable with respect to the usual information set (consecutive positions). They always obtain PD-sets generated by both the permutations $T_j$ (that they denote by $R_0$) and some powers of the Frobenius automorphism of $\mathbb{F} = \mathbb{F}_q$, that we denote by $\sigma$, acting on $\mathbb{A}(r_1, \ldots, r_n)$ via $\sigma \left( \sum_j a_j X^j \right) = \sum_j a_j X^{\sigma(j)}$. Shiva et al. denote the $i$-th power of the Frobenius automorphism by $R_i$, that is, $R_i = \sigma^i$.

Again, it may be necessary to revise the construction of $\Gamma(C)$ in Section III, more precisely the definitions from (4) to (8), and Definition 18.
We begin by updating 2-error-correcting cyclic codes of length 51. In [18, p. 642] Shiva et al., assert that, for dimension $k > 33$ permutation decoding is not possible under the usual information set.

**Example 27.** We shall design a binary $(51,34,6)$ code $C$, with maximum dimension such that it has a PD-set $(T_1, T_2)$, with respect to the information set $\Gamma(C')$. To do this, we begin by considering all 2-orbits modulo $(3,17)$; that is, $r_1 = 3$ and $r_2 = 17$. Set $\overline{D}$ a set of restricted representatives (see Definition 4) of the whole space $\mathbb{Z}_3 \times \mathbb{Z}_{17}$, as in Section IV,

$$ \overline{D} = \{(0,0), (0,1), (0,3), (1,0), (1,1), (1,2), (1,3), (1,6)\}.$$

We are going to construct our codes as sums of minimal codes. The following table describe all minimal abelian codes in $\mathcal{A}(3,17)$ in terms of the corresponding defining sets.

<table>
<thead>
<tr>
<th>Code $\overline{D}(C')$</th>
<th>$M'(0)$</th>
<th>$M'(1)$</th>
<th>dimension</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_1$</td>
<td>(0,0)</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>$C_2$</td>
<td>(0,1)</td>
<td>8</td>
<td>0</td>
</tr>
<tr>
<td>$C_3$</td>
<td>(0,3)</td>
<td>8</td>
<td>0</td>
</tr>
<tr>
<td>$C_4$</td>
<td>(1,0)</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>$C_5$</td>
<td>(1,1)</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>$C_6$</td>
<td>(1,2)</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>$C_7$</td>
<td>(1,3)</td>
<td>0</td>
<td>4</td>
</tr>
<tr>
<td>$C_8$</td>
<td>(1,6)</td>
<td>0</td>
<td>4</td>
</tr>
</tbody>
</table>

First, we look for codes satisfying the condition given in Theorem 21. So, there must exist a subset $I$ of $\Delta(s') \subseteq \{1,2\}$ such that $\sum_{i \in I} \lambda_i(s') \geq 2$. A first possibility is that $|I| = 1$. In this case, it must happen that $f'[1] < 9$ or $g'[s'] < 2$. Note that, under the condition $g'[s'] < 2$, all possible values for the $g'[1]$ are 1, 2 and 3, and then $s' = 1$. Having in mind the table above, we have that any sum of minimal codes that reaches the value $f'[1] < 9$ has dimension at most 24 (for example, $C = C_2 + C_5 + C_6$), while any sum of minimal codes reaching $g'[1] < 2$ has dimension at most 17 (there is only one case: $C = C_1 + C_2 + C_3$). On the other hand, under the condition $|I| = 2$ it must happen that

$$ f'[1] < 17 \quad \text{and} \quad g'[s'] < 3. \quad (53) $$

Again, having in mind the range of possible values for those $g'[1]$’s, we obtain $s' = 1$. Any sum of minimal codes satisfying (53) has dimension at most 32. However, this dimension is reached only by $C = C_5 + C_6 + C_7 + C_8$ and in this case, one may check that $d(C) = 4$; so that it is not a 2-error-correcting code. All 2-error-correcting codes satisfying (53) have dimension at most 26 (for example, $C = C_4 + C_5 + C_6 + C_7$).

Now we are looking for codes satisfying the condition in Theorem 22. We separate in two cases depending on the possible values of $\lambda_0$. In case $\lambda_0 = 2$ we get $f'[1] < 9$ which brings us back to the case of Theorem 21. For $\lambda_0 = 0$ we get $g'[u-1] = g'[1] < 2$, which drives us to cases already seen. So, consider the case $\lambda_0 = 1$. Then $9 < f'[1] < 17$ and it must happen that $g'[u-1] < 3$ (note that $\Delta(u-1) \setminus \{2\} \subseteq \{1\}$). It may appear at most two nonzero different values of parameters $M'[\cdot]$ and so the same happens with $f'[1]$. So, if $u = 3$ then $s' = 2$ and $g'[2] = 3$. Hence, in order to get $g'[u-1] < 3$ it must be $u = 2$. If $s' = 1$ then we get condition (53). Therefore there is only one new case which is

$$ 9 \leq f'[1] < 17, \quad 0 < f'[2] < 9 \quad \text{and} \quad g'[1] < 3. \quad (54) $$

Any sum of minimal codes satisfying these conditions has dimension at most 40. However, one may check that all codes reaching this dimension must contain the sum $C_5 + C_6 + C_7 + C_8$, and as we have already seen this implies that their minimum distance is at most 4. By putting out one of the above minimal summands we get that the codes with minimum distance greater or equal to 5, satisfying condition (54) have dimension at most 34. For example

$$ C = C_2 + C_4 + C_5 + C_6 + C_7, $$

whose minimum distance is 6. These codes transcend the bounds given in [18]. All other sufficient conditions are not applicable to this example.

Now we update 3-error correcting cyclic codes of length 63. In [19, Table X] its is obtained the bound on the dimension $k \leq 21$ using $R_0 = \langle T_1, T_2 \rangle$ and $k \leq 35$ involving the Frobenius automorphism; that is, using $\langle \{ T_1, T_2 \} \cup \{\sigma\} \rangle$.

**Example 28.** We shall present a sketch of the study of codes with length 63. The first thing is to select the ambient algebra. It can be $\mathcal{A}(63)$ for cyclic codes, $\mathcal{A}(9,7)$ for TDC codes or $\mathcal{A}(3,3,7)$. We consider this last case to illustrate that it is possible
to obtain very good codes in the multidimensional case \((n \geq 3)\). The minimal codes associated with the 2-orbits are in the following table.

<table>
<thead>
<tr>
<th>Code</th>
<th>(D(C'))</th>
<th>dim.</th>
<th>Code</th>
<th>(D(C'))</th>
<th>dim.</th>
</tr>
</thead>
<tbody>
<tr>
<td>(C_1)</td>
<td>(Q(0,0,0))</td>
<td>1</td>
<td>(C_9)</td>
<td>(Q(1,2,0))</td>
<td>2</td>
</tr>
<tr>
<td>(C_2)</td>
<td>(Q(0,0,1))</td>
<td>3</td>
<td>(C_{10})</td>
<td>(Q(1,0,1))</td>
<td>6</td>
</tr>
<tr>
<td>(C_3)</td>
<td>(Q(0,0,3))</td>
<td>3</td>
<td>(C_{11})</td>
<td>(Q(1,0,3))</td>
<td>6</td>
</tr>
<tr>
<td>(C_4)</td>
<td>(Q(0,1,0))</td>
<td>2</td>
<td>(C_{12})</td>
<td>(Q(1,1,0))</td>
<td>6</td>
</tr>
<tr>
<td>(C_5)</td>
<td>(Q(0,1,1))</td>
<td>6</td>
<td>(C_{13})</td>
<td>(Q(1,1,3))</td>
<td>6</td>
</tr>
<tr>
<td>(C_6)</td>
<td>(Q(0,1,3))</td>
<td>6</td>
<td>(C_{14})</td>
<td>(Q(1,2,1))</td>
<td>6</td>
</tr>
<tr>
<td>(C_7)</td>
<td>(Q(1,0,0))</td>
<td>2</td>
<td>(C_{15})</td>
<td>(Q(1,2,3))</td>
<td>6</td>
</tr>
<tr>
<td>(C_8)</td>
<td>(Q(1,1,0))</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The application of Theorem 21 and Theorem 22 is completely analogous to Example 27 above, giving bounds of dimension 24 and 31, respectively. In this case, we may also apply Theorem 23, obtaining a bound of dimension 15, which is not so interesting.

By applying Proposition 26 we obtain codes of dimension 35; however all these codes are not 3-error correcting. The greatest dimension for a 3-error correcting code is 33; for example,

\[
C = C_1 + C_4 + C_{10} + +C_{11} + C_{12} + C_{13} + C_{14}
\]

which has minimum distance 8. The bound given in [19, Table IX] for the dimension of 3-error correcting cyclic codes of length 63, with a PD set contained in \(\{T_i\}\) with respect to the usual information set is 21.

Finally, we shall use our design techniques to find the best ternary 3-error correcting code \(C\) in \(A(4, 4, 4)\) which is permutation decodable with respect to \(\Gamma(C')\) and with PD-set \(\langle T_1, T_2, T_3 \rangle\).

**Example 29.** We shall show a sketch of the the study of codes with length 64 in \(A(4, 4, 4)\). As in the previous examples, one has to consider all minimal codes associated with the 3-orbits in \(Z_4 \times Z_4 \times Z_4\). As the list has 36 items, it will be omitted.

By analysing the structure of the 3-orbits, having in mind Proposition 26, we obtain an upper bound of dimension 37, for 3-error correcting codes. This bound is reached, for example, by the code \(C\), such that \(D(C')\) is

\[
D(C') = Q(0, 0, 0) \cup Q(2, 2, 0) \cup Q(2, 0, 0) \cup Q(2, 1, 0) \cup Q(0, 2, 1) \cup Q(0, 0, 1) \cup Q(0, 1, 2) \cup Q(0, 1, 0) \cup Q(0, 1, 1) \cup Q(1, 2, 2) \cup Q(1, 2, 0) \cup Q(1, 2, 1) \cup Q(1, 0, 2) \cup Q(1, 0, 0) \cup Q(1, 0, 1) \cup Q(1, 1, 2) \cup Q(1, 1, 0) \cup Q(1, 1, 1) \cup Q(1, 3, 0) \cup Q(1, 3, 1).
\]

In this case, \(\Gamma(C')\) is determined by the parameters

\[
f'[1] = 3 > f'[2] = 2 > f'[3] = 1
\]

\[
g'[1,1] = 3 \quad ; \quad g'[2,1] = 3 \quad ; \quad g'[3,1] = 4
\]

By using Proposition 26, with \(\lambda_0 = 1\), \(u_1 = 3\), \(u_2 = 2\), \(\Lambda(u_1 - 1) = \{3, 1\}\) and \(\Lambda(u_2 - 1) = \{3, 2, 1\}\), we may check that \(\langle T_1, T_2, T_3 \rangle\) is a 3-PD-set with respect to \(\Gamma(C')\). In fact, it is a PD-set, because a direct computation of the minimum distance shows that \(d(C) = 8\).
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