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Chapter 1

Group Rings

1.1 Introduction

A brief history1

In 1837, Sir William Rowan Hamilton formulated the first formal theory
of complex numbers, defining them as ordered pairs of real numbers, just as
is done nowadays.

The greatest problem of his time, motivated by physics, was to con-
struct a language to develop dynamics; something similar to what was done
by Newton when he invented calculus, creating adequate tools for the de-
velopment of kinematics. To that end, it was necessary to create an algebra
to operate with vectors in space.

After long efforts, he realized that it would not be possible to construct
a three-dimensional algebra where division was possible and, based on geo-
metrical considerations, he perceived that he would be able to describe an
algebra, not of vectors, but of the operators that act on vectors in space,
working with a four-dimensional algebra.

He then came to consider elements of the form α = a+bi+cj+dk, which
he called Quaternions, where the coefficients a, b, c, d represent real numbers
and i, j, k are formal symbols called basic units. It was obvious to him that
two such elements should be added componentwise, that is, according to the
formula:

(a+bi+cj+dk)+(a′+b′i+c′j+d′k) = (a+a′)+(b+b′)i+(c+c′)j+(d+d′)k.

1This short history of the subject is based on [21, Section 3.1]. For more details on the
history of group rings see [10] and [20].
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4 CHAPTER 1. GROUP RINGS

The main difficulty was to define the product of two such elements in
a reasonable way. Since this product should have the usual properties of
a multiplication, such as the distributive law, it would actually be enough
to decide how to multiply the symbols i, j, k among themselves. This again
demanded considerable effort since from the very beginning Hamilton also
assumed implicitly that the product should be commutative. (This is per-
fectly reasonable since he did not know, at the time, that he was about to
discover the first noncommutative algebra structure in the history of math-
ematics.) Finally, in October 1843 he discovered the fundamental laws of
the product of quaternions:

i2 = j2 = k2 = ijk = −1,

which also imply the well-known formulas:

ij = k = −ji
jk = i = −kj
ki = j = −ik.

The discovery of quaternions opened the possibilities of new extensions
of the field of complex numbers, precisely when the recent discovery of the
so-called Fundamental Theorem of Algebra seemed to indicate that the need
for new extensions had come to an end.

In December of the same year, in an answer to a letter of Hamilton, the
English mathematician John T. Graves introduced a new set of numbers,
the Octonions, which can be defined as the set of elements of the form
a0 + a1e1 + a2e2 + · · · + a7e7, where the coefficients ai, 1 ≤ i ≤ 7, are real
numbers and the symbols ei, 1 ≤ i ≤ 7, are the basic units. Once again,
the sum of two such elements is defined componentwise and the product is
first defined on the basic units according to certain rules and then extended
distributively. A striking fact about octonions is that the product so defined
is not even associative. Graves actually did not publish his constructions and
these numbers were discovered independently by Sir Arthur Cayley in 1845;
for this reason, Qctonions are also known to this day as Cayley Numbers.

Hamilton himself realized that it was possible to extend even further this
construction and he first defined Biquaternions, which are again elements of
the form α = a+bi+cj+dk, where the coefficients a, b, c, d are now assumed
to be complex numbers. Soon afterwards he introduced the Hypercomplex
Systems. Given a set of symbols, called Basic Units he considered the set
of elements of the form α = a1e1 + a2e2 + · · ·+ anen, where the sum is once
again defined componentwise and multiplication is defined by establishing
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the values of the products of basic units pairwise. Since the product of two
basic units must again be an element of this set, it must be of the form:

eiej =
n∑
k=1

γk(i, j)ek.

In other words, to give an algebra structure in this set, it is enough to
choose conveniently the values of the coefficients γk(i, j). Because of this
fact, they are called the structural constants of the system.

These facts can be regarded as the first steps in the development of
ring theory. Soon, many new systems were discovered and the need for a
classification was felt. In a paper read in 1870 and published in lithographed
form in 1871, entitled Linear Associative Algebras, Benjamin Peirce2 gave a
classification of the algebras known at the time and determined 162 algebras
of dimension less than or equal to 6. As tools of his method of classification,
B. Peirce introduced some very important ideas in ring theory, such as the
notions of idempotent and nilpotent elements, and the use of idempotents
to obtain a decomposition of a given algebra.

The first definition of an abstract group was given by A. Cayley in [4];
till then, only permutation groups had been considered in the literature. It
is interesting to note that it is in this very same paper that the notion of a
group ring appears for the first time. Almost at the end of the paper, Cayley
states that if we consider the elements of a (finite) group as “basic units”
of a hypercomplex system or, in his own words: “if we consider them as
quantities...such as the quaternions imaginaries” then the group’s product
actually defines the product of these hypercomplex quantities.

The explicit definition, in the case of finite groups, is as follows.

Definition 1.1.1. Let G = {g1, g2, . . . , gn} be a finite group (we agree to
denote always by g1 the identity element of G) and R a commutative ring
with unity. Denote by RG the set of all elements of the form :

a1g1 + a2g2 + · · ·+ angn

where a1, a2, . . . , an are elements of R. The sum of two such elements is
defined by

1.1.2.

(
n∑
i=1

aigi) + (
n∑
i=1

bigi) =
n∑
i=1

(ai + bi)g + i.

2The paper was finally published in the American Journal of Mathematics in 1881,
then edited by J.J. Sylvester, with notes and addenda by Charles Sanders Peirce, son of
the author[19].
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Also, given two elements α =
∑n

i=1 aigi and β =
∑n

i=1 bigi in RG we
define their product by

1.1.3.
αβ =

∑
i,j

(aibj)(gigj);

i.e.,

αβ =
n∑
i=1

chgh

where ch is the sum of products of the form aibi for all pairs of indexes i, j
such that gigj = gh.

It is easily seen that, with the operations above RG is a ring, which has
a unity; namely, the element 1 =

∑n
i=1 uigi where u1 = 1 and ui = 0 if

i 6= 1.
Notice that we can also define the product of elements α ∈ RG by scalars

r ∈ R by:

1.1.4.

r

(
n∑
i=1

aigi

)
=

n∑
i=1

(rai)gi.

With this definition, RG becomes a module over R whhich is actually
free, with basis G.

We have defined the concept of a group algebra only for finite groups
because these are the ones that shall be useful when studying codes; however,
it should be noted that they can be defined on the more general setting of
groups which are not necessarily finite; see for example [18], [21] or [23].

Cayley’s paper had no immediate influence on the mathematicians of the
time and group rings remained untouched for still quite some time. They
were introduced again by Theodor Molien when he realized that this was a
natural setting in which to apply some of his earlier criteria for semisimplic-
ity of rings.

The connection between group representation theory and the structure
theory of algebras - which is obtained through group rings - was widely rec-
ognized after a most influential paper by Emmy Noether [16], some joint
work of hers with Richard Brauer [3] and Brauer’s paper [2].

We conclude this section with a few elementary results that will be useful
in the sequel.
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Lemma 1.1.5. Let f : G → H be a group homomorphism. Then, there
exists a unique ring homomorphism f∗ : RG→ RH such that f∗(g) = f(g),
for all g ∈ G. If R is commutative, then f∗ is a homomorphism of R-
algebras; moreover, if f is an epimorphism (monomorphism), then f∗ is
also an epimorphism (monomorphism).

The proof is straightforward. A similar result is given in Exercise 1.

We remark that if H = {1}, then Lemma 1.1.5 shows that the trivial
mapping G → {1} induces a ring homomorphism ε : RG → R such that
ε(
∑

g∈G agg) =
∑

g∈G a(g).

Definition 1.1.6. The homomorphism ε : RG→ R given by

ε

∑
g∈G

agg

 =
∑
g∈G

ag

is called the augmentation mapping of RG and its kernel, denoted by
∆(G), is called the augmentation ideal of RG.

Notice that if an element α =
∑

g∈G agg belongs to ∆(G) then ε(α) =∑
g∈G ag = 0. So, we can write α in the form:

α =
∑
g∈G

agg −
∑
g∈G

ag =
∑
g∈G

ag(g − 1).

Since clearly all elements of the form g − 1, g ∈ G, belong to ∆(G), the
observation above shows that {g − 1 : g ∈ G, g 6= 1} is a set of generators
of ∆(G) over R. Also, notice that the linear independence of this set follows
immediately, so we have actually shown the following.

Proposition 1.1.7. The set {g− 1 : g ∈ G, g 6= 1} is a basis of ∆(G) over
R.

Thus, we can write

∆(G) =

∑
g∈G

ag(g − 1) : g ∈ G, g 6= 1, ag ∈ R

 .

Notice that, in particular, if R is commutative and G is finite, then ∆(G)
is a free R-module of rank |G| − 1.



8 CHAPTER 1. GROUP RINGS

EXERCISES

1. Let F be a finite field with q elements and G a group of order n. Compute
the number of elements of FG.

2. Let φ : R→ S be a homomorphism of rings and let G be a group. Show that
the mapping φ∗ : RG→ SG given by∑

g∈G
a(g)g 7→

∑
g∈G

φ(a(g))g

is a ring homomorphism. Show that φ is a monomorphism (epimorphism) if
and only if φ∗ is also a monomorphism (epimorphism).

3. Let R ⊂ S be rings with the same unit element and let G be a group. Show
that SG ' S ⊗R RG.

4. Let R be a commutative ring, let G,H be groups.

(i) Show that R(G × H) ' (RG)H ' (RH)G (where (RG)H denotes the
group ring of H over the ring RG).

(ii) Show also that R(G×H) ' RG⊗R RH.

5. Let {Ri}i∈I be a family of rings and set R = ⊕i∈IRi. Show that, for any
group G, we have that RG ' ⊕i∈IRiG.

6. Let I be a two-sided ideal of a ring R and let G be a group. Show that

IG = {
∑

g∈G a(g)g ∈ RG : a(g) ∈ I} is a two-sided ideal of RG and that

RG/IG ' (R/I)G.

1.2 Augmentation Ideals

Definition 1.2.1. Given a subgroup H ∈ S(G), we shall denote by ∆R(G,H)
the left ideal of RG generated by the set {h− 1 : h ∈ H}. That is,

∆R(G,H) =

{∑
h∈H

αh(h− 1) : αh ∈ RG

}
.

While working with a fixed ring R we shall omit the subscript and denote
this ideal simply by ∆(G,H). Notice that the ideal ∆(G,G) coincides with
the augmentation ideal ∆(G) introduced in the previous section.

Lemma 1.2.2. Let H be a subgroup of a group G and let S be a set of
generators of H. Then, the set {s − 1 : s ∈ S} is a set of generators of
∆(G,H) as a left ideal of RG.
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Proof. Since S is a set of generators of H, every element 1 6= h ∈ H can be
written in the form h = sε11 s

ε2
2 · · · sεrr with si ∈ S, εi = ±1, 1 ≤ i ≤ r, for

some positive integer r.
To prove the lemma, it suffices to show that all the elements of the form

h−1, h ∈ H belong to the left ideal I generated by the set {s−1 : s ∈ S}.
This can be seen by repeatedly applying the identities: x−1−1 = x−1(1−x)
and xy − 1 = x(y − 1) + (x− 1).

To give a better description of ∆R(G,H), let us denote by T = {qi}i∈I
a complete set of representatives of left cosets of H in G, which we call a
transversal of H in G. We shall always assume that we are choosing, as a
representative of the particular coset H in T , precisely the identity element
of G. Thus, every element g ∈ G can be written uniquely in the form
g = qihj with qi ∈ T and hj ∈ H.

Proposition 1.2.3. The set BH = {q(h − 1) : q ∈ T , h ∈ H,h 6= 1} is a
basis of ∆R(G,H) over R.

Proof. First, we shall show that this set is linearly independent over R.
Assume that we have a linear combination

∑
i,j rijqi(hj − 1) = 0, rij ∈ R.

Then, we can write:

∑
i,j

rijqihj =
∑
i

∑
j

rij

 qi.

Since hj 6= 1 for all values of j, it follows easily that the members in
the equation above have disjoint support. As the elements in G are linearly
independent over R it readily follows that all coefficients must be 0. In
particular, rij = 0, for all i, j.

To show that BH also generates ∆R(G,H), it will suffice to prove that
every element of the form g(h− 1), with g ∈ G, h ∈ H, can be written as a
linear combination of elements in BH . Now, g = qihj for some qi ∈ T and
some hj ∈ H. Then

g(h− 1) = qihj(h− 1) = qi(hjh− 1)− qi(hj − 1)

and the result follows.

Remark. Taking H = G, the corollary above is precisely Proposition 1.1.7.
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In the case when H is a normal subgroup of G the ideal ∆(G,H) has
an interesting meaning . In fact, if H CG, then the natural homomorphism
ω : G → G/H can be extended to an epimorphism ω∗ : RG → R(G/H)
such that

ω∗

∑
g∈G

a(g)g

 =
∑
g∈G

a(g)ω(g).

Proposition 1.2.4. With the notations above, Ker(ω∗) = ∆(G,H).

Proof. Let T be a transversal of H in G. Then, every element α ∈ RG
can be written as a finite sum α =

∑
i,j rijqihj , rij ∈ R, qi ∈ T , hj ∈ H.

If we denote by qi the image of qi in the factor group G/H then we have

ω∗(α) =
∑
i

(
∑
j

rij)qi.

Hence, α ∈ Ker(ω∗) if and only if
∑

j rij = 0 for each value of i. So, if
α ∈ Ker(ω∗) we can write (adding some zeros):

α =
∑
i,j

rijqihj =
∑
i,j

rijqihj−
∑
i

∑
j

rij

 qi =
∑
i,j

rijqi(hj−1) ∈ ∆(G,H).

Thus, Ker(ω∗) ⊂ ∆(G,H). The opposite inclusion follows trivially. �

Corollary 1.2.5. Let H be a normal subgroup of a group G. Then, ∆(G,H)
is a two-sided ideal of RG and

RG

∆(G,H)
∼= R(G/H).

As a special case, we see that ∆(G) is the kernel of the epimorphism ε
induced by the trivial mapping G→ {1} and thus

RG

∆(G)
∼= R.

EXERCISES
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1. Give the details of the proof of Lemma 1.2.2

2. Let R ⊂ S be rings with the same unity and let G be a group. For any
subgroup H of G, show that ∆S(G,H) = S∆R(G,H)

3. Let R be a ring and let H be a subgroup of a group G. We can regard RH
as a subring of RG and, consequently, ∆(H) as a subset of RG. Under this
convention, show that:

(i) ∆(G,H) = RG∆(H).

(ii) ∆(G,H) = ∆(H) + ∆(G)∆(G,H).

4. Let H be a subgroup of a group G and assume that {Hi}i∈I is the set of
all conjugates of H in G. Show that U(H) =

∑
i∈I ∆(G,Hi) and V (H) =

∩i∈I∆(G,Hi) are two-sided ideals of RG. Use this fact to give another proof
of the fact that if H CG then ∆(G,H) is a two-sided ideal.

5. Given a left ideal I ∈ I(RG), set

5(I) = {g ∈ G : g − 1 ∈ I} = G ∩ (1 + I).

Prove that 5(I) is a subgroup of G and that if I is a two-sided ideal of RG
then 5(I) is normal in G.

6. Prove that, if H is a subgroup of G, then 5(∆(G,H)) = H.

7. Let I be an ideal in RG. Prove that ∆(G,5(I)) ⊂ I.

Show that ∆(G,5(RG)) = ∆(G) 6= RG.

8. Let T be a transversal of a subgroup H in a group G. Show that, for any
ring R, the group ring RG may be considered as a left RH-module. Show
that this module is free over RH with basis T .

1.3 Nilpotent Ideals

Let I be an ideal (left, right or two-sided) of a ring R. Set

In = {Σx1 · · ·xn : xi ∈ I} = 0;

i.e., In is the ideal, of the same type, generated by all products of n factors
x1 · · ·xn of elements in I

Definition 1.3.1. We say that the ideal I is nilpotent if In = 0 for some
n. The minimal positive integer n such that In = 0 is called the nilpotency
index of I.

Also, I is said to be nil if, for every x ∈ I, there is an integer n = n(x)
such that xn = 0.
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Proposition 1.3.2. A ring R has a nilpotent right (or left) ideal if and only
if R has a nilpotent (two-sided) ideal.

Proof. Suppose 0 6= I is a right ideal of R such that In = 0. Then RI is a
two-sided ideal in R. Moreover,

(RI)n = (RI)(RI) . . . (RI) = R(IR)(IR) · · · (IR)I ⊆ R(In) = 0

and thus RI is a nilpotent ideal of R. The case when I is a left ideal is
similar.

Notice that, if there is a central element µ in a ring R with µ2 = 0, then
µR is a two-sided ideal and (µR)2 = (µ)2R2 = 0 so it is nilpotent.

In the case of a group algebra RG over a ring of positive characteristic p
we can easily produce such an element µ when G contains a normal subgroup
N of order divisible by the p. In fact, set µ =

∑
x∈Nx. Then

(µ)2 = (
∑

x∈N
x)µ =

∑
x∈N

xµ.

As xµ = µ for all x ∈ N , we get (µ)2 = |N |µ = 0. Hence, I = µKG is
an ideal in KG with I2 = 0.

To fully describe the case when RG contains nilpotent ideals we need to
introduce an important concept.

The regular representation

Let G be a finite group of order n and let R be a commutative ring. We
shall consider RG as a free module over R, with basis G, and denote by
GL(RG) the set of all R-automorphisms of RG.

We can define a map T : G→ GL(RG) as follows: to each element g ∈ G
we assign the linear map Tg which acts on the given basis by left multipli-
cation. That is, Tg(gi) = ggi. It is easy to see that this is a homomorphism
of G to GL(RG); i.e., that :

Tgh(y) = (gh)y = g(h(y)) = TgTh(y).

The representation so defined is called the regular representation of G
over R. Notice that we have defined the representation corresponding to an
element g ∈ G by using left multiplication by g on the elements of G, so this
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should more properly be called the left regular representation of

As an illustration, we shall compute this representation for a couple of
concrete examples. We first consider G = {1, a, a2}, a cyclic group of order
3, whose elements we enumerate as g1 = 1, g2 = a, g3 = a2.

To find the image of a under the regular representation, we compute

ag1 = g2, ag2 = g3, ag3 = g1,

so we have that

Ta(g1) = g2, Ta(g2) = g3, Ta(g3) = g1.

Consequently, the matrix associated with Ta in the given basis is

ρ(a) =

 0 0 1
1 0 0
0 1 0

 .
Consider now the Klein 4-group G = {1, a, b, ab}, whose elements we

enumerate as: g1 = 1, g2 = a, g3 = b, g4 = ab. As above, we can obtain
the matrix of ρ(a)

ρ(a) =


0 1 0 0
1 0 0 0
0 0 0 1
0 0 1 0

 .
In a similar way

ρ(b) =


0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0

 ρ(ab) =


0 0 0 1
0 0 1 0
0 1 0 0
1 0 0 0

 ρ(1) =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 .

Notice that, for an arbitrary finite group G, given an element g ∈ G,
to find the matrix associated with Tg in the basis G we must compute, for
each gi ∈ G, the image Tg(gi) and its coefficients on the basis G will give the
ith-column of the matrix. Since ggi = gj , for some gj ∈ G, the coefficients
in this column will all be equal to 0, except for one of them, which will be
equal to 1. Hence, this is a permutation matrix.
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Also, if g 6= 1 then ggi 6= gi. This implies that when g 6= 1 all entries in
the main diagonal of the corresponding matrix are equal to 0.

Thus, we have an easy formula for the matrix trace:

tr(Tg) = 0 if 1 6= g ∈ G,
tr(T1) = |G|.

We are now ready to prove the main result in this section.

Theorem 1.3.3. (Maschke’s Theorem) Let RG be the group algebra of a
finite group over a field K of characteristic p ≥ 0. Then KG has a (nonzero)
nilpotent ideal if and only if p > 0 and p | |G|.

Proof. We have already seen above that if p | |G| then taking µ =
∑

x∈Gx,
the ideal µKG = I, is nilpotent.

We shall now assume that p = 0 or p |6 |G| and prove that KG has no
nilpotent ideals. Let T be the regular representation of KG.

Let I be a nonzero nilpotent ideal of KG and let γ =
∑
γgg ∈ I, be

a nonzero element. Then γg0 6= 0 for some g0 ∈ G and thus the element
α = g−10 γ is in I and, writting α =

∑n
i=1 aigi we have that a1 6= 0. Then,

using the formulas for the trace of the regular representation, we have:

tr(Tα) = tr

(
n∑
i=1

aiTgi

)
= a1|G|.

On the other hand, since the trace of a nilpotent matrix is equal to 0,
we get a1|G| = 0, a contradiction since |G| is invertible in K.

This result was first obtained in 1898-99, in connection with finite groups
of transformations, by Heinrich Maschke (1853 - 1908), and is the first im-
portant fact in representation theory. It was later extended to the general
case of the group algebra of an arbitrary group over a commutative ring
with unity by I.G. Connell [6] (see [21, Theorem 3,4,7]).

Nilpotent Augmentation Ideals

We shall now investigate for which groups G the augmentation ideal
∆(G) of KG is nilpotent.

Theorem 1.3.4. (Coleman [5]) Let K be a field of characteristic p ≥ 0 and
G a finite group. Then, ∆(G) of KG is nilpotent if and only if p > 0 and
G is a p-group.
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Proof. First, suppose that ∆(G) is nilpotent. Suppose that G has two non-
identity elements x and y of relatively prime orders m and n respectively.
Then

1 = xm = (1 + x− 1)m = 1 +m(x− 1) +

(
m

2

)
(x− 1)2 + · · ·+ (x− 1)m

and hence

m(x− 1) +

(
m

2

)
(x− 1)2 + · · ·+ (x− 1)m = 0.

Similarly,

1 = yn = (1 + y − 1)n = 1 + n(y − 1) +

(
n

2

)
(y − 1)2 + · · ·+ (y − 1)n

and

n(y − 1) +

(
n

2

)
(y − 1)2 + · · ·+ (y − 1)n = 0.

Choose integers u, v such that mu+nv = −1. Multiply the above equations
by u(y − 1) and v(x− 1) respectively and add to obtain

(x− 1)(y − 1) = u

(
m

2

)
(x− 1)2(y − 1) + · · ·+ u(x− 1)m(y − 1)

+v

(
n

2

)
(x− 1)(y − 1)2 + · · ·+ v(x− 1)(y − 1)n

∈ ∆(G)(x− 1)(y − 1) + (x− 1)(y − 1)∆(G).

It follows that (x−1)(y−1) ∈ (∆G)s for all s. The element (x−1)(y−1) is
nonzero due to the choice of x and y. This is a contradiction and thus every
element of G has prime power order.

If char(K) 6= p, then KG has no nilpotent ideals by Theorem 1.3.3.
Hence char(K) = p, as claimed.

Conversely, let us assume that G is a finite p-group and K has charac-
teristic p. We shall prove that ∆(G) is nilpotent by induction on |G|.

Choose an element z ∈ ζ(G), of order p. Then G = G/〈z〉 is a group of

order smaller than |G| and (∆(G))p
t

= 0 for some t. This means that

(∆(G))p
t

⊆ ∆(G, 〈z〉) = (1− z)KG.

Then (∆(G))p
t+1

⊆ (1− z)pKG = 0, completing the proof.
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Corollary 1.3.5. Let K be a field of characteristic p and let P be a normal
subgroup of a finite group G. Then ∆(G,P ) is nilpotent if and only if P is
a p-group.

Proof. Since ∆(G,P ) = KG(∆(P )) = (∆(P ))KG, (see part (i) of exer-
cise 3) we have

(∆(G,P ))n = (KG(∆(P )))n = KG(∆(P ))n.

Hence, ∆(G,P ) is nilpotent if and only if ∆(P ) is nilpotent. The result now
follows from the theorem.

EXERCISES

1. Let A = {1, a, a2, . . . , am−1} be a cyclic group of order m, and let T be its
regular representation over a field K. Compute Ta.

2. Let Q = 〈a, b | a4 == 1, a2 = b2, bab = a−1〉 be the quaternion group of
order 8 and T the regular representation of Q over a field K. Compute Ta
and Tb.

3. Let D4 = 〈a, b | a4 = b2 = 1, bab = a−1〉 be the dihedral group of order 8 T
and T the regular representation of D4 over a field K. Compute Ta and Tb.

4. Let F2 be the field with two elements. Compute the nilpotency index of F2D4

and of F2Q.

5. Let R be a ring of characteristic pt, t ≥ 1. Prove that if G contains a finite
normal p-subgroup P , then ∆(G,P ) is a nilpotent ideal and 1 + ∆(G,P ) is a
normal subgroup of U(RG), the set of invertible elements of RG. Show also
that it is a p-group.

6. Let G = P o Q, be the semi-direct product of the subgroups P and Q,
where P is a p-group and Q contains no element of order p, and let R be a
comutative ring of characteristic p. Prove that the quotient ring G/∆(G,P )
contains no nilpotent ideals.

7. Let F be a field of characteristic p and G a finite p group.

(i) Show that every element α ∈ FG such that ε(α) 6= 0 is invertible.

(ii) Prove that ∆(G) is the unique maximal ideal of FG.



Chapter 2

Semisimplicity

2.1 Basic Facts

We saw, in the previous section, that if F is a field and G a finite group, then
the group algebra FG contains no nilpotent ideals if and only if char(F) |6 |G|.
This fact has very important consequences.

J.H.M. Wedderburn proved, in 1907 what became one of the most im-
portant theorems in the theory of structure of algebras. To state it, we need
to introduce some concepts.

Definition 2.1.1. An algebra A over a commutative ring R is called simple
if it contains no proper two-sided ideals.

The algebra A is called semisimple if it is a direct sum of simple alge-
bras.

It can be shown that an algebra A is semisimple if and only if every left
(or right) ideal is a direct summand (for a detailes account of these facts see
[7, Chapter IV] or [21, Section 2.5]).

Weddurburns result states that a finite-dimensional algebra is semisimple
if and only if it contains no nilpotent ideals. Moreover, he showed that simple
algebras are isomorphic to full matrix rings over division rings. Combining
this result with Maschke’s Theorem, we obtain the following.

Theorem 2.1.2. ([21, Theorem 3.4.9]) Let G be a finite group and let F be
a field such that char(F) |6 |G|. Then:

(i) FG is a direct sum of a finite number of two-sided ideals
{Ai}1≤i≤r, called the simple components of KG. Each Ai
is a simple algebra.

17
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(ii) Any two-sided ideal of FG is a direct sum of some of the
members of the family {Bi}1≤i≤r.

(iii) Each simple component Ai is isomorphic to a full matrix ring
of the form Mni(Di), where Di is a division ring containing an
isomorphic copy of F in its center, and thus

FG ∼=
r⊕
i=1

Mni(Di)

as F-algebras.

Every ideal of a semisimple algebra is generated by an idempotent ele-
ment; i.e., by an element e such that e2 = e and the ideal is two-sided if
and only if the idempotent is central (see Exercise 2). Consequently, the
theorem above can be translated as follows.

Theorem 2.1.3. Let G be a finite group and let F be a field such that
char(F) |6 |G| and let FG = ⊕si=1Ai be the decomposition of the group algebra
as a direct sum of minimal two-sided ideals. Then, there exists a family
{e1, . . . , es} of elements of FG such that:

(i) ei 6= 0 is a central idempotent, 1 ≤ i ≤ t.

(ii) If i 6= j then eiej = 0.

(iii) 1 = e1 + · · ·+ et.

(iv) ei cannot be written as ei = e′i+e
′′
i where e′i, e

′′
i are central idempotents

such that both e′i, e
′′
i 6= 0 and e′ie

′′
i = 0, 1 ≤ i ≤ t.

(v) Ai = Aei, 1 ≤ i ≤ s.

The idempotents in the theorem above are called the primitive central
idempotents of FG.

Since in a semisimple algebra A every left ideal is a direct summand, it
is easy to show that, if A is finite-dimensional, then it can be written as a
direct sum of minimal left ideals (as A-modules):

A = L1 ⊕ L2 ⊕ · · · ⊕ Lt.

As these are also of the form Li = Aei, where ei is an idempotent (not
necessarily central) of A, 1 ≤ i ≤ t, we also have the following.
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Theorem 2.1.4. Let G be a finite group and let F be a field such that
char(F) |6 |G| and let FG = ⊕si=1Li be a decomposition of the group algebra
as a direct sum of minimal left ideals. Then, there exists a family {e1, . . . , es}
of elements of FG such that:

(i) ei 6= 0 is an idempotent, 1 ≤ i ≤ t.

(ii) If i 6= j then eiej = 0.

(iii) 1 = e1 + · · ·+ et.

(iv) ei cannot be written as ei = e′i + e′′i where e′i, e
′′
i are idempotents such

that both e′i, e
′′
i 6= 0 and e′ie

′′
i = 0, 1 ≤ i ≤ t.

(v) Li = Aei, 1 ≤ i ≤ t.

The idempotents in the theorem above are called a set of primitive
idempotents of FG.

Notice that part (ii) of Theorem 2.1.3 implies that the set of simple
components of FG is precisely the set of minimal two-sided ideals of FG.
This implies, in particular, that the decomposition of the algebra as a sum
of simple components is unique and, hence, that the set of primitive central
idempotents is also unique. On the other hand, it can be shown that the
decomposition of the algebra as a sum of minimal left ideal is unique, but
only up to isomorphisms. Consequently sets of (non necessarily central)
primitive idempotents, as in Theorem 2.1.4, are not unique.

EXERCISES

1. Let R be a commutative ring with unity and let A = Mn(R) be the algebra
of n× n matrices over R.

(i) Show that I is an ideal of A if and only if I = Mn(I), where I is a
two-sided ideal of R.

(ii) Prove that if D is a division ring, then A = Mn(D) is a simple algebra
over the center of D.

2. Let R be a ring with unity.
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(i) Show that an ideal I of R is a direct summand of R if and only of there
exists an idempotent element e ∈ R such that I = Re and R = Re⊕R(1−e).
(ii)Prove that an ideal of the form I = Re is two-sided if and only if e is
central; i.e., ex = xe for all x ∈ R.

(iii) The (left) annihilator of an ideal I in a ring R is the set:

ann(I) = {x ∈ R | xy = 0, ∀y ∈ I}.

Prove that the annihilator of Re is R(1− e) and, conversely, the annihilator
of R(1− e) is Re.

3. Let D be a division ring and let A = Mn(D), be the full ring of n×n matrices
with entries in D.

(i) Show that the set

I =



x1 0 . . . 0
x2 0 . . . 0

. . .
xn 0 . . . 0

 : x1, x2, . . . , xni ∈

 ∼= Dn

is a minimal left ideal of A.

(ii) Prove that every minimal left ideal of A is isomorphic to I.

4. Let I1, I2 be left ideals of a simple algebra A. Prove that either I1I2 = 0 or
I1 ∼= I2.

5. Prove Theorem 2.1.3 assuming Theorem 2.1.2.

6. Assuming, once again, Theorem 2.1.2, prove that every central idempotent
in a finite dimensional semisimple algebra is a sum of primitive central idem-
potents (which are called its constituents).

7. Prove that if a semisimple algebra A is finite-dimensional, then it can be
written as a direct sum of minimal left ideals. Use this fact to prove Theo-
rem 2.1.4.

8. Show that the center of a finite dimensional semisimple algebra is a direct
sum of fields.

9. Let A be a finite dimensional semisimple algebra over an algebraically closed
field F. Prove that A is isomorphic to a direct sum of the form

A ∼= Mn1(F)⊕ · · · ⊕Mns(F).

10. Let (Xn − 1) denote the ideal of F[X] generated by Xn − 1. Prove that the
quotient ring F[X]/(Xn − 1) is a semisimple algebra over F.
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11. Determine the structure of Q[X]/(Xn − 1) for n = 3, 5 and 6. Determine
the structure of C[X]/(Xn − 1) for the same values of n.

12. Given a polynomial f ∈ F[X] let f = fn1
1 fn2

2 · · · f
nt
t be its decomposition

as a product of irreducible polynomials of F[X]. Prove that F[X]/(f) is a
semisimple algebra over F if and only if ni = 1, 1 ≤ i ≤ t.

13. Let A and B be finite abelian groups. Prove that CA ∼= CB if and only of
|A| = |B|.

14. For an arbitrary positive integer n, let F be a field of characteristic not
dividing n and let Cn denote the cyclic group of order n.

(i) Compute the decomposition of FC2 and of C2 × · · · × C2.

(ii) Compute the decomposition of [FC2 × C3].

2.2 The number of simple components

There is a situation when the number of simple components of a finite di-
mensional, semisimple algebra is quite easy to determine.

Definition 2.2.1. Let A be a finite dimensional semisimple algebra over
a field F . The field F is called a splitting field for A if all the simple
components of A are isomorphic to full matrix rings over F itself; i.e., F is
a splitting field for A if

A ∼=
s⊕
i=1

Mni(F).

Let G e a finite group. If a field F is a splitting field for the group algebra
FG, then we say that F is a splitting field for G.

Notice that Exercise 9 of the previous section shows that algebraically
closed fields are splitting fields for finite dimensional semisimple algebras.
There is a better result due to R. Brauer which we quote withiot proof (see
[7, Theorem 41.1], [8, pp. 127-128]).

Theorem 2.2.2. (Brauer) Let G be a finite group of exponent m and let θ
be a primitive root of unity of order m. If K is a field such that char(K) |6 |G|
then K(θ) is a splitting field for G.

The center of a matrix ring Mn(F) over a field F is isomorphic to F (see
Exercise 1). Hence, if F is a splitting field for a finite dimensional semisimple
algebra A and

A ∼=
s⊕
i=1

Mni(F)
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we have that

Z(A) ∼=
s⊕
i=1

Z(Mni(F)) ∼= F⊕ · · · ⊕ F︸ ︷︷ ︸
s times

.

Consequently, we have the following.

Corollary 2.2.3. Let F be a splitting field for a finite dimensional semisim-
ple algebra A. Then, the number of simple components of A equals the di-
mension of Z(A) over F.

In the case of the group algebra, this dimension is easy to compute, as
we show below. To do so, we introduce some very important elements.

Definition 2.2.4. Let G be a group, R a commutative ring and let {Ci}i∈I
be the set of conjugacy classes of G which contain only a finite number of
elements. For each index i ∈ I set γi =

∑
x∈Ci x ∈ RG. These elements are

called the class sums of G over R.

Theorem 2.2.5. Let G be a group and let R be a commutative ring. Then,
the set {γi}i∈I of all class sums forms a basis of Z(RG), the centre of RG,
over R.

Proof. First, notice that given an arbitrary element g ∈ G, we have that
g−1γig =

∑
x∈Ci g

−1xg. Since conjugation by g is an automorphism of G
which fixes class sums (that is, Cgi = Ci for every index i ∈ I), we see that∑

x∈Ci g
−1xg =

∑
y∈Ci y = γi. Hence, γig = gγi, for all g ∈ G, showing that

γi ∈ Z(RG), ∀i ∈ I.
To show that these elements are linearly independent, assume that we

have a finite sum
∑

i riγi = 0. We can write this equation as
∑

i ri
∑

x∈Ci x =
0 and, since different class sums have disjoint supports, the linear indepen-
dence of the elements in G shows that we must have ri = 0, for all i ∈ I.

Finally, suppose α =
∑

g∈G agg ∈ Z(RG). We shall show that if g ∈
supp(α), then any other element h in the conjugacy class of g also belongs
to supp(α) and ag = ah. In fact, if h = x−1gx for some x ∈ G, since α is
central, we have that α = x−1αx. That is,∑

g∈G
a(g)g =

∑
g∈G

a(g)x−1gx.

By comparing the coefficient of h on both sides of this equation, we get
that ah = ag. This shows that we may factor the coefficients of elements in
each conjugacy class and write

α =
∑
i

aiγi.
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Hence, {γi}i∈I is also a set of generators for Z(RG).

Corollary 2.2.6. Let F be a splitting field for a finite group G. Then, the
number of simple components of FG is equal to the number of conjugacy
classes of G.

Example 2.2.7. Let S3 denote the group of permutations of three elements.
We wish to describe its group algebra over C, the field of complex numbers.
We can write S3 = {I, (1 2), (1 3), (2 3), (1 2 3), (1 3 2)}. It is well-known
that two permutations are conjugate if and only if they have the same cycle
structure, so we can compute the conjugacy classes of S3:

C1 = {I}
C2 = {(1 2), (1 3), (2 3)}
C3 = {(1 2 3), (1 3 2)}

Thus CS3 must contain three simple components which are full matrix
rings of the form Mn(C). If we write CG ' A1 ⊕ A2 ⊕ A3 we see that
[A1 : C] + [A2 : C] + [A3 : C] = [CS3 : C] = 6. Notice that if, for a given
summand, we have that n > 1, then the corresponding dimension is greater
than or equal to 4. Hence, it is easily seen that the only possibility is

CS3 ' C⊕ C⊕M2(C).

If F is not a splitting field, the number of simple components of FG is
not so easy to obtain. However, D.S. Berman [1] and E. Witt [24] were
able to compute this number in the general case, using character theory ([7,
Theorems 21.5 and 21.25]). In this section we shall give a proof of this result
entirely in terms of the inner structure of the group algebra, due to R.A.
Ferraz [9].

Let G be a finite group of exponent m containing s different conjugacy
classes and let θ be a primitive root of unity of order m. Using Theorem 2.2.2
we can write

K(θ)G ∼=
s⊕
i=1

Mni(K(θ)).
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Let ϕ denote the isomorphism above. If we denote by Ti : K(θ)G →
Mni(K(θ)), 1 ≤ i ≤ s the composition of ϕ with the natural projection
onto the corresponding simple component, we can write ϕ = T1 ⊕ · · · ⊕ Ts
where the maps T1, 1 ≤ i ≤ s, are precisely the irreducible representations
of G over K(θ) and Ti is not equivalent to Tj whenever i 6= j. We denote
by χi the character afforded by the representation Ti, 1 ≤ i ≤ s.

If we restrict this isomorphism to Z(K(θ)G) we get:

ϕ(Z(K(θ)G)) = K(θ)⊕ · · · ⊕K(θ)︸ ︷︷ ︸
s times

.

Let σ be an automorphism in Gal(K(θ),K). We can extend σ to
ϕ(Z(K(θ)G)) in a natural way as follows. Given (k1, . . . , kt) ∈ ϕ(Z(K(θ)G))
we set:

σ(k1, . . . , kt) = (σ(k1), . . . , σ(kt)).

Notice that σ(θ) = θi, where i is an integer such 1 ≤ i ≤ m − 1 and
(m, i) = 1. Let U(Ze) denote the set of invertible elements in Ze and let
i : Gal(K(θ),K) → U(Ze) be the monomorphism defined by i(σ) = i. For
an element g ∈ G we set gσ = gi(σ).

Also, we set σϕ = ϕ−1 ◦ σ ◦ ϕ. These maps can be visualized in the
diagram bellow.

ϕ(Z(K(θ)G))
σϕ //

ϕ

��

ϕ(Z(K(θ)G))

K(θ)⊕ · · · ⊕K(θ)︸ ︷︷ ︸
s times

σ // K(θ)⊕ · · · ⊕K(θ)︸ ︷︷ ︸
s times

ϕ−1

OO

Theorem 2.2.8. With the notation above, we have that σ(ϕ(γg)) = ϕ(γgσ)
and, consequently, σϕ(γg) = γgσ .

Proof. It is easily seen that Ti(γg) = |Γg|χi(g)/niI ([8, p. 30]) and thus

ϕ(γg) =

(
|Γg|χ1(g)

n1
, · · · , |Γg|χs(g)

ns

)
.

So, to prove our statement we must show that

σ

(
|Γg|χi(g)

ni

)
=
|Γg|χi(gσ)

ni
, 1 ≤ i ≤ s,
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and, to do so, it suffices to prove that σ(χi(g)) = χi(g
σ).

Since Ti(g)e = Ti(g
e) = 1, the linear map Ti(g) is diagonalizable so,

there exists Li ∈ GL(k(θ), ni) such that

Ti(g) = Li


θt1

θt2

θtni

L−1i .

Hence χi(g) = θt1 + θt2 + · · ·+ θtni . Notice that {θt1 , θt2 , . . . , θtni} is the
set of all distinct units of the irreducible polinomial of Ti(g) and σ permutes
this set. Thus χi(g) = θt1i(σ) + θt2i(σ) + · · ·+ θtni i(σ).

On the other hand

Ti(g
j) = Li


θt1

θt2

θtni


i(σ)j

L−1i

= Li


θt1i(σ)j

θt2i(σ)j

θtni i(σ)j

L−1i ,

so the desired equality follows.

The result above shows that the elements of Gal(K(θ),K) act on B =
{γg | g ∈ G} as permutations. Let Sg denote the orbit of γg under the action
of Gal(K(θ),K), i.e.

Sg = {σϕ(γg) | σ ∈ Gal(K(θ),K)} = {γgσ | σ ∈ Gal(K(θ),K)}.

We also set ηg =
∑

γ∈Sg γ and notice that it follows directly from the

definitions of Sg and ηg that σϕ(Sg) = Sg and σϕ(ηg) = ηg, for all σ ∈
Gal(K(θ),K).

Let Vg denote the K-vector subspace of KG spanned by the elements in
Sg. Since each element γg is central, it is clear that Vg ⊂ Z(KG)).

Proposition 2.2.9. Let Vg be a subspace as above and let α be an element
in Vg. If σϕ(α) = α for all σ in Gal(k(θ),K), then a = kηg, for some
k ∈ K.
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Proof. We enumerate Sg = {γ1, γ2, . . . , γµ}. For each γj and each σ ∈
Gal(K(θ),K) we have σϕ(γj) = γj′ , for some j′, 1 ≤ j′ ≤ µ.

Write =
∑µ

j=1 kjγj , with kj ∈ K. It follows from the definition of Sg
that, for each index i, there exists an automorphism σi ∈ Gal(K(θ),K) such
that σϕi (γ1) = γi. Then, as σϕi (α) = α, we have

µ∑
j=1

kjγj = α = σi

 µ∑
j=1

kjγj

 =

µ∑
j=1

kjσ
ϕ
i (γj).

Notice that the coefficient of γi in the right-hand side of the equation
above is k1 while its coefficient in the left-hand side of the equation is ki.
As this holds for every index i, 1 ≤ i ≤ µ, we see that α = k1ηg, as stated.

We denote by ν the number of different orbits Sg, g ∈ G and let
T = {g1, . . . , gν} a set of elements in G such that {γ1, . . . , γν} is a set of
representatives of these orbits. Then B = ∪g∈TSg.

Since B is a basis of Z(KG) over K, we have that

Z(KG) =
⊕

g ∈ TVg.

Furthetmore, since σϕ(Sg) = Sg, we have that σϕ(Vg) = Vg for every
σ ∈ Gal(K(θ),K) and every g ∈ G.

Corollary 2.2.10. Let α be an element in Z(KG). Then σϕ(α) = α for
every σ ∈ Gal(K(θ),K) if and only if α is a linear combination of the
elements in {ηg | g ∈ T}.

Proof. Take a ∈ Z(KG). Then α =
∑

g∈T vg, with vg ∈ Vg. As noted
above, σϕ(vg) ∈ Vg, for every σ ∈ Gal(K(θ),K) and every g ∈ T . Then, if
σϕ(α) = α, it follows that σϕ(vg) = vg.

Proposition 2.2.9 above shows that this implies vg = kgηg for suitable
kg ∈ K. Hence, a =

∑
g∈T kgηg.

The converse is trivial.

Now, letA denote the K-vector subspace of KG spanned by the elements
of the set {ηg | g ∈ T} which, in view of Corollary 2.2.10, is

A = {α ∈ Z(KG) | σϕ(α) = α, ∀σ ∈ Gal(K(θ),K)}.

Proposition 2.2.11. Let α be an element of KG. Then α ∈ A if and only
if ϕ(α) ∈ K ⊕ · · · ⊕K︸ ︷︷ ︸

s times

⊂ K(θ)⊕ · · · ⊕K(θ) = ϕ(Z(K(θ)G)).
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Proof. Let α ∈ KG. Then

α ∈ A if and only if σϕ (α) = α for all σ ∈ Gal(K(θ),K)

and this occurs if and only if σ(ϕ(α)) = vf(α) for all σ ∈ Gal(K(θ),K). Re-
call that ϕ(α) = (a1, . . . , as), ai ∈ K(θ), 1 ≤ i ≤ s, and that σ(a1, ..., as) =
(σ(a1), . . . , σ(as)) for all σ ∈ Gal(K(θ),K). It follows that σ(ϕ(α)) = ϕ(α)
if and only if σ(ai) = ai for all σ ∈ Gal(K(θ),K), and this happens if and
only if ai ∈ K, 1 ≤ i ≤ s.

Lemma 2.2.12. Let pα(X) ∈ K[X] denote the minimal polynomial of an
element α ∈ Z(KG). Then α ∈ A if and only if

pα(X) = (X − k1) · · · (X − kt), ki ∈ K, 1 ≤ i ≤ t,

is the product of distinct linear factors.

Proof. Clearly α and ϕ(α) have the same minimal polynomial. Assume first
that α ∈ A . Then ϕ(α) = (a1, . . . , as), so f(X) = (X − a1) · · · (X − as)
is a polynomial in K[X] such that f(α) = 0. Let {k1, . . . , kt} be the set of
all distinct elements in {a1, . . . , as}. Then g(X) = (X − k1) · · · (X − kt) ∈
K[X] satisfies g(α) = 0, and clearly this is the minimal such polynomial.
Conversely, assume that pα(X) = (X − k1) · · · (X − kt), ki ∈ K, and write
ϕ(α) = (a1, . . . , as), ai ∈ K(θ), 1 ≤ i ≤ s. Then pα(α) = 0 implies that
pα(ai) = 0, 1 ≤ i ≤ s which, in turn, implies that each ai is an element of
{k1, . . . , kt}. So α ∈ A.

Now let ϕ : KG→ ⊕ri=1Mni(Di) be an isomorphism as in Theorem 2.1.2.

Let Ki denote the center of Di, 1 ≤ i ≤ r, which is an extension of K.
Then ϕ(Z(KG)) = ⊕ri=1Ki. It follows that Z(KG) and KG have the same
number of simple components.

Also notice that, With notation as above, ϕ(A) = ⊕ri=1K ⊂ ⊕ri=1Ki.

Finally, we are ready to prove the main result in this section.

Theorem 2.2.13. The set {ϕ(ηg)|g ∈ T} is a basis of ⊕ri=1K , so the
number of simple components of KG is the number of different orbits of the
class sums γg under the action of Gal(K(θ),K).
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Proof. . As we saw in the previous lemma, the subspace A is precisely the
set of elements α ∈ Z(KG) whose minimal polynomial pα(X) is a prod-
uct of distinct linear factors in K[X]. So σ(A) is the set of all elements
β ∈ oplusri=1Ki whose minimal polynomial is the product of distinct linear
factors in K[X], and this occurs if and only if β ∈ ⊕ri=1K as stated.

As a consequence, {ϕ(ηg)|g ∈ T} is a basis of ⊕ri=1K, so the number of
orbits is |{ηg|g ∈ T}| = dim⊕ri=1 K = r

Example 2.2.14. Let us consider again the group S3 of permutations of
three elements. We wish to describe its group algebra over Fq, a finite field
with q elements such that gcd(q, 6) = 1. As in Example 2.2.7, we can write
its conjugacy classes as

C1 = {I}
C2 = {(1 2), (1 3), (2 3)}
C3 = {(1 2 3), (1 3 2)}

so, the class sums are:

γ1 = I, γ2 = (1 2) + (1 3) + (2 3), γ3 = (1 2 3) + (1 3 2).

If θ denotes a qth-root of unity, the Galois group of Fq(θ) over Fq is
generated by the map σ : Fq(θ)→ Fq(θ) given by x 7→ xq.

Since q is odd, it is clear that, for an element g ∈ S3 of order 2, we have
that gσ = g. On the other hand, as 3 |6 q we have that q ≡ 2 or 3 (mod 6),
so for elements g ∈ S3 of order 3 we get gσ = g or g2.

This shows that all class sums are fixed by Gal(Fq(θ) : Fq); thus S3 has
three Fq-classes and FqS3 has three simple components. Consequently

FqS3 ' Fq ⊕ Fq ⊕M2(Fq).

Hence, every finite field such that gcd(q, 6) = 1 is a splitting field for S3.

EXERCISES
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1. Let R be a ring. Show that a matrix A ∈ Mn(R) is central if and only if A
a scalar matrix with entries in Z(R), the center of R; i.e., it is of the form

A =


x 0 · · · 0
0 x · · · 0

. . .
0 0 · · · x

 ,
with x ∈ Z(R).

2. Let D4 = 〈a, b | a4 = a2 = 1, bab = a−1〉 denote the Dihedral group of order
8. Determine structure of FD4, for any finite field of characteristic different
from 2.

3. Let Q = 〈a, b | a4 = 1, a2 = b2, bab = a−1〉 denote the Quaternion group
of order 8. Determine structure of FQ, for any finite field of characteristic
different from 2 and deduce that FD4

∼= FQ for these fields.
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Chapter 3

Idempotent Elements

3.1 Subgroup idempotents

There is a standard way of constructing idempotents in a group ring from
the subgroups of the given group.

Let G be a finite group, R a commutative ring and H a subgroup of G
such that such the |H| is invertible in R (notice that this is always the case
if R is a field and char(R) |6 |G|). We shall denote by Ĥ the element

Ĥ =
1

|H|
∑
h∈H

h ∈ RG.

Lemma 3.1.1. Let R be a ring with unity and H a subgroup of a group G.
If |H| is invertible in R, then Ĥ = 1

|H|Ĥ is an idempotent of RG. Moreover,
if H CG then eH is central.

Proof. First, we prove that Ĥ is an idempotent. To do so, we consider the
product:

ĤĤ =
1

|H|

(∑
h∈H

h

)
Ĥ =

1

|H|
∑
h∈H

(hĤ)

=
1

|H|
∑
h∈H

Ĥ =
1

|H|
.|H|Ĥ = Ĥ.

Finally, if H CG, for any g ∈ G we have that g−1Hg = H; therefore

g−1Ĥg =
1

|H|
∑
h∈H

g−1hg =
1

|H|
∑
h∈H

h = Ĥ.

31



32 CHAPTER 3. IDEMPOTENT ELEMENTS

Thus, Ĥg = gĤ, for all g ∈ G, which implies that Ĥα = αĤ for all g ∈ G.
Thus, Ĥ is central in RG.

We wish to know how does the decomposition obtained from one idem-
potent of this kind looks like. We need a preliminary result.

Lemma 3.1.2. The annihilator of an ideal of the form I = RG.Ĥ is

ann(I) = ∆(G,H).

Proof. Set α ∈ FG.Ĥ. Then α = βĤ, for some β ∈ FG.

According to Proposition 1.2.3, if T denotes a transversal of H in G, we
can write any element γ in the form

γ =
∑
t∈T
h∈H

rt,ht(h− 1), rt,h ∈ R.

Hence

αγ = βĤ

∑
t∈T
h∈H

rt,ht(h− 1)

 = β

∑
t∈T
h∈H

rt,htĤ(h− 1)

 = 0.

This argument shows that ∆(G,H) ⊂ ann(I).

To prove the converse, recall that, if ω∗ : RG → R(G/H) denotes the
extension of the natural homomorphism ω : G → G/H , Proposition 1.2.4
shows that ∆(G,H) = Ker(ω∗). Given γ ∈ ann(I) we have, as in Exercise 2
that γ ∈ |RG(1− Ĥ) so it is of the form γ = βĤ for some β ∈ RG.

So, ω∗(γ) = ω∗(β)ω∗(1 − Ĥ) = 0. Consequently γ ∈ Ker(ω∗) =
∆(G,H).

Proposition 3.1.3. Let R be a ring and let H be a normal subgroup of a
group G. If |H| is invertible in R, then

RG = RG.Ĥ ⊕RG.(1− Ĥ)

where

RG.Ĥ ∼= R(G/H) and RG.(1− Ĥ) = ∆(G,H).
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Proof. Since we have shown above that Ĥ is a central idempotent, it is clear
that RG = RG.Ĥ ⊕RG.(1− Ĥ) (see Exercise 2 of section § 2.1).

Set G.Ĥ = {gĤ | g ∈ G}, which is a multiplicative group inside RG. To
see that R(G/H) ≡ RG.Ĥ we shall first show that G/H ∼= G.Ĥ as groups.

In fact, clearly the map φ : G → G.Ĥ given by g 7→ gĤ is a group
epimorphism. Since it is easy to see that Ker(φ) = H, the result follows.

As G.Ĥ is a basis of RG.Ĥ over R the group isomorphism above extends
linearly to an algebra isomorphism so RG.Ĥ ∼= R(G/H).

The fact that RG.(1− Ĥ) = ∆(G,H) follows from the previous Lemma.

Definition 3.1.4. Let R be a ring and let G be a finite group such that
|G| is invertible in R. The idempotent eG = 1

|G|Ĝ is called the principal
idempotent of RG.

As an immediate consequence of the result above, using the principal
idempotent of RG we can show that semisimple group algebras always con-
tain at least one simple component which is isomorphic to the ring of coef-
ficients.

Corollary 3.1.5. Let R be a ring and let G be a finite group such that |G|
is invertible in R. Then, we can write RG as a direct sum of rings

RG ∼= R⊕∆(G).

To prove our next result we shall need the following.

Lemma 3.1.6. Let R be a commutative ring and let I be an ideal of a
group algebra RG. Then the quotient ring RG/I is commutative if and only
if ∆(G,G′) ⊂ I, where G′ denotes the commutator subgroup of G.

Proof. Let I be an ideal in RG such that RG/I is commutative. Then,
∀g, h ∈ G we have that gh − hg ∈ I so hg(g−1h−1gh − 1) ∈ I. Since hg is
invertible, we also have that g−1h−1gh− 1 = (g, h)− 1 ∈ I. It follows from
Lemma 1.2.2 that ∆(G,G′) ⊂ I.

Conversely, since gh − hg = hg((g, h) − 1) ∈ ∆(G,G′), if ∆(G,G′) ⊂
I, we have that gh ≡ hg (mod I), for all g, h ∈ G and thus RG/I is
commutative.

Proposition 3.1.7. Let RG be a semisimple group algebra. If G′ denotes
the commutator subgroup of G, then we can write

RG = RGeG′ ⊕∆(G,G′),
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where RGeG′ ' R(G/G′) is the sum of all commutative simple components
of RG and ∆(G,G′) is the sum of the non commutative ones.

Proof. Both the fact thatRG can be decomposed as stated and thatRGeG′ '
R(G/G′) follow from Proposition 3.1.3.

It is clear that RGeG′ ' R(G/G′) is commutative, so it is certainly a
sum of commutative simple components of RG. To complete the proof of
our statement, it will be enough to show that there are no commutative
simple components in ∆(G,G′). So assume, by way of contradiction, that
we can decompose it as ∆(G,G′) = A⊕B, where A is a commutative simple
component and B its complement. Then, RG = RGeG′ ⊕A⊕B so we have
that RG/B ' RGeG′⊕A is commutative. It follows from Lemma 3.1.6 that
∆(G,G′) ⊂ B, a contradiction.

Example 3.1.8.

Let S3 be the group of permutations of three elements. We wish to de-
scribe now its group algebra over Q, the field of rational numbers. At this
point, we do not know whether the simple components will be matrix rings
over Q itself or if they will also involve some division rings containing Q.
We first compute S′3 = {I, (1 2 3), (1 3 2)} so |S3/S′3| = 2, consequently
Q(S3/S

′
3) is of dimension 2 over Q. Since we have seen above that it must

always contain at least one component isomorphic to Q we see that QS3 con-
tains exactly two commutative simple components, both of them isomorphic
to Q. Since the dimension of ∆(S3, S

′
3) is at least 4 and the dimension of

the whole group algebra over Q is |S3| = 6 we see that we must have

QS3 ' Q⊕Q⊕B,

where B is a simple component of dimension 4 over Q. Since QS3 contains
nilpotent elements (for example, γ = (1 − (1 2))(1 2 3)(1 + (1 2)) is such
that γ2 = 0), it cannot be a direct sum of division rings; thus, we have

QS3 ' Q⊕Q⊕M2(Q).

Notice that the arguments above are still valid if we take coefficients in
any field F such that FS3 is semisimple. So it follows, a fortiori, that Q is
also a splitting field for S3.

Example 3.1.9.



3.1. SUBGROUP IDEMPOTENTS 35

Let F be any finite field of characteristic not 2 and consider the Dihedral
group of order 8:

D4 = 〈a, b | a=b2 = 1, bab = a−1〉.

A direct computation shows that D′4 = {I, a2}. Hence:

D4

D′4
∼= C2 × C2.

As,
FC2 × C2

∼= F⊕ F⊕ F⊕ F⊕ F,

we get
FD4

∼= F⊕ F⊕ F⊕ F⊕ F⊕∆(D4, D
′
4).

An argument on dimensions now shows that ∆(D4, D
′
4)
∼= M2(F) so

FD4
∼= F⊕ F⊕ F⊕ F⊕ F⊕M2(F).

EXERCISES

1. Let H be a normal subgroup of a group G, such that |H| is invertible in a

commutative ring R. Prove that ann(∆(G,H) = RG.Ĥ.
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