
From finite sample to asymptotic methods in statistics - Errata

This page lists some typos and errors that were sent by readers or found
by the authors. If you find an error, please send a note to acarlos@ime.usp.br

• Page 3

– Line 14: Replace “...in item (b).” by “...in item (a)”

– Line -16: Replace “∆ = µX − µY ” by “∆ = µY − µX”

• Page 16

– Expression 1.5.3: Replace “−A11A12A
−1
22.1” by “−A−111 A12A

−1
22.1”

• Page 67

– Exercise 2.3.8: Replace

x′A−1x = x′1A
−1
11 x+ x′2:1A

−1
22 x2:1

by
x′A−1x = x′1A

−1
11 x1 + x′2:1A

−1
22:1x2:1

– Exercise 2.4.2: Replace

f(x;θ) = (1/
√
θ2)θ

θ2
1 [exp(−θ1x)]xθ1−1

by
f(x;θ) = [1/Γ(θ2)]θ

θ2
1 [exp(−θ1x)]xθ2−1

• Page 75

– In expression on line 12, the numerator is
√
n Xn

• Page 89

– Last line in expression 4.3.4: It should be

= P (A | Bi)P (Bi)/
∑
j∈I

P (Bj)P (A | Bj),

– Last 5 lines: Following the notation adopted in the book, all
expectations should be typed as E.

• Page 98
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– Exercise 4.3.3: The distribution for π(θ) should be inverse gamma

• Page 110

– Section 5.3, second line: Consider

P (Xn = 1) = p = 1− P (Xn = −1)

• Page 118

– Exercise 5.2.1: Replace “Set Un =
∑n−1

k=1 X
2
k and ...” by “Set

Un =
∑n

k=2XkXk−1, Vn =
∑n−1

k=1 X
2
k and ...”

– Exercise 5.3.2: Replace by
√

2
πn

– Exercise 5.4.2: Replace Xτ+1 − Xτ by Xτ+t − Xτ everywhere
in the exercise.

• Page 123

– Line 19: Replace ”...for every η > 0, ε > 0, there exists a
positive integer n(ε, η), such that...” by “...for every η > 0, there
exists K = K(η) and a positive integer n(η), such that...”

• Page 133

– Last line: Replace

∂2

∂w2
log g(w)|w=w∗ = [(π + ε)−1 − 1]π2/(1− π)2 > 0,

by

∂2

∂w2
log g(w)|w=w∗ = [(π + ε)−1 − 1]π2(1− π − ε)2/(1− π)2 > 0,

• Page 147

– Line 15: Replace

P

(
max

M≤k≤N
|Xn − µn| > ε

)
= · · ·

by

P

(
max

M≤k≤N
|Xk − µk| > ε

)
= · · ·
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• Page 162

– Line 25: Replace “...with the s2k being replaced by...” by “...with
the T 2

k being replaced by...”

• Page 170

– Exercise 6.2.4: Replace (1.5.49) by (1.5.59).

– Exercise 6.2.7: Replace “Consider the Bin(n, p) distribution.
Let T = π and consider the estimator Tn = n−1Xn” by “Let
Xn have the Bin(n, π) distribution and then, consider the esti-
mator Tn = n−1Xn.

• Page 182

– Line -7: Replace“...apply the Jensen Inequality (1.5.40) to con-
clude...” by “...apply the Jensen Inequality (1.5.43) to con-
clude...”

• Page 190

– Line 3: Replace “...suppose that sn → ∞ as...” by “...suppose
that τn →∞ as...”

• Page 192

– Line 3: Replace

=
1

σ2

n∑
i=1

c2niE[(Yi − µ)2I(|Yi − µ| > εσ/cni)]

by

=
1

σ2

n∑
i=1

c2niE[(Yi − µ)2I(|Yi − µ| > εσ/|cni|)]

• Page 203

– Line 16: Replace

≤ P (Xn ≤ x− c+ ε) + P (|Yn − c| > ε.

by
≤ P (Xn ≤ x− c+ ε) + P (|Yn − c| > ε).
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• Page 210

– Line -3: Replace

√
n[g(Tn)− g(θ)]/σg′(θ)

D−→ N(0, 1).

by
√
n[g(Tn)− g(θ)]/[σg′(θ)]

D−→ N(0, 1).

• Page 213

– Line 16: Replace “1/2µσ exist;” by “(2µσ)−1 exist;”

• Page 215

– Line 22: Replace

Gn(λ)
D−→ N[0,λ′

•
g(θ)ΣĠ

′
(θ)λ]

by

Gn(λ)
D−→ N[0,λ′

•
G(θ)Σ[

•
G]′λ]

• Page 219

– Line 5: Replace “if and only if, A is a generalized inverse Σ”
by “if and only if, A is a generalized inverse of Σ”

• Page 221

– Expression for Qm: Last 1 should be 1p

– Line 10: Replace “that it” by “that is”

• Page 237

– Exercise 7.1.3: First expression for the variance of Tn should be
Var(Tn) = πn(1− πn)−

∑n
i=1(πni − πn)2.

• Page 247

– Replace θ and θ̃ by θ and θ̃ respectively
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