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Objectives
This work had as its initial goal the study of
pre-requisites of First Order Logic and Set
Theory in order to start the study of Model
Theory. After that, the student studied Model
Theory techniques and its applications in
Analysis, Algebra and Topology.

Materials and Methods

The reading of books and articles was used as
methodology, as well as resolution of exercises
and a detailed study of the proofs. There were
also one hour weekly meetings to discuss the
studied topics and to clarify questions that
emerged.

Results
Definition 1. Let (𝓜𝒾)𝒾 ∊ 𝐼 be a family of models
for a first order language 𝓛 and 𝓤 an ultrafilter
over 𝐼. The ultraproduct of {𝓜𝒾 : 𝒾 ∊ 𝐼} by 𝓤,
denoted by ΠU

𝒾 ∊ 𝐼𝓜𝒾, is the model 𝓜 such that
● Its universe is 𝓓 = Π𝒾 ∊ 𝐼𝓓𝒾/~, where ~ is

the equivalence relation in Π𝒾 ∊ 𝐼𝓓𝒾 given
by

(𝒙𝒾)𝒾 ∊ 𝐼 ~ (𝒚𝒾)𝒾 ∊ 𝐼 iff {𝒾 ∊ 𝐼 : 𝒙𝒾 = 𝒚𝒾} ∊ 𝓤

● The 𝑛-placed relations 𝑅 in 𝓜 are sets
with elements ([(𝒙1

𝒾)𝒾 ∊ 𝐼],...,[(𝒙𝑛𝒾)𝒾 ∊ 𝐼])
such that

{𝒾 ∊ 𝐼 : 𝑅𝓜𝒾(𝒙1
𝒾,...,𝒙𝑛𝒾)} ∊ 𝓤

where 𝑅𝓜𝒾 are relations of the models
𝓜𝒾;

● The 𝑚-placed functions 𝐹 in 𝓜 are
defined by

𝐹([(𝒙1
𝒾)𝒾 ∊ 𝐼],...,[(𝒙𝑚𝒾)𝒾 ∊ 𝐼]) =

[(𝐹𝓜𝒾(𝒙1
𝒾,...,𝒙𝑚𝒾))𝒾 ∊ 𝐼]

where 𝐹𝓜𝒾 are functions of the models
𝓜𝒾;

● The constants in 𝓜 are 𝑐 = [(𝑐𝓜𝒾)𝒾 ∊ 𝐼],
where 𝑐𝓜𝒾 are constants of the models
𝓜𝒾.

Definition 2. 𝓐 is an elementary submodel of
𝓑 if 𝓐 ⊂ 𝓑 and for all formulas 𝜑 of 𝓛 in the
variables 𝒙1,...,𝒙𝑛, and all 𝑎1,...,𝑎𝑛 ∊ 𝓐, we have

𝓐 ⊨ 𝜑[𝑎1...𝑎𝑛] iff 𝓑 ⊨ 𝜑[𝑎1...𝑎𝑛]

In this case we say that 𝓑 is an elementary
extension of 𝓐.

One of the main applications of ultraproducts is
the construction of the hyperreals, which is an
example of elementary extension of the real
numbers.

Theorem 3. (Łoś) Let 𝑉𝒾 be valuations for 𝓜𝒾
and 𝑉 a valuation for ΠU

𝒾 ∊ 𝐼𝓜𝒾 given by
V(x) = [(𝑉𝒾(𝒙))𝒾 ∊ 𝐼]. Then:
(i) For all formulas 𝜑 of 𝓛 we have

(𝓜,𝑉) ⊨ 𝜑 iff {𝒾 ∊ 𝐼 : (𝓜𝒾,𝑉𝒾) ⊨ 𝜑} ∊ 𝓤

(ii) For all sentences 𝜑 of 𝓛 we have

𝓜 ⊨ 𝜑 iff {𝒾 ∊ 𝐼 : 𝓜𝒾 ⊨ 𝜑} ∊ 𝓤

The classic version of the Löweinheim-Skolem
Theorem (also known as Downward
Löweinheim-Skolem Theorem) states that every
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infinite model has a countable elementary
submodel (as long as the language is
countable). Using the Łoś Theorem one can
prove the Upward Löweinheim-Skolem
Theorem that says that every infinite model has
arbitrarily large extensions.

Definition 4. A chain of models is an
increasing sequence of models

𝓐0 ⊂ 𝓐1⊂ … ⊂ 𝓐β ⊂ …, β < α

whose length is an ordinal α. We say that a
theory 𝑇 is preserved under unions of chains
if the union of any chain of models of 𝑇 is a
model of 𝑇.

Theorem 5. A theory 𝑇 is preserved under
unions of chains if, and only if, 𝑇 has a set of
universal-existential axioms.

One application in Algebra is the construction of
a countable ordered field such that, for a𝐾
fixed natural number , 𝒙𝑛 - 𝑎 has a root in ,𝑛 𝐾
for all positive rational number.𝑎

We take and a fixed . Now, let𝐾₀ = 𝑄 𝑛∈𝑁
be an enumeration of the positive{𝑎

𝑚
: 𝑚 ∈ 𝑁}

rationals. For each , , we define𝑚 ∈ 𝑁 𝑚≥1
. We have then a chain𝐾

𝑚
= 𝐾

𝑚−1
[ 𝑛 𝑎

𝑚−1
]

⊂𝐾
0
⊂ 𝐾

1
⊂...⊂ 𝐾

𝑛
⊂...

Defining we have that is countable.𝐾 = ⋃𝐾
𝑛

𝐾
Since the theory of ordered fields has a set of
universal-existential axioms, we have that is𝐾
an ordered field and, by construction, it has the
roots of 𝒙𝑛 - 𝑎 for all positive rational.𝑎

Conclusions
Model Theory combines techniques from Logic
and Set Theory, resulting in applications in
several areas and unifying common arguments
in Algebra.

References
[1] Chang, C. C.; Keisler, H. J. Model Theory.
3rd. ed. Amsterdam: North-Holland, 1990.

(Studies in Logic and the Foundations of
Mathematics, 73)
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Objectives 
To develop a communication and 

control layer for intelligent devices to the 
Assistente Distribuída Avançada (A.D.A.) 
personal assistant, including everything from 
the software for embedded devices to the API 
for accessing the resources. Specific objectives 
include using low-cost hardware, highly 
adopted and open-source technologies, as well 
as testing and simulating the solution 
automatedly. 

 

Materials and Methods 
Espressif ESP32-WROOM-32E 

microcontrollers, with wireless connections 
based on the IEEE 802.11 standard, were used 
as the hardware platform. The Constrained 
Application Protocol (CoAP) was chosen as the 
communication protocol, with Concise Binary 
Object Representation (CBOR) as the data 
format. An implementation was built using the 
star network topology, with a hub unit 
responsible for receiving the requests, 
analyzing the validity of the payload, sending 
them to the respective devices, and reporting 
the result to the personal assistant. 

Concerning the network access point, 
we have implemented two solutions. The first 
integrates with an already existing network, 
suited for home use, and on the other, the hub 
also becomes an access point, which is 
appropriate for use in corporate environments. 
Figure 1 presents a diagram with both 
solutions. 

The Constrained RESTful 
Environments (CoRE) Link Format was adopted 
to facilitate the discovery of connected devices 
and their resources. An initial set of predefined 
commands were proposed and designed. 
These commands realize canonical functions 
such as activating and deactivating actuators 
connected to General Purpose Input/Output 
(GPIO) pins of the microcontroller, reading the 
state of those pins, and doing pulse-width 
modulation (PWM) on the output signal. Each 
request should contain the unique identifier of 
the target node device and one of the 
predefined commands, making the packet data 
size up to 32 bytes. Packages with custom 
commands, and eventually larger payload 
sizes, are also supported. 

 

Figure 1: Diagram of network configurations 
 

In addition to the predefined commands 
aimed at essential functions, an interface for 
defining new commands also was implemented, 
enabling the control of peripherals, including 
through I²C communication, Serial Peripheral 
Interface (SPI), and UART. Thereby, it's 
possible to integrate a higher range of 
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peripherals into the system compared to other 
solutions. 

 In addition to the compilation for the 
microcontroller, we have adapted the 
application code to compile natively in Linux-
based systems on the x86 architecture, with 
support to virtual network interfaces and adding 
a module that mocks the inputs and outputs. 
Therefore, it is possible to test and simulate the 
application without building a controlled 
environment. 

 

Results 
We have conducted unit tests, 

automated tests in a simulated environment, 
and functionality tests in the target use 
environment. Among the activities performed 
are the activation and deactivation of an LED 
connected to the microcontroller, the reading of 
the LED status, and reading the output of a light 
sensor. To determine the average round-trip 
time (RTT) of the proposed solution, including 
the processing time of the requests, with 
intervals varying between one second and five 
minutes, were triggered, and 200 samples were 
collected. Figure 2 shows the average value for 
different packet sizes, excluding outlier values. 

It is possible to notice that for the 
predefined commands, which cover a good 
amount of uses, the average time was below 41 
milliseconds, with no noticeable delay between 
the execution of the request and the activation 
of the LED, for example. 

 

 
Figure 2: Average round-trip time on the target 

environment 

 

Conclusions 
 The studies conducted in this research 
demonstrated the feasibility and efficiency of a 
control system for intelligent devices based on 
technologies that are already widespread, with 
low cost, and highly customizable. In this 
regard, the strategy of using a simple and with 
lower processing capacity hub, compared to 
that adopted by other solutions, proved to be 
adequate for managing smaller amounts of 
smart devices. Furthermore, the tests showed 
that it is possible to apply this infrastructure in a 
virtual assistant, where low latency is required. 
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Objectives
Structural stability is an extremely interesting
subject within the studies of Dynamical
Systems. Its application can greatly facilitate the
analysis of functions with complicated dynamics,
in addition to showing us some of the “order”
behind chaotic systems.
This topic is, however, very dense, and for that
reason it is valid to study examples that show us
the process of proving the stability of a system.
Thus, the concepts involved become less
abstract, and their application in more difficult
cases will be facilitated.
Here, we analyze a relatively simple case, but
one that well illustrates the process behind this
type of analysis.

Materials and Methods
Weekly, we held group meetings with the
advisor, where one or a few students presented
a topic previously studied by all. I mainly
exposed topics from the book An Introduction to
Chaotic Dynamical Systems [1], and
occasionally from other sources on Dynamical
Systems. In the meetings, we developed the
topics discussed in more detail, forming a more
solid knowledge on the basis necessary for
future more complex analyses.
For the presentation in this edition of SIICUSP,
an example seen in the meetings and
elaborated in one of the topics of the book [1]
was chosen.

Results
The idea behind structural stability is to be able
to study the dynamics of a complicated system
through other functions sufficiently close to it. In
addition to the theoretical importance of the
topic, there are practical implications of
enormous relevance, such as the use of
Numerical Analysis to obtain information about
solutions of a dynamic process described by a
function (in the discrete case) or a field (in the
continuous case) that is structurally stable, or
when we are interested in knowing whether
small perturbations in the parameters of a
system can abruptly interfere with its dynamic
behavior.
To understand this theme and its applications,
we first need to define some concepts. In what
follows, A and B are metric spaces:
Definition 1: Two functions and𝑓: 𝐴 → 𝐴

são topologically conjugated if there is𝑔: 𝐵 → 𝐵
a homeomorphism such thatℎ: 𝐴 → 𝐵

.ℎ ○ 𝑓 = 𝑔  ○ ℎ
Definition 2: Let and be two𝑓: 𝐴 → 𝐴 𝑔: 𝐴 → 𝐴
maps of class , where is an interval. The𝐶𝑟 𝐴 𝐶𝑟

”distance” between and is given by𝑓 𝑔
𝑑

𝑟
(𝑓, 𝑔) = 𝑠𝑢𝑝

𝑥∈𝐴
{|𝑓(𝑥)⎼𝑔(𝑥)|,...,  |𝑓(𝑟)(𝑥)⎼𝑔(𝑟)(𝑥)|}

Definition 3: Let be an interval. A function𝐽
of class is said to be -structurally𝑓: 𝐽 → 𝐽 𝐶𝑟 𝐶𝑟

stable on if there exists such that𝐽 ε > 0
whenever for , it follows that𝑑

𝑟
(𝑓, 𝑔) < ε 𝑔: 𝐽 → 𝐽

is topologically conjugated to .𝑓 𝑔
Proving that a dynamical system is structurally
stable is, as we can see, very useful for the
analysis of its perturbations. Here we develop
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the proof that the function is -𝐿(𝑥) = 𝑥
2 𝐶1

structurally stable in . It is simple andℝ
well-behaved, but it can still show us the idea of
the process and illustrate the usual difficulties of
these proofs.
We want an such that, if ,ε > 0 𝑑

1
(𝐿, 𝑔) < ε

then and are topologically conjugated. We𝐿 𝑔
check that any works. With ,ε < 1

2 𝑑
1
(𝐿, 𝑔) < ε

we have , and therefore 0 < 𝑔'(𝑥) < 1 ∀ 𝑥 ∈ ℝ
is always increasing and has a single attractor𝑔

fixed point (because it is so close to it crosses𝐿,
the line ).𝑦 = 𝑥
Now, we introduce the use of fundamental
domain. It is the smallest set of intervals that
contain exactly one point from each orbit (other
than the fixed point) of the function. The pair of
intervals , for instance, it is a5 < |𝑥| ≤ 10
fundamental domain of . As𝐿 |𝑔(10)⎼𝐿(10)| < ε
and , it follows that the|𝑔(⎼10)⎼𝐿(⎼10)| < ε
fixed point of is in the interval (-10,10), then to𝑔

we take the intervals and𝑔 𝑔(10) < 𝑥 ≤ 10
.− 10 ≤ 𝑥 < 𝑔(− 10)

We now want to build a homeomorphism
such that . As we onlyℎ: ℝ → ℝ ℎ ○ 𝐿 = 𝑔  ○ ℎ

need to prove that there is a , there is no needℎ
to do it generically.
Thus, we define andℎ : [5, 10] → [𝑔(10), 10]

linearly, andℎ : [⎼10,  ⎼5] → [⎼10, 𝑔(⎼10)] ℎ(0)
the fixed point of . We can also take𝑔 ℎ
increasing in such a way that .ℎ(± 10) =± 10
These values are arbitrary and were chosen for
simplicity. The only criteria for them is to
correctly create the fundamental domain.
Following the definitions made, we see that
there is an such that , if ,𝑛 ∈ ℤ 𝐿𝑛(𝑥) 𝑥 ≠ 0
belongs to the fundamental domain of , and𝐿
therefore is well defined. Furthermore,ℎ ○ 𝐿𝑛(𝑥)
we know that is a homeomorphism. Since𝐿(𝑥)

is continuous and strictly increasing, we𝑔(𝑥)
can say that it has a continuously increasing
inverse, and therefore is also a
homeomorphism.
With this, we know that is well defined,𝑔−𝑛(𝑥)
we can then take .ℎ(𝑥) = 𝑔−𝑛 ○ ℎ ○ 𝐿𝑛(𝑥)
Applying on both sides, we get at last𝑔𝑛(𝑥)

. With the same artifice for𝑔𝑛 ○ ℎ(𝑥) = ℎ ○ 𝐿𝑛(𝑥)
, we have𝐿 𝑔 ○ ℎ(𝑥) = ℎ ○ 𝐿 (𝑥).

We can conclude that fixed , inside the image𝑛
by of the fundamental domain of , is𝐿𝑛 𝐿 ℎ
continuous, as the number of iterations is a fixed

value. It remains now to show that at the edges
of these intervals this is still valid, as well as at
the origin.
Let’s take as one of the ends of one of the𝑥
iterations of the fundamental domain. We can
write, for small and ,δ > 0 η > 0 ℎ(𝑥 + δ) =

and= 𝑔 ○ ℎ ○ 𝐿⎼1 (𝑥 + δ) ℎ(𝑥 − η) =

, so that we have points= 𝑔2 ○ ℎ ○ 𝐿⎼2 (𝑥 − η)
in two distinct intervals. We want to verify that
the limit of both cases goes to when andℎ(𝑥) δ

tend to . To illustrate we choose, for instance,η 0
so that when we have𝑥 = 2. 5, η → 0,

; on the other hand, whenℎ(2. 5 ⎼ η) → 𝑔2(10)
andδ → 0, 𝐿⎼1(𝑥 + δ) → 5

which implies that eℎ ○ 𝐿⎼1(𝑥 + δ) → 𝑔(10),
.𝑔 ○ ℎ ○ 𝐿⎼1(𝑥 + δ) → 𝑔2(10)

We can apply this to any nth iteration, and with
that we see that the function we constructed isℎ
continuous in , and indeed aℝ∗

homeomorphism, if we remove the fixed points
of and of its domains. Finally, remembering𝐿 𝑔
that is the fixed point of we need to showℎ(0) 𝑔,
the continuity of in 0.ℎ

Conclusions
The study of structural stability of dynamical
systems is very useful, providing great tools for
analyzing more complex cases. It is notable,
however, that demonstrating such a property
can be challenging. Understanding simpler
cases, even without the presence of very
interesting dynamics, allows us to create a
familiarity with the concepts and prepare us for
more laborious examples, in addition to
strengthening the knowledge base on the
subject.
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Introduction
The aim of this project is to study some indepen-
dence results through the impact of the contin-
uum hypothesis and Martin’s axiom on certain car-
dinals. In the 19th century, mathematician Georg
Cantor, considered by many to be the father of
set theory, conjectured the so-called continuum hy-
pothesis (CH) which states the following:

Conjecture 1

There is no non-enumerable cardinal that
is strictly smaller than 2ℵ0 = |R|. That is,
there is no cardinal κ such that:

ℵ0 < κ < 2ℵ0

This conjecture, however, was proved to be inde-
pendent of the Zermelo-Fraenkel axioms, which
implies the existence of cardinality sets between
ℵ0 and 2ℵ0 which, in ZF, without the addition of any
other axiom, cannot have its cardinality described
through a specific aleph.

Definition 1

We say that an ordinal κ is a cardinal
characteristic of the continuum if

ℵ0 < κ ≤ 2ℵ0

The study of the cardinal characteristics of the
continuum delimits an area of interest in modern
set theory. Note that if CH is assumed to be true,

all cardinal characteristics of the continuum would
be the size of the continuum. However, this is not
a fact in ZFC.

The cardinal characteristics b and d
We will focus in this work to present the cardi-
nal characteristics b and d relative, respectively, to
the unlimited and dominant families of functions
among the natural numbers. By its nature, we call
the first the ”bounding number” and the second
the ”dominant number”. The notions of unlimited
family and dominant family are described in the
following definition.

Definition 2

Let f, g ∈ NN. We say that f <∗ g if
{n ∈ N : g(n) < f(n)} is finite.

A family B ⊆ NN is said to be un-
limited if ∄f ∈ NN such that f dominates
all functions of B, i.e., ∀f ∈ NN ∃g ∈ B
such that g ̸<∗ f .

On the other hand, a family D ⊆ NN

is dominant if, for each f ∈ NN, ∃g ∈ D
such that f <∗ g

Now look at the following sets:

{|B| : B is unlimited family}

{|D | : D is dominant family}
Since both are nonempty, they both have a min-

imum. We then define:
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b := min {|B| : B is unlimited family}

d := min {|D | : D is dominant family}
We can prove that both are cardinal characteris-

tics of the continuum and that, ensuring that ev-
ery dominant family is unlimited, b ≤ d. The
study of comparisons between cardinal character-
istics of the continuum is still relevant today. In
some cases, proving this kind of claim requires
very fine-grained arguments.

Martin’s Axiom
Martin’s axiom is an independent statement from
the ZFC that says the following:

Axiom 1

If P = (P,≤) is a partially ordered set
that satisfies the countable chain condition
(ccc) and D is a collection of dense sub-
sets of P such that |D| < 2ℵ0 then ∃ filter
D−generic on P .

This statement originates as an attempt to gener-
alize the Rasiowa-Sikorski lemma, a lemma of ex-
treme importance for the construction of the forc-
ing theory. The strength and intuitive origin of this
statement can also be seen by observing its various
equivalences.

Consequences
Martin’s axiom (MA) has several topological
consequences. Many of them are generalizations
of known theorems for enumerable cardinalities,
being extended to non-enumerable cardinalities
smaller than the continuum. One of these is the fol-
lowing generalization of Baire’s theorem:

Theorem 1

Assuming true Martin’s axiom (MA), then
the union of less than 2ℵ0 meager subsets
of Rn is also meager in Rn, i.e.:⋃

F ∈ M ∀ F ∈ [M]
2ℵ0

Effect on cardinal characteristics b and d

Note that the MA is a weaker version of the con-
tinuum hypothesis. However, Martin’s axiom is
strong enough to collapse the cardinals b, the d,
among many others, into the continuum.

About references
HALBEISEN (2011) was used for the study of
small cardinals. For the study of Martin’s axiom,
the same book was used, at first, and later, for a
more in-depth study regarding consequences and
equivalences, FREMLIN (1984) and CIESIELSKI
(1997) were used.
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Objectives
Fully dynamic connectivity in graphs [1, 8] is the
problem in which a graph can undergo insertion
and removal of edges and one wants to
efficiently perform queries of the type: decide if
two vertices are in the same component of the
graph. It is easy to solve this problem, keeping
the graph with adjacency lists, and using
breadth first search (BFS), for instance, to
answer the queries. This however takes linear
time per query. This work considers the
particular case of the problem where the graph
is a forest and describes a non-trivial solution
that answers queries in logarithmic amortized
time. The solution is the basis of a similarly
efficient implementation for dynamic graphs.

Materials and Methods
The study began with the reading of section 1.1
of the Dynamic Graphics book [1] about the
basic concepts of dynamic graphs and the
possible data structures used to solve the
problem. After this reading, link-cut trees [2]
were chosen as the data structure to be studied
and implemented. Lecture notes [4, 5] and
some articles [2, 6] were used to understand
them. Link-cut trees are based on a simpler
data structure, the binary search trees (BSTs).
The BSTs adopted were the splay trees [3], and
the Algorithms book [7] was used to understand
how splay trees work.
The first part of the work was the
implementation of the data structure for the fully
dynamic connectivity problem in forests, that is,
in an acyclic graph, in order to make the
problem simpler. The second part would be the
implementation of the more general case, that
is, the data structure for the fully dynamic
connectivity problem in graphs. After the study,
the implementation of the data structures in C

language began. The splay trees were the first
to be implemented, then the link-cut trees and
finally the dynamic forest. The GitHub [9]
platform was used for version control. In
addition, Bash scripts were implemented for
automated tests.

Results
The number of vertices of the underlying graph
or forest will be denoted by n. The implemented
library that handles dynamic forests is: the
dynamicForest(n) creates a forest with n
vertices without edges; the addEdge(u, v) adds
an edge between vertices u and v; the
deleteEdge(u, v) removes the edge between u
and v; and the connected(u, v) returns true if u
and v are in the same forest component and
false otherwise. The dynamicForest routine
has time cost O(n) and the other operations
have O(lg n) amortized cost.
The link-cut tree is a data structure used to
represent forests, and maintains the dynamic
forest, its library is: the maketree() creates a
tree with a single node; the link(u, v) adds an
edge between u and v, assuming that u is the
root of its link-cut tree; the cut(v) removes the
edge between v and its parent in the link-cut
tree, assuming that v is not the root of its
link-cut tree; and the findroot(u) returns the
root of the link-cut tree containing u. The
maketree routine runs in O(1) time and the
other operations have an amortized cost of
O(lg n).
The implementation of the dynamic forest
library from the link-cut trees library is
straightforward. The connected(u, v) operation
uses findroot on u and v and checks if they
return the same root. The addEdge(u, v)
operation executes link(u, v), while the
deleteEdge(u, v) operation chooses the
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deepest between u and v in the link-cut tree to
perform the cut operation.
The splay tree library is: the makeSplay()
creates a splay tree with a single node; the
join(u, v) unites the splay trees with roots in u
and v, assuming u has maximum key in its
splay tree and its key is smaller than all keys in
the v’s splay tree; the split(u) breaks u's splay
tree in two: one with all nodes with a key less
than or equal to u and another with nodes with
a key greater than u; and splay(u) makes node
u root of its splay tree. The splay routine has
an amortized time cost of O(lg n) and the other
operations have cost of O(1).
Table 1 summarizes the efficiency of each
operation of the dynamic forest for the
traditional and the studied implementation. Note
the trade off: to improve the efficiency of the
queries, the link-cut tree implementation
spends more time to add and remove edges.

Table 1: Time complexity of a traditional
implementation and a link-cut tree implementation.

Operation Adjacency
lists + BFS

Link-cut trees
(amortized time)

addEdge O(1) O(lg n)

deleteEdge O(1) O(lg n)

connected O(n) O(lg n)

Conclusions
This work is designed to solve the problem of
dynamic connectivity in a context where the
manipulated graph is huge and there will be
many more queries than changes in the graph.
Therefore, queries with linear cost are very
undesirable in this situation. So it is essential to
make queries more efficient, even if it makes
the cost of inserting and removing edges in the
graph a little more expensive. The result is a
non-trivial but extremely efficient
implementation for dynamic forests, the first
step towards the more general case of dynamic
graphs.
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Objectives

The goal of this project is to meet the clinical
demand for annotations in Magnetic Resonance
Images (MRIs). Firstly, we intend to analyze the
datasets that are going to be utilized: the 2019
BraTS (Multimodal Brain Tumor Segmentation)1

challenge dataset [1, 2, 3] and the 2021 FeTA2

[4] challenge. Then, we should develop and ex-
ecute neural network architectures on the MRIs,
and also use the specialist networks approach
on the data. Finally, it is necessary to measure
and analyze the accuracy of the developed mod-
els, comparing the results with already known lit-
erature methods.

Methodology

The methodology used in this project consists
of submitting the data from BraTS and then
from FeTA to two pipelines. The first pipeline
uses only the structure of five convolutional neu-
ral networks (CNNs) for the segmentation of
the desired regions on the MRIs, without pre-
processing. The networks that are developed
and utilized are the Encoder-Decoder architec-
tures: the 3D U-Nets [5] and the V-Nets [6]; and
also the Fully Convolutional Networks (FCNs)
[7]: HighRes3DNet (HR3N) [8], SkipDenseNet
(SDN)[9] and Med3D [10].

The second pipeline consists of two steps.
First, the MRI is submitted to a neural network
called generalist (G), that makes a rough binary
prediction of the region of interest. From that bi-
nary prediction, it is possible to delimit a bound-
ing box using the extremes of the predicted re-
gion. The second step utilizes a specialist net-
work (S) to refine the segmentations, submitting
the bounding boxes to the neural networks seek-
ing a multi-class segmentation. For the BraTS
dataset, this pipeline should segment a whole

1https://www.med.upenn.edu/cbica/brats2019/tasks.html
2https://feta-2021.grand-challenge.org

Metric V-Net U-Net HR3N SDN Med3D
DSC 0.5444 0.5828 0.49 0.6618 0.556
IoU 0.4583 0.4991 0.4091 0.5525 0.4491

Table 1: DSC and IoU metrics from the first pipeline
executed on the BraTS dataset.

tumor, while in the FeTA, it should segment a re-
gion from the fetal encefalus that contains three
chosen structures: the cerebellum, the deep
gray mass and the brain stem. The segmenta-
tion then undergoes a set of validations, intend-
ing to test the efficiency of the prediction. To
measure the learning efficacy, we used three ob-
jective metrics: the Dice coefficient (DSC), the
Jaccard index (IoU) and confusion matrices. The
segmentation predictions are also saved as the
images label, in such way that it is possible to
visualize after the execution.

For the whole project, we used the program-
ming language Python 3. The neural network
implementations uses the Pytorch library 4, that
contains classes and methods to perform convo-
lutions and other operations used in each archi-
tecture. For the images pre-processing, we used
the Scikit-Image5 library. Finally, to compute the
metrics when testing the model, we used meth-
ods and classes from the Scikit-Learn6 library.

Results

The results of the execution of both pipelines on
the BraTS dataset are shown in the Tables 1 and
2.

The Tables 3 and 4 show the metrics obtained
from the execution of the experiments on the
FeTA dataset.

3https://python.org
4https://pytorch.org
5https://sckit-image.org
6https://sckit-learn.org
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Metric Strategy V-Net U-Net HR3N SDN Med3D

DSC
G 0.8132 0.5775 0.7498 0.8287 0.7159
S 0.6699 0.3103 0.3046 0.6404 0.3821

IoU
G 0.6852 0.406 0.5998 0.7075 0.5575
S 0.5593 0.2681 0.266 0.5236 0.3061

Table 2: DSC and IoU metrics of the second pipeline
executed on the BraTS dataset, comparing the execu-
tion between G and S.

Metric V-Net U-Net HR3N SDN Med3D
DSC 0.861 0.8355 0.8072 0.8749 0.7848
IoU 0.7635 0.7267 0.6884 0.7844 0.6586

Table 3: DSC and IoU metrics from the first pipeline
executed on the FeTA dataset.

Conclusions

The application of convolutional neural networks
to the problem of segmentation of medical im-
ages has obtained highly accurate results, sim-
ilar to the doctors’ annotations. In this project,
the use of the U-Net 3D, V-Net, HighRes3DNet,
SkipDenseNet, and Med3D architectures on
two distinct datasets reached predictions with
variable accuracies according to segmentation
method and dataset complexity.

The tumor segmentation on the BraTS dataset
obtained satisfactory accuracy (compared to
doctors’ annotations), mostly without the use of
specialist networks, which have shown to be in-
adequate for the problem of glioma detection. In
the FeTA dataset experiments, the results have
shown to be more accurate than the previous
one, mostly with the use of a pipeline with gen-
eralist and specialist networks.

For future researchs, it would be interesting to
study the application of specialist networks on
other encephalic structures and volumetry anal-
ysis on the obtained segmentations, generating
clinical interpretations for the results. Another in-
teresting challenge is utilizing fetal MRI segmen-
tations to pathology detections, extracting objec-
tive metric for the comparison between healthy
and pathological volumes.

Metric Strategy V-Net U-Net HR3N SDN Med3D

DSC
G 0.8864 0.8094 0.7465 0.7711 0.8119
S 0.8996 0.8363 0.5905 0.9011 0.9313

IoU
G 0.7959 0.6798 0.5955 0.6275 0.6833
S 0.8233 0.7296 0.4866 0.8263 0.8741

Table 4: DSC and IoU metrics of the second pipeline
executed on the FeTA dataset, comparing the execu-
tion between G and S.
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Objectives
The theory of representations of Lie groups is
concerned  with  studying  the  smooth
homomorphisms  of  a  Lie  group  onto  the
general linear  group —  that  is,  the  group
GL (V ) of  invertible  endomorphisms  V →V
endowed  with  the  Euclidean  topology.  Thus,
given a Lie group G, a representation of G is a
vector  space  V  provided  with  a  smooth
homomorphism ρ :G→GL(V ).

However,  one can show that  it  is  possible  to
study  the  representations  of  a  Lie  group  G
through the representations of the Lie algebra𝔤 associated  with  G:  a  Lie  algebra  𝔤 is  a
vector space provided with a bilinear operator
[ , ] :𝔤×𝔤→𝔤 which satisfies Jacobi's  identity
— commonly  called a Lie bracket; in turn, the
Lie algebra  𝔤 algebra associated to  G is  the
algebra of smooth vector fields over G invariant
by left translations, equipped with the usual Lie
bracket ([X ,Y ]=XY −Y X ). 

Analogously  to  the  case  of  Lie  groups,  a
representation of a Lie algebra  𝔤 algebra is a
vector  space  V  provided  with  a  linear
transformation  ρ :𝔤→𝔤𝔩 (V ) invariant  under
the  Lie  bracket  —  where  𝔤𝔩 (V ) is  the  Lie
algebra associated to  GL (V ), which coincides
with the algebra of endomorphisms  V→V
endowed  with  the  Lie  brackts  given  by  the
comutator [X ,Y ]=XY −Y X . 

Materials and Methods

This  is  a  project  in  the  area  of  Pure
Mathematics. Thus, no specific materials were
required. The analysis of the results was done
by  means  of  half-yearly  reports  and  the
presentation of seminars — which were given
online because of the then present epidemic of
COVID-19.  A  dissertation  about  the  topics
studied was also written.

Results
In the last two semesters we studied:

• The basics of representations of Lie
group and algebras 

◦ Definitions  of  Lie  groups  and
algebras 

◦ Definitions of  representations of
Lie groups and algebras 

◦ The fundamental Lie theorems 

◦ The  equivalence  between
representations  of  a  Lie  group
and  representations  of  the  Lie
algebra  associated  with  that
group 

◦ The  equivalence  between
representations of a Lie algebra
and  representations  of  its
universal enveloping algebra 

• Representations of Compact Groups 

◦ The Haar measure 

◦ Unitary representations 

◦ The generalization of Maschke's
theorem 
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◦ The Peter-Weyl theorem 

• Representations of 𝔰𝔩2 (ℂ )

• Representations of 𝔰𝔩3 (ℂ )

• Representations of finite-dimensional
complex semisimple Lie algebras

• Cartan’s  classification  of  finite-
dimensional  simple  complex  Lie
algebras and Dynkin diagrams

Conclusions
The  major  conclusion  of  the  project  was  the
explicit  construction  of  all  finite-dimensional
irreducible  representations  of  a  finite-
dimensional semisimple complex Lie algebra.
For future projects we intend to study the theory
of  representations  of  Lie  algebras  in  more
general  contexts,  such  as  irreducible,  infinite-
dimensional weight representations of reductive
finite-dimensional  Lie  algebras  over  an
algebraically closed field of characteristic zero.
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Results
Objectives

Stablishing a good basic knowledge in
differential geometry and manifold theory

Investigate and comprehend the some classic
theorems of geometric control theory: the
Stefan-Sussmann theorem about orbits of
geometric control systems and Kremmer’s
theorem about attainable sets. Get a deeper
understanding of the corolaries and
consequences of these theorems, both for
geometric control theory and other areas of
mathematics.

Stablish a good basis for the study of optimal
control theory and Pontryagin’s maximality
principle.

Materials and Methods

Weekly seminars during the period of the
scientic initiation, where the topics to be studied
where discussed and exposed.

Results

Conclusions
Geometric control theory comes from an
intersection between an area of pure maths
(differential geometry) and an area of applied
maths (control theory). Its study allows an
analysis and an understanding in both direction,
with results (such as the orbit theory) that offer
insights into many different sub-areas of both
areas.
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Objectives 

The Ascoli-Arzelà and the Stone-Weierstrass 
theorems are results of extreme importance in 
analysis. They both are statements about the 
space of continuous, real functions, defined in 
some compact domain. The former provides a 
tool for showing that certain subsets of this 
space are compact, while the latter gives us a 
sufficient condition for subalgebras being dense. 
Our goal was to study these theorems in three 
settings: the real line, metric spaces, and 
topological spaces. In this manner, we were able 
to better understand all the mentioned settings, 
and to get a feel for the way mathematics 
evolves, with results being progressively 
generalized.  

 

Materials and Methods 
 

Beginning in April of 2021, virtual seminars were 
made every week, in which the student 
presented the studied results, and the advisor 
answered questions and helped with 
comprehension. In September, the project was 
awarded a PIBIC scholarship by CNPq. In the 
beginning of 2022, the seminars transitioned 
from being virtual to being in person. 

Results 

We were able to achieve our objectives, with 
both theorems having been studied in all three 
settings. In some cases, more than one proof 
was seen. We were also able to study a stronger 
version of the Ascoli-Arzelà Theorem that only 
applies for separable and locally compact metric 

 
1 This student was awarded a PIBIC/CNPq Scholarship. 

spaces. The Picard Theorem was also studied. 
In the case of the Stone-Weierstrass Theorem 
for topological spaces, the student managed to 
make a slight modification in the demonstration 
presented in the book Approximation & 
Optimization (Prolla, 1993), making the proof 
easier to understand. During our studies, the 
book Espaços Métricos (Lima, 2011) was read in 
its entirety. Many other books were also seen. 
They are all listed in the references section.  

Now we shall state the most general version of 
each theorem and discuss some of their 
applications. We begin with some definitions and 
conventions. If 𝑋 and 𝑌 are topological spaces, 
𝐶(𝑋, 𝑌) represents the set of all continuous 

functions from 𝑋 to 𝑌. If 𝑋 is compact, we can 

treat 𝐶(𝑋,ℝ) as a metric space with the uniform 
convergence metric. A subset 𝐴 ⊂ 𝐶(𝑋,ℝ) is 
said to be a subalgebra of continuous functions 
if 𝐴 is closed under addition, scalar 
multiplication, and function multiplication. We 
also say that 𝐴 separates points of 𝑋 if, for any 

pair of distinct points 𝑥, 𝑦 ∈ 𝑋, there exists 𝑓 ∈ 𝐴 

such that 𝑓(𝑥) ≠ 𝑓(𝑦). If the closure of a 
subspace of 𝑋 is compact, the subspace is said 

to be relatively compact. Finally, we say that 𝑆 ⊂
𝐶(𝑋,ℝ) is equicontinuous at 𝑥 ∈ 𝑋 if, for each 𝜀 >
0 there is a neighborhood 𝑉 of 𝑥 such that 

sup
𝑓∈𝑆

sup
𝑡∈𝑉

|𝑓(𝑥) − 𝑓(𝑡)| < 𝜀. If 𝑆 is equicontinuous 

at every point of 𝑋, it is said to be 
equicontinuous. 

The Stone-Weierstrass theorem for topological 
spaces states that if 𝑋 is a compact Hausdorff 

topological space, and if 𝐴 ⊂ 𝐶(𝑋,ℝ) is a 
subalgebra that contains the constant functions 
and separates points of 𝑋, then 𝐴 is dense in 𝑋. 
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Therefore, the theorem provides us with a large 
number of families of functions that can be used 
to approximate uniformly the continuous 
functions from 𝑋 to ℝ. In particular, it says that 
continuous real functions defined in compact 
intervals can be approximated by polynomials. 
This last result is referred to as the Weierstrass 
Approximation Theorem. The Stone-Weierstrass 
Theorem also has consequences that are 
important to the theory of Fourrier Series. 
Indeed, it can be used to show that real 
continuous functions of period 2𝜋 can be 
uniformly approximated by trigonometric 
polynomials (linear combinations of functions of 
the type sin(𝑛 ⋅ 𝑥) and cos(𝑛 ⋅ 𝑥), where 𝑛 ∈ ℕ). 

On the other hand, the Ascoli-Arzelà theorem for 
topological spaces states that if 𝑋 is a compact 

Hausdorff topological space, then 𝑆 ⊂ 𝐶(𝑋,ℝ) is 
relatively compact if, and only if, 𝑆 is bounded 
and equicontinuous. In Analysis, it is frequently 
useful to know if a sequence of continuous 
functions defined in a compact interval has a 
convergent subsequence. From the Ascoli-
Arzelà Theorem, we see that if the sequence is 
bounded and equicontinuous, then that does 
happen. 

Conclusions 

Throughout the project, many results and 
techniques from all three settings were learned. 
A few of the important ideas seen were 
convolutions, partitions of unity and nets. 
Because we began by studying the theorems in 
simpler settings, we were able to develop an 
intuition that would have been impossible had we 
begun by the most general cases. In this way we 
were also able to learn a lot about how 
mathematics develops: a result appears in a 
familiar case and, as time passes, 
mathematicians realize which properties the 
theorem really relies on, allowing them to extend 
the result to more general cases. 
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Objectives 
In 1972, J. Tits proved the following result: "A 
finitely generated subgroup of Gl(n, K), where K 
is a field, either contains a non-cyclic free 
group, or is solvable-by-locally finite". It is 
natural to wonder whether the same remains 
valid when the field K is replaced by a 
noncommutative division ring. In 1977, A. I. 
Lichtman gave a negative answer to that 
question and proposed the following conjecture: 
"The multiplicative group D* = D - {0} of a 
division ring contains a non-cyclic free group". 
The goal of the present work is to study some 
instances where the above conjecture is valid, 
and in which we can exhibit the free groups 
explicitly. 

 

Materials and Methods 
 

Many types of division ring constructions were 
studied in detail, such as: fields of fractions of 
Ore domains, Malcev-Neumann series rings of 
ordered group rings and quaternion algebras, 
both over fields of characteristic 2 and over 
fields of characteristic not 2.  
 
Methods of identifying free groups were also 
studied and were applied in the examples 
constructed beforehand. In order to allow the 
analysis of more complex cases, such as that of 
the field of fractions of the first Weyl algebra, it 
was necessary to study specializations, as 
these provide a way to reduce problems about 
intricate division rings to those of simpler ones, 
such as the aforementioned quaternion 
algebras. Some of these concepts are detailed 
in what follows: 
 

Def: A (not necessarily commutative) domain D 
is called right Ore if, given any two non-zero 
elements x, y in D, the principal right ideals xD, 
yD have a non-empty intersection. 
 
It is known that these rings allow a construction 
akin to that of the field of fractions over a 
(commutative) integral domain, usually called a 
total right field of fractions. 
 
Def: The first Weyl algebra is the algebra 
defined by Q<s, t; ts - st - 1 = 0>. 
 
It is possible to prove that this algebra is right 
Ore and thus, admits a total right field of 
fractions. 
 
Def: If G is a group and H is a normal 
subgroup, then a pair {x, y} is called semi-free 
modulo H if xH has order at least 3, yH has 
order 2 and <xH, yH> = <xH> * <yH>, where 
the star denotes the free product. 
 
It is a known fact that groups of the above form 
contain free groups of rank 2 (which can be 
explicitly determined). Since free groups can be 
lifted via homomorphisms, semi-free pairs 
modulo H are indicative of the presence of free 
pairs (which can also be explicitly determined). 
 
Def: If K is a field of characteristic not 2 and a, 
b are non-zero elements of K, then the 
quaternion algebra (a, b / K) is the algebra 
given (by generators and relations) as          
K<i, j; i2 = a, j2 = b, ji = -ij> 
 
Even though not all quaternion algebras are 
division rings, those that are such have the 
smallest possible dimension for a division ring 
over its center. This makes them particularly 
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simple to analyse and makes obtaining results 
easier. 
 
 

Results 
Of all the many results that were proven 
throughout the work, two particular theorems 
deserve a special recognition, as they are very 
illustrative of the techniques used: 

1. The pair {1 + ts, 1 + t} is semifree 
modulo a subgroup of the multiplicative 
group of the field of fractions of the first 
Weyl algebra, A1(Q) 

2. If K is a field of characteristic not 2, G is 
a residually torsion-free nilpotent group, 
c and d are any non-zero elements of K 
and x, y are two non-commuting 
elements of G, then the pair {1 + cx, 1 + 
dy} generates a free group of rank 2 in 
the multiplicative group of the Malcev-
Neumann series ring of KG. 

Both of these results make use of so-called 
specializations. Simply put, a specialization 
from a division ring D to a division ring F is a 
homomorphism ψ: S ⟶	F, where S is a local 
subring of D, such that ker(ψ) is the maximal 
ideal of S. 

This technique allows us to dodge the fact that 
division rings don't have ideals, by switching the 
domain to a local subring. As such, in both of 
the aforementioned results, the division ring in 
question can be specialized to another 
convenient one, in which better properties are 
known. 

In particular, the first result cited above is 
obtained by constructing a specialization onto a 
quaternion algebra over the field of rational 
functions in two indeterminates, x and y. On 
these kinds of algebras, the following can be 
stated: 

3. If K is a field of characteristic not 2, 
then the pair {1 + i, 1 + j} is free in the 
algebra (x, y / K(x, y)) 

 

Conclusions 
Even though a direct proof of Lichtman's 
conjecture still seems out of reach, since we 
don't yet have a complete classification of 

division rings, we are able to determine its 
validity in many cases which naturally appear, 
such as when the division ring is of finite 
dimension over its center (as was shown in [5]).  
 
There is still much to be done in this direction. 
In particular, the second result still hasn't been 
established when K is a field of characteristic 2. 
Another way in which this type of study can be 
conducted is to look for a free pair with aditional 
nice properties. For instance, it is interesting to 
see whether a division ring with involution 
admits a free symmetric or free unitary pair. 
These types of results will be studied in future 
works. 
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Objectives
Secure electronic web voting systems require
data comparison at various stages of the voting
process. Some of this data are hashes, usually
represented by strings, for example:

o4FqetQ2Ax1NV/I0LDhudrykb3jXeCE6NuLiPqNcRTi

Comparing these strings by humans tends to
be tedious, which means that it is not always
performed correctly [1]. In this scientific
initiation project, we aimed to produce and
report preliminary results of a software system
that advances state-of-the-art electronic web
voting by comparing hashes represented by
animations. The basis of the system is the free
software Hashify [2], responsible for
animations, and the free software Helios [3],
responsible for voting. Figure 1 shows an
animation sequence generated by Hashify for
the hash shown above.

Among the various stages of the Helios voting
process, there is the audit stage. In this step,
voters can check the election hash to confirm
that they participated in the correct election and

the ciphertext hash received when voting.
Checks are performed by comparing strings.
However, this comparison can easily confuse
voters and lead them to make mistakes. As
Helios is intended to be an online voting
system for the general public, the audit mustn't
be confusing, especially for people who do not
have theoretical knowledge of cryptography. In
this way, by converting the hashes into
animations, we seek to increase security and
confidence in the system by encouraging each
voter to participate in the audit actively. Results
from this project show that it is possible to
compare Helios hashes using Hashify
animations.

Methods and Procedures
As explained in the previous section, two free
software were used: Helios Voting and
Hashify. An instance provided by the
developers of Helios Voting at
https://vote.heliosvoting.org/ was used to create
the elections and understand when and how
the generated hashes are used. We identified
the presence of two important hashes for
voting: the election and the ballot. We tested
the Helios hashes using the demo version of
Hashify. After some tests, it was necessary to
create a web system based on Hashify,
capable of generating animations with the
Helios hashes, since Hashify was developed
to receive, as input, hashes of digital
certificates (SHA-256 hashes) in hexadecimal
representation and, although the hashes
generated by Helios Voting are also hashes
based on the SHA-256 hash function, they are
presented to the person voting in base64
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representation (string with 43 alphanumeric
characters, '+' and '/').
In the developed web system, we receive a
hash from Helios and convert it to a format
accepted by Hashify that will generate its
animation. This conversion was developed in
two options: 1- convert character by character
to a hexadecimal representation and 2- decode
the hash from base64 representation to binary
and then convert to hexadecimal. In both
cases, the generated animations were specific
for each hash; however, only in the second
case it is guaranteed that all properties related
to Hashify's collision probability are
maintained, given that the hash type would
continue to be the same for which it was
designed.

Results
The main results concern the web system
developed to receive the two hashes generated
by Helios Voting in a poll. Each one of
these hashes generates a specific animation,
which the voter must save for comparison after
the election. Some requirements in terms of the
user interface were implemented on this page
so that it would serve the purpose of the
project: Identification of which hash is currently
being expected (first, it is informed that the
hash of the election must be entered, then the
hash of the ballot); reminder, in floating text,
that the expected string must be 43 characters
long and without spaces (the expected format
of a SHA-256 hash in base64 representation);
input validation (if the string is not 43 characters
long, a visual feedback – the text box turns red
– is presented to the voting person).

Figure 2 shows a screenshot of generating an
animation from a hash taken from Helios

Voting. The “Habilitar loop da Animação”
checkbox is to keep the animation in loop. The
“Decodificar Hash” checkbox transforms the
SHA-256 hash from base64 to binary and then
to hexadecimal. When not selected, we treat
the hash as a regular string and convert it to
hexadecimal character by character. In the
future, it is planned to remove this option once
it has been proven whether 1- the conversion
from base64 to hexadecimal is enough or 2- the
Hashify algorithm works, collision-free, for
43-character hexadecimal strings. When
pressed, the “Próximo” button will reload the
page, this time requesting the hash of the
ballot.

Conclusions
This project presented a proof of concept that it
is possible to use Hashify, a software for
generating animations from hashes, to facilitate
the auditing of Helios Voting.
As the next steps, we intend to integrate the
developed web system with Helios Voting,
allowing the animations to be generated
automatically at the time of voting, without the
need to use a second web system, and sending
them by e-mail so that the voting person can
keep them stored for later audit. It is also
intended to conduct research with human
beings to assess whether visual hashes
actually increase engagement in the election
audit process.
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Objectives 

The objective of the present work was to carry 
out a study on differential geometry, an area 
that is a theoretical basis on which many 
interisting theories are based, such as Albert 
Einstein’s theory of general relativity. The main 
focus of the work was to study the theory of 
differentiable manifolds, to know the structures 
involved, examples and interesting results. 
 

Materials and Methods 
In order to achieve the desired objectives, 
during the work, the books on differential 
geometry that appear in the bibliographic 
references were studied. In addition, meetings 
were held with the supervisor and seminars on 
differential geometry were presented to other 
students on the topic. 

Results 

Basic notions were studied to define smooth 
manifolds, such as the notion of chart, 
topological manifold, atlas and maximal atlas. 

Then we study the notion of differentiability in 
the context of smooth manifolds and the notion 
of tangent space to a manifold, always paying 
attention to the analogies between differential 
topology and the study of analysis in euclidean 
spaces. We have seen that many results 
studied in courses on analysis in euclidean 
spaces have analogous versions for differential 
topology, such as the inverse mapping 
theorem, the implicit mapping theorem, the rank 
theorem, the immersion theorem and the 
submersion theorem. We have seen some 
examples of smooth manifolds, such as smooth 
maps graphs, product manifolds, torus, sphere, 
real projective space and the Lie groups.  

 

Figure 1: Stereographic projection 

Vector bundles were studied, including tangent 
and cotangent bundles, later identified as 
particular cases of the tensor bundles. We also 
have been studied the concepts of vector fields 
and Lie bracket. A brief study on Lie algebras 
was made. Subsequently, we studied the theory 
of differential forms in the context of manifolds, 
a brief study was made on riemannian 
geometry and then the concept of partitions of 
unity was studied to build the theory of 
integration of differential forms  and to prove the 
following theorem: 

Theorem: Every smooth manifold admits a 
riemannian metric. 

The final topic of the work was to study some 
strong results on smooth manifolds, such as 
Whitney theorem’s: 

Theorem: Every n-dimensional manfiold can be 
embedded in R2n. 

Conclusions 

The work managed to open doors for the 
student to understand new subjects relatd to 
differential geometry, with an emphasis on 
mathematical physics. Using the knowledge 
adquired, it was possible to start a new path of 
studies, involving classical and quantum 
mechanics, general relativity and other theories 
of physics that use geometry in their 
formulation. 
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Objectives 

Electroencephalography (EEG) is one of the 
best methods to assess cortical electrical 
activity. The EEG signal may be a result of 
spontaneous brain activity or may be related to 
sensory, motor and cognitive brain events [1]. 
This present research project aims to study 
signal processing techniques, such as Fourier 
transforms and Wavelet transforms, to 
decompose the EEG signal, and to evaluate the 
performance of Functional Regression models 
for predicting new data.  

Materials and Methods 

Spectral analysis allows the identification of 
interference sources and provides a quick and 
efficient way to identify the components of a 
signal. The bases of Fourier analysis are sine 
waves, and therefore the signal is analyzed as a 
whole. Wavelets decompose the signal into 
staggered and offset versions of its original 
Wavelet, they tend to be irregular and 
asymmetrical [2].  
In functional logistic regression [3] the 
probability 𝑝 of the occurrence of a binary event 
whose 𝑌 = 1 conditional on a functional 
predictor 𝑋(𝑡) and functional coefficient 𝑩(𝑡) is 
expressed according to equation 1:  
 

Ρ(𝒀 = 1|𝑿(𝑡): 𝑡 ∈ 𝑇) =  
ഀశ ∫ 𝑿()𝑩(𝒕) 𝒅𝒕𝑻

ଵାഀశ ∫ 𝑿()𝑩(𝒕) 𝒅𝒕𝑻

       (1) 

for 𝑖 =  1, … , 𝑛.  
The use of basis and regularization functions in 
𝑋(𝑡) contributes to reduce the bias induced by 
measurement error [4]. 

The quantitative evaluation of the research 
consists of the application of four different 
methods. Methodologies 1 and 2 are followed 
respectively by: Wavelet transform; application 
of the base function; functional logistic 
regression. For methodologies 3 and 4, the 
Fourier transform is adopted instead of the 
Wavelet. The first and third methodologies 
consider the Fourier basis function, while the 
second and fourth are applied to the Spline basis 
function. These approaches were applied to two 
EEG datasets related to emotion recognition and 
motor movement detection problems. 
The Emotion base [5] consists of analyzing EEG 
signals from participants while they are playing 
rounds of games of chance. The subset provided 
contains aggregated observations from 23 
participants. For our study, the objective will be 
to explain the potentials in the EEG signal for 
target conductivity corresponding to the 
monetary result (win or loss) at the end of each 
game round. The base contains a dimension of 
(184, 384) for the covariates and (1, 184) for the 
categorical variables. For modeling, we 
separated the base into training (70%) and 
testing (30%). 
For SelfRegulationSCP1 [6] the experiment with 
this dataset consists of evaluating whether the 
subject is increasing or decreasing his potential 
cortical slowness, that is, whether the subject 
has moved the cursor up or down. Recordings 
were made with 6 EEG channels at 256 Hz, 
which resulted in 896 samples per channel for 
each trial. The training base contains a 
dimension of (268, 896) for covariates and (1, 
268) for the response variable, while for the test 
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base we have, respectively, (293, 896) and (1, 
293). 
To evaluate the performance of the adjusted 
models, some metrics derived from the 
confusion matrix were used, such as sensitivity, 
specificity and accuracy [7]. 

Results 
The comparison of the performance of the 
models is summarized in Tables 1 and 2. 

Table 1: Results in the Emotion set 

 
Table 2: Results in the Self Regulation set. 

 
It is notable that the best performance for the 
Emotion dataset in the test base was using 
methodology 1, that is, applying the Wavelet 
transform with the Fourier Base function 
(consisting of 8 components), a value of 68% 
accuracy. For the Self Regulation dataset, 
methodology 2 stands out with the best 
performance obtained, that is, applying the 
Wavelet transform with the Fourier Base function 
(composed of 4 components) and adjusting the 
Functional Logistic Regression for the channels 
1, 2, 3, 4 and 5. The model's accuracy was 88% 
on the test basis. 

Conclusions 

The initial hypothesis of the research project is 
to evaluate the performance of functional 
regression models for predicting new data, using 
signal processing techniques, such as Fourier 
transforms and Wavelet transforms, to 
decompose the EEG signal. In this work we saw 
that the functional regression models with the aid 
of the Wavelet transform and Fourier transform 
are promising statistical and mathematical 
techniques for evaluating EEG data. Comparing 
the results of the Self Regulation set with those 
obtained in [2] using machine learning models, 
there is an increase of 2 percentage points in the 
accuracy result, which indicates that the 

approach of working with functional data by 
applying the regression models functional for 
EEG signals is satisfactory. 
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Objectives
The present study aims to explore statistical
methods of classification for application in
cases of death from severe acute respiratory
syndrome with an unspecified etiologic agent,
differentiating between them caused or not by
COVID-19.

Materials and Methods

The data used in the study refer to hospitalized
cases of severe acute respiratory syndrome
that were registered in 2020 and 2021, and
were obtained through the SUS website. The
complete database for 2020, available at
https://dados.gov.br/dataset/bd-srag-2020, had
1,512,296 observations with 225 variables, but
only were considered in the analysis individuals
over 10 years of age and who died, reducing
the database to a total of 284,915 observations.
The 2021 database, obtained at
https://dados.gov.br/dataset/bd-srag-2021, had
1,715,835 observations with 161 variables,
leaving only 437,370 after applying the same
restrictions. Thus, there are a total of 722,285
valid cases for analysis.

The available variables are obtained through an
individual registration form, filled in by the
patient, his companion or a member of the
hospital team. It consists of questions about the
symptoms that the patient has been showing,
such as fever and loss of smell and taste, as
well as historical aspects, such as whether the

individual has traveled to a region at risk for
contagion with the coronavirus or if had contact
with an infected person.

This study aims to classify as Covid or
Non-Covid for patients whose cause of death is
not available for some reason. Before that,
cases in which the cause of death are specified
were used. A descriptive analysis of the data
was performed followed by the application of
the following statistical techniques (Hastie et al.,
2017; James et al., 2014):

● Regressão logística
● Árvores de classificação
● Random forest
● KNN

For each of the methods, two models were
built, one that includes the variable 'RT-PCR
positive' and the other without, since it is
understood that it is not always possible to
count on this variable. The performances of the
techniques were compared through the
confusion matrix, considering the dataset
partitioned as “training set” and “test set”. In the
second phase, classification techniques were
applied to the SARS dataset whose patients'
cause of death were not specified.

Inspired by Duarte-Neto (2021), the results
were further compared with the COVID-19
Rapid Mortalitity Surveillance (CRMS)
algorithm.
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Results
The different models and algorithms were
compared using a set of metrics, specifically
accuracy (A), sensitivity (S), specificity (E),
positive predictive value (PPV) and negative
predictive value (NPV).

Below are presented some of the results
obtained.

Table 1: Metrics in the test set for models
without the PCR variable.

Modelo A S E PPV NVP

Logistic
regression

0,59 0,58 0,64 0,85 0,30

Classification
tree

0,61 0,64 0,52 0,82 0,29

Balanced
random forest

0,78 0,99 0,02 0,78 0,55

Unbalanced
random forest

0,60 0,58 0,66 0,86 0,31

Unbalanced
KNN

0,78 0,98 0,04 0,78 0,44

Balanced KNN 0,58 0,57 0,63 0,85 0,30

Table 1 shows the results of models that do not
take the PCR variable into account. The highest
values for accuracy (0.78), sensitivity (0.99) and
negative predictive value (0.55) were obtained
by the random forest trained from the
unbalanced data. However, the specificity for
the model was the lowest among all, indicating
that only 2% of the test set data that were
Non-Covid were correctly classified.

Table 2: Metrics in the test set for models with
the PCR variable.

Modelo A S E PPV NVP

Logistic
regression

0,75 0,68 0,96 0,98 0,46

Classification
tree

0,72 0,64 0,99 0,99 0,44

Balanced
random forest

0,82 0,93 0,44 0,85 0,63

Unbalanced
random forest

0,75 0,69 0,96 0,88 0,47

Unbalanced
KNN

0,81 0,91 0,46 0,86 0,60

Balanced KNN 0,75 0,69 0,94 0,98 0,47

CRMS 0,65 0,62 0,78 0,91 0,37

Table 2 shows the results of the models using
the PCR variable, this time including the CRMS
algorithm. In findings similar to those obtained
for the models without the PCR variable, the
highest values of accuracy (0.82), sensitivity
(0.93) and negative predictive value (0.63) were
obtained for the random forest with unbalanced
data. The highest values for specificity (0.99)
and positive predictive value (0.99) were
obtained this time through the classification tree
with balanced data and pruning.

Also noteworthy is the large increase in the
specificity values of the models when the PCR
variable is included in the analysis.

During the work, several models were tested,
so that the results obtained in the test set, in
addition to theoretical knowledge and works
used as a reference, proved to be useful for
choosing the best cut-off point (in the case of
logistic regression and CRMS), as well as
parameters for tree-based models and KNN. In
addition, they helped to visualize the impact of
using a balanced set of data to train the
models.

Below are the predictions of a subset of the
models tested for the 919 patients who did not
have their cause of death identified.

Table 3: Predictions for deaths with unknown
causes using models without the PCR variable.

Model Covid Non-Covid

Logistic regression 797 122

Classification tree 606 313
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Balanced random
forest

896 23

Unbalanced
random forest

409 510

Unbalanced KNN 879 40

Balanced KNN 416 503

Analyzing the results obtained, it is interesting
to see how, for the same model, the use of
unbalanced data to perform the model training
implies a greater tendency to classify a death
case as caused by COVID-19.

Table 4: Predictions for deaths with unknown
causes using models with the CRP variable.

Model Covid Non-Covid

Logistic regression 150 769

Classification tree 1 918

Balanced random
forest

573 346

Unbalanced
random forest

50 869

Unbalanced KNN 548 371

Balanced KNN 66 853

CRMS 298 621

For the models with the PCR variable, in
addition to the similar results regarding the
balancing of the data, it is also possible to note
that the use of the variable causes the model to
classify more deaths as Non-Covid.

Conclusions
The study allowed to explore different statistical
classification methods, comparing the different
metrics obtained in each one of them and their
particularities. It was noticed how a very
important variable can influence the models, as
was the case with PCR, and what are the
impacts of working with a highly unbalanced
dataset within a classification context.

It was also possible, considering the models
that used the PCR variable, to obtain results
that were better than the CRMS.

As the last objective achieved, the study
allowed, through the application of some of the
algorithms for cases of death with an unknown
cause, to become aware of the degree of
underreporting of deaths from COVID-19 in
patients with SARS.
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Objectives
The main objectives of this project are to
identify whether individuals can distinctly affect
each other's physiological states and emotional
experiences in the absence of direct
communication during a game using heart rate
variability (HRV) signals, to investigate
autonomic reactions and responses, and to
assess whether HRV synchrony is associated
with the convergence of emotional response or
not.

Materials and Methods

At least 20 pairs of volunteers will be recruited,
i.e. 40 male healthy volunteers ranging in age
between 18 and 40 years. The game Pong is
used in the study, which consists of two paddles
controlled by each player to hit an in-game ball
back and forth. A player scores when the other
one misses and the ball reaches the other side.
During the experiment all data from the position
of the paddles and the logs generated by the
game are collected. The heart frequency data is
also continuously recorded using the Polar 10
heart frequency sensor and a professional
chest strap placed just below the participant's
chest muscles.
The experiment starts when the participants are
placed in distinct rooms not knowing about
each other. They shall stay at rest for a few
minutes so that their basal heart rate is
recorded. Then the game begins and lasts for
20 minutes, separated into 4 random phases of
5 minutes each: 2 which the HRV data is

collected in a match which participants play
against each other and another 2 which
volunteers play against the computer.
For the analyses, we implemented a pipeline in
Python and R that performs signal correction to
remove interference and performs the Granger
causality test according to the definition
formalized by Fujita et al (2010). By rejecting
the test’s null hypothesis, we verify Granger
causality among the players’ HRV.
Granger causality tests are also performed
between the positions of the paddles in the
game. In addition, Bootstrap tests for
correlation between the players’ HRV and the
position of the paddles were conducted.

Results
To date, 5 repetitions of the experiment ready
for analysis have been carried out and the
p-values resulting from the tests are shown in
Table 1. The rows identify the repetitions of the
experiment with distinct pairs and the columns
identify its phases. GH1-2 e GH2-1 correspond
respectively to the Granger causality results
from Player 1’s to Player 2’s HRV and from
Player 2’s to Player 1’s HRV. Similarly, GP1-2
corresponds to the Granger test result from
Player 1’s to Player 2’s HRV. PH and PP
represent the Bootstrap test results for the
correlation between the players’ HRV and
between the paddles respectively.

Furthermore, colors are used to identify
whether it’s a phase where players play with
each other or not. The cells are coloured red
when they do and blue when they don’t. Darker
color tones highlight the results considered
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statistically significant with significance level set
to 5%.

As expected, Granger's causality is verified
between paddles in most phases in which
players play together. As for the phases where
they play against the computer, significant
p-values are very rare. Moreover, for the

majority of the experiments, Granger causality
between players’ HRV was verified at least from
one player to another in not less than one of its
two phases in which players interact.

Most of the Bootstrap tests’ p-values aren’t
statistically significant, but when they are,
Granger causality is usually also verified.

Table 1: Results from the experiments’ hypothesis tests

Conclusions
The partial results support the hypothesis that
individuals can affect each others’
physiological states and converge emotional
responses without direct communication.
These results also support the hypothesis that
the synchronization of the individuals’ HRV is
associated with this emotional convergence.
However, it is still necessary to collect more
data to reach stronger conclusions.
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Objectives
The project’s goal is the development of a
controlled social interaction situation between
two willing participants in order to collect their
heart rate data and analyze it to try and verify
the co-modulation of the variability of the data
acquired.

It was aiming to test if a physiological alteration,
caused by the situation that was setup, could
be verified through the analysis of the series
generated, and how the both series are related.

Methods and Procedures
The project occured in 6 phases: bibliographic
research, development of the experiment,
development of a customized software, data
collection, data cleaning and preparation and
finally the analysis.
First, a detailed examination of the article
published by Dumas et. al (2010) was
conducted because the project’s proposal was
to develop an experiment analogous to the one
created by them, but capture heart rate data
instead.
After that, the idea of the experiment was
adapted from the article mentioned to the
conditions that were available at the moment.
There would be two participants that would
communicate only via gestures and without
seeing each other directly. Two computers
would be positioned in front of them to record
and show their video to each other and the goal

was that they took turns to imitate each other
and vice versa. The experiment consisted in
different phases to measure different states of
the participants heart rates: resting, random
gestures without their partner being able to see,
spontaneous imitation (spontaneous gestures
and the participants decide when to imitate
each other) and a participant imitating its
partner.
Following that, it was deemed necessary the
implementation of a custom software so the
data capture could happen as smoothly as
possible and avoid tempering with the
experiment. Two applications were developed
that would communicate between themselves,
where one of them would control the
experiment, sending and receiving monitoring
signals (Operator) and the other would receive
the commands and execute them (Subject).
The configuration of the experiment consisted
in two applications Subject, one for each
participant and one application Operator that
would control and monitor the experiment, all of
them connected through the network.
With the software implemented, 11 captures
were performed, with 6 pairs of male subjects
and 5 pairs of female subjects. The heart rate
data was captured via a Polar H10 Sensor
(https://www.polar.com/br/produtos/accessorios
/transmissor_cardiaco_h10) which provides
both heart rate data and R-R data.
After the collection of the data, the efforts were
directed to compiling all of it in usable form and
creating a general dataset that had all usable
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data in its columns. First, the normalization of it
had to be done because there were
inconsistencies created by desynchronization of
the devices between the two sensors due to the
fact that they were sending data at different
times. The processing phase focused on
executing the interpolation of the data in two
different ways (linear interpolation and nearest
neighbor interpolation) in order to index each
entrance in the final dataset by one integer
second, effectively pairing both heart rate
series. Besides that, it was necessary to
annotate all experiments in order to section the
videos in the exact phases of the experiment
and obtain the time frames for the sections and
its properties. The properties that were of
interest were: if the participants were gesturing
in sync, if they are in fact imitating each other,
who is the imitator and who is the model. The
software ELAN (https://archive.mpi.nl/tla/elan)
was used and it generated an output file that
was then parsed and the data obtained from it
was added to the general dataset.
After the cleaning and preparation was done,
the analysis phase was started. In it multiple
descriptive statistics were obtained from all
columns of the dataset and distribution tests
were also applied to it. In particular, a PDC
analysis was carried out on the heart rate
series. The technique introduced by Baccala
and Sameshina em 2001 which is able to
analyze functional relationships between both
series.

Results
Following the analysis phase, an extensive
report was generated containing every result
obtained. It contained both graphs generated
by the function that implemented the PDC
analysis and all the statistics extracted from the
dataset columns. The results are still being
analyzed and it was not yet possible to obtain
any conclusions.
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Objectives 

Human beings have the unique ability to 
communicate and extract meaning through 
spoken and written language. And such 
language processing is one of the most complex 
cognitive tasks that humans routinely engage in. 

To explore the heart rate and behavior of social 
interaction, this research project aims to assess 
the interaction between two or more individuals. 
In this work, we reviewed studies on neural 
mechanisms and markers of social interactions, 
however the research bias was based on 
performing a behavioral experiment via analysis 
of heart rate variability.  

 

Methods and Procedures 

In this work, we will reproduce the behavioral 
experiment described by Dikker et al. (2014), in 
which 10 speakers and 10 listeners will be 
selected, all men, right- handed and aged 
between 20 and 40 years. 
All participants must have normal or corrected-
to- normal vision, and no history of psychiatric or 
neurological disorders, free from any 
psychotropic medication. 
During the experiment, those selected will be 
asked to view 45 hand-drawn color images 
depicting fictional scenes in which an animal or 
object performs an action on another animal or 
object (for example, a penguin hugging a star). 
Scenes will be built based on phrases that will be 
created through random combination of 45 
transitive verbs and 90 nouns, denoting 
common objects, animals and foods. The 
speaker will be instructed to describe the images 
using declarative sentences, simple in the 

present continuous tense, with a single transitive 
verb and without adjectives or adverbial 
phrases. 
Each image was assigned a predictability score, 
derived from an online questionnaire in which 40 
volunteers described each of the 45 scenes with 
the description they considered most 
appropriate. None of these 40 volunteers will 
participate in the experiment. For each scene, 
they assigned a score to each participant, 
reflecting the percentage of participants who 
entered the same answer. Predictability is given 
by 1 minus the entropy value, with 0.0 being the 
least predictable and 1.0 the most predictable. 
Based on the distribution of predictability across 
items, items will be assigned one of two 
conditions: high predictability and low 
predictability. 
We asked participants to indicate on a scale of 1 
to 5 how certain they were that other people 
would also enter the exact same sentence. The 
sentences will be described by the speaking 
participants during the sessions of the face-to- 
face experiment, and will be simultaneously 
heard by the listeners during the capture. Then, 
for both the speaker (N = 10) and listeners (N = 
10), we will present each image for 7.5 seconds, 
followed by 7.5 seconds of blank and then 
intermittent fixation crosses (375 ms on /off, 3 
seconds total). 
Then the display of the next image begins. Each 
participant will see a total of 45 trials in random 
order, distributed in five blocks. Each session will 
last approximately 45 minutes and in parallel, 
heart rate will be captured by Polar H10 
electrocardiogram sensors.  
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Results 

For the captures, a software was built, whose 
main characteristics are:  
•It has an operator window, where the beginning 
of the capture is controlled.  
•Allows you to establish the capture routine, 
image display time, pause, etc. 
•Has windows for volunteers, where the start of 
the capture is controlled. 
•Displays the images contained in a folder 
randomly.  
•Saves the electrocardiogram signal.  
•Automatically locates available cameras, 
sensors and electrocardiogram on localhost and 
other hosts on the network. 
 

Figure 1: Operator window 

 
Source: Authors 

 
 
Figure 1 shows the capture of the operator 
window that will control the data acquisition in 
the face-to-face experiment. 

 

  
Source: Authors 

  
Figure 2 demonstrates the histogram 
constructed from the predictability coefficient 
calculated based on the online experiment. 

 

Conclusions 

So far the software has been implemented and 
the predictability indexes of the images have 
been calculated, the dataset will be captured 
from the second half of September. 
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Objectives
Individual behavioral rhythms can be
spontaneously synchronized during social
interactions between humans via verbal and
nonverbal communication. In a recent study, we
observed a correlation between the
synchronization of brain rhythm and speech
rhythm (duration and pronunciation interval)
between individuals during alternating speech
tasks [1]. In that experiment, twenty pairs of
participants alternately pronounced letters of
the alphabet during electroencephalography
(EEG). These tasks were conducted between
pairs of volunteers (human-human tasks) and
individually between each subject and a
machine (human-machine tasks) in a
predetermined sequence. The current research
project proposes reproducing this study using a
different biological marker. Here, we will verify
whether synchronizations of heart rate
variability (HRV) modulations arise when
speech rhythms are synchronized between two
subjects over verbal communication tasks.
Finally, besides the numerous existing
applications [2, 3], the fact that HRV can be
measured noninvasively, the relatively low cost
and ease of obtaining these data, and the
existence of advanced and relatively simple
statistical methods for the analysis of these
experimental measures have made HRV the
subject of intense investigation in the literature.

Methods and Procedures
The experiment consists of activities in which
volunteers must alternately (and repeatedly)

pronounce the letters of the alphabet A through
G. At the same time; we collect their heart rate
data (Fig. 1) with Polar H10 heart transmitters.
We conduct these tasks between the
participants (human-human tasks) and
individuals and equipment (human-machine
tasks), with each session lasting 70 seconds
and interrupted by 10 seconds. At the end of
each of the sessions, a questionnaire will be
applied in which individuals will be asked to rate
the subjective aspects of comfort (Fig. 2),
synchrony, speed, initiative, and humanity (of
the machine only) of their experience on a
scale of 1 to 5.
The rehearsal begins with a test in which
recordings of the voices of both elements will
be obtained. The audio obtained from this
practice will then be filtered, separated, and
restricted to files containing the pronunciation of
a single phoneme. We have then two
human-human stages, alternating the volunteer
initiating the session. Sound, video, VFC, and
subjective ratings will be obtained from these
interactions.
With this, human-machine interactions begin.
Each element must perform a total of 10 of
these activities. The device with which the
volunteers must interact consists of a monitor
and speakers, through which phonemes will be
reproduced in the voices of Electronic, Male,
Female, Subject 1 (or 2), and Subject 2 (or 1).
The phonemes reproduced in Subjects 1 and
2's voices will be from those obtained in the test
session of the process. The participants will
perform this practice alternately in batches of
five sessions each. In the first two, we will use
fixed time intervals of 1 second between the



SIICUSP 25/05/2023 15:13       Página 55

end and the beginning of the machine's
pronunciation of two consecutive phonemes.
In contrast, we will use random intervals of 800
to 1200 milliseconds in the last two batches.
Audio, video and VFC data recordings should
be obtained from these blocks. Once all the
human-machine interactions are finished, the
volunteers should perform two new
human-human sessions, alternating the one to
start the process.

Figure 1: Plot of HRV data obtained from the heart
transmitter.

Figure 2: Subjective ratings of “confort”.

Results
The program necessary for conducting the
experiment, as well as the experimental setup
(Fig. 3), has been completed. In the illustrative
image of the setup we can see a graphical
representation of the HRV data to be obtained
in each session and also the 5-point scale
associated with the subjective rating of
"comfort" to be performed at the end of each
session.

Figure 3: Experimental setup.

Conclusions
We emphasize the potential relevance of this
study. Virtual realities have become popular
due to the extensive technological advances in
the last decades. They tend to become part of
daily human life. Understanding how this
technology will alter human interactions has
been the subject of studies as in [4]. This
project may contribute to understanding how
human-machine interaction may or may not
come to influence human relationships, in
addition to finding differences or not in
physiological responses in human and
human-machine contacts through the promising
biomarker VFC. Moreover, understanding the
relationship between social interaction and
physiological states, comodulation of HRVs, will
allow us to propose new forms of therapy for
disorders that affect social interaction, such as
autistic spectrum disorder.
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Objectives 

Proper quantification of the expected value of a 
ball possession in a soccer match has modeling 
the evolution of the play as a necessary step, 
through transitions between the different 
possible states of the field. 

The objective of this project is to study one of the 
forms of transition, through the distribution of 
passes in the field. For such goal, it is sought to 
estimate the bivariate density, considering the 
two dimensions of the soccer field, of the pass 
target conditionally to the state of the match, 
taking into account information such as the initial 
position of the pass and the location of the 
players. 

 

Materials and Methods 
 

The project was conducted through the 
comparison of different variations of the 
FlexCode conditional density estimator (Izbicki 
and Lee, 2017), based on the estimation of the 
density function through decomposition of the 
function into an orthogonal functional basis and 
estimation of the coefficients associated to the 
basis elements through point estimation. 
A simulation study was performed in different 
contexts of bivariate conditional density 
estimation, with diverse dependency structures 
between the response and explanatory variables 
and between the two response variables, in 
order to choose an adequate loss function 
between four alternatives. 
Once chosen the loss function, the performance 
of variations of the FlexCode estimator was 
compared for the density estimation of pass 
targets from a dataset of five U-20 soccer 

matches. In addition to different covariate 
choices between models, the use of the bivariate 
FlexCode, whose functional basis is given by the 
tensor product of univariate functional bases, 
was compared to modeling each marginal 
response variable through the univariate 
FlexCode estimator, with joint density given by 
the product of marginal densities. 
 

Results 

The simulation studies pointed to the following 
loss function 

𝐿(𝑓, 𝑋, 𝑍) =
1

𝑛
Δ∑ ∑ 𝑓((𝑠𝑗 , 𝑠𝑘) ∣ 𝑥𝑖)^2(𝑠𝑗,𝑠𝑘)∈𝑆

𝑛
𝑖=1 −

2 ⋅
1

𝑛
∑ 𝑓((𝑧𝑖1 , 𝑧𝑖2) ∣ 𝑥𝑖)
𝑛
{𝑖=1} , 

evaluated on a grid S with area Δ between the 
points composing it, proposed by Izbicki and Lee 
(2017), as the most adequate through 
comparison with visual inspection of the 
simulations. 
 

 
Figure 1: Comparison of four density estimation 

models for a pass 
 

The best performing model with respect to the 
loss function between the options considered 
was the separate marginal estimation model with 
joint density given by the marginal densities’ 
product, taking into account as covariables the 
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ball position in the horizontal and vertical 
dimensions of the field and the count of players 
from each team in fifteen 35 m x 23 m regions 
spaced uniformly on the field in 5x3 
configuration. The results of including the 
covariates Ball (ball position in the horizontal and 
vertical coordinates) and Players (player count 
for each team in the regions) and of separate 
estimation for each marginal (Independence) or 
joint estimation (Bivariate) are available in Table 
1 through mean loss in the test subset of the 
data. 
 

Model Loss 

Uniform density -0,00014 
No covariables, 
Independence 

-0,00020 

Ball, Independence -0,00066 
Ball + Players, 
Independence 

-0,00068 

Ball, Bivariate -0,00061 
Ball + Players, 
Bivariate 

-0,00064 

Table 1: Mean losses in test subset of the data for 
the considered models 

 

Conclusions 

We conclude that the distribution of passes in the 
soccer field can be modeled using the state of 
the play. The inclusion of the ball position on the 
start of the pass results in a large improvement 
on the model. Additionally, the information of 
player counts per team in each region, even in 
regions of considerable area, presents an 
improvement over having only the ball position, 
in both forms of estimation. For both covariate 
sets, a better performance was obtained by 
estimating the conditional density for each 
variable separately than by estimating them 
jointly. We speculate that any improvements 
gained from modeling the dependency structure 
between the two dimensions of the response 
variable are smaller than a loss in marginal 
precision occurring in the joint estimation, as 
illustrated by Figure 1. 
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Objectives
The graph’s spectra contain essential structure
information of complex real-world networks. By
extracting the same spectra information from
random Graphs Models, we can empirically test
the goodness of fit between concrete and
theoretical Random Graphs (e.g., Watts
Strogatz (WS), Barabási Albert (BA), Erdős
Rény (ER), and Geometric (GRG)). However,
the computational bottleneck of this approach is
the high computational cost to compute𝑂(𝑛3)
all the eigenvalues of the n-dimensional
adjacency matrix. Consequently, this approach
is very limited in the context of big graphs, even
whether they are sparse. Therefore, in this
work, we implement and develop algorithms
with alternative strategies to use the spectra
information for network statistics and provide an
open-source code of the methods in R.

Methods
The main result is a new random graph model
parameter estimation method using the Moment
Generation function of the Laplacian Matrix,
which we combine with a new dimension
reduction method. We show that the Moment
Generation function (MGF) contains the
relevant eigenvalue information for unifying the
parameter of some random graph models.
Furthermore, it is sufficient to approximate the
MGF function with the traces of the matrices 𝐿
and where is the Laplacian Matrix. Also,𝐿2  𝐿
these traces are estimated using Hutchinson’s
Trace Estimator, improving, even more, the
computational efficiency. Finally, the shape of
the approximation does not change with the
size of the graph (e.g., Figure 1-2 for the
parameter of the WS model), enabling a𝑝
dimension reduction method. For estimating the
parameter, we use a Monte Carlo method with

the ternary search optimization algorithm [2].
Lastly, we also show a robust and efficient
implementation of the well-known Kernel
Polynomial Method (KPM) for estimating the
Spectral Density.

Figure 1: MGF approximation with and from 𝐿  𝐿2

samples of for some values of .50 𝑊𝑆 (𝑛 = 100) 𝑝

Figure 2: MGF approximation with and from 𝐿  𝐿2
50

samples of for some values of𝑊𝑆 (𝑛 = 10000) 𝑝.

Results
We first verify the KPM method and our
implementation by estimating the spectral
densities of some real-world networks. One



SIICUSP 25/05/2023 15:13       Página 61

approximation is in Figure 3, and we can see
that the KPM method achieves a good
estimation of the spectral density.
Then, we test our parameter estimation
methods with the ER, WS, GRG, and BA
models, which produce consistent estimations
with much less necessary computational time.
For example, for the WS model in Figure 4, we
can see that the Moment Generating Function
with Dimension Reduction method produces
consistent estimations of the parameter .𝑝
Furthermore, even for a WS graph with size

, the computational method time𝑛 = 106

simulated was between 61-71 seconds.

Figure 3: Spectral Density of a real-world network
with "nº of vertices - nº of edges," calculated by the
KPM method and by finding all the eigenvalues with

the Gaussian Kernel.

Conclusion
Therefore, our work proposes a new and
intuitive method to access the spectra
information of theoretical/real-world graphs
while being computationally efficient. Also, we
can directly apply our methods to fitting
observed graphs/networks to random graphs
models [1-2] and to the problem of statistically
comparing groups of graphs [3]. Furthermore,
since most of the literature on the spectra of
graphs focuses on Spectral Distribution, we
hope our work gives a new perspective and
advances the study area using the Moment
Generation function.
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Figure 4: For each number of vertices and for each parameter𝑛 =  103,  104,  105,  106

we sample graphs from the WS model and apply different parameter estimation𝑝 =  0. 1,  0. 3,  0. 5,  0. 7,  0. 9 50
methods. We use the MGF with Dimension Reduction method for and , both mapped to the𝑛 = 105 𝑛 = 106

dimension .η =  5×103
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Objectives 

Presentation of the preliminary results of a 
bibliographical survey on the CAPES Periodical 
Portal, carried out with the purpose of 
understanding, in part, the terms and the 
development of Brazilian academic production 
on mathematics and its teaching in the context 
of Quilombola School Education. This text is the 
result of a scientific initiation project, which is 
inserted as an unfolding of the project "Saberes 
em diálogo: community, school and university in 
the construction of quilombola school education 
in Barra do Turvo-SP". 

 

Materials and Methods 
 

The process began with a literature review as a 
systematic method of bibliographic survey in 
the CAPES Periodical Portal about the Brazilian 
production that deals with mathematics and 
Quilombola School Education. We considered 
as "relevant results" the articles in Portuguese 
and published in peer-reviewed journals and 
that presented key terms in their title and/or 
abstract. During the process, 15 productions 
were analyzed. 
 

Results 

From the cut made by the survey, the 15 
selected texts were classified into three major 
themes: "legislation", "culture and traditions", 
and "teaching practices", being possible for a 
text to be classified in more than one division. 
The next step was to identify which articles 
were highlighted in each classification. 
Thus, for the category "Legislation", 8 articles 
pertinent to the theme were found and the 

publication (PAULA, NAZÁRIO, 2017) was 
considered a highlight. As for the theme 
"Culture and traditions", among the 9 articles in 
this category, the text "Jongo and Quilombola 
School Education" (MAROUN, 2016) was 
highlighted. For the last category (with 7 
articles), two subdivisions were created: "report 
of activities in the quilombola school context" 
and "report on the pedagogical work in the 
context of quilombola school education". In the 
first subdivision, 6 texts are found, while in the 
second, only one, being the article "Quilombola 
teacher training and the Ethnomathematics 
Program: rethinking Mathematics teaching 
processes" (JESUS, SOUZA, 2018).  
The concern of these numbers lies in the lack of 
didactic and scientific support for teachers who 
teach quilombola students. In order to respond 
to the demand of a compulsory education for 
these children, the research for pedagogical 
works and reports of activities becomes a 
necessary movement on the part of these 
teachers, who may find it difficult to find these 
materials due to the small number of these 
texts. 
 

Conclusions 

Considering the general context in which the 
scientific initiation is located (Saberes em 
Diálogo Project), it is interesting to compare the 
innovative themes that the extension course 
provided by the collaborating professors of the 
Project to the teachers of Barra do Turvo-SP 
who attend the children of the city's quilombola 
communities brought in comparison to the 
themes present in the articles surveyed. Thus, 
a table summarizing the innovations was 
schematized: 
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Table 1: Comparison of themes between the 
extension course and selected articles 

Practices or 
contexts 

present only 
in the articles 

mapped 

Practices or 
contexts 

present only 
in the course 

Practices or 
contexts 

present in 
both 

Typical 
Dances 
(Jongo) 

 
Games (Sona 
and Flongodo) 

 
Symmetry and 

reflection 
(Sona) 

 
Probability 

(Sona, Buzios) 
 

Adobe 
Construction 

 
Tissue Dyeing 

 
Basketry 
Patterns 

 

Games 
(Shisima, 

Tsoro 
Yematatu, 
Mancala) 

 
Units of 
Measure 

 

Thus, it is interesting to highlight the novelties 
that the training offered under the project 
brought compared to the topics found in the 
articles. In general, it is perceived that the 
theme games is usually a practical content for 
teachers to work with in quilombola contexts, 
but that there are several options of topics to be 
worked with students, in order to guarantee, as 
required by law, that children from quilombos 
receive education territorially referenced in their 
culture and experience. 
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Objectives 

In order to promote national hygiene and 
raise awareness among the population, a project 
was developed with the aid of the history of 
contamination by COVID-19, made available by 
the municipality of Pedreira, which consists of 
determining the 𝑅0, which in epidemiology 
represents the average of individuals who are 
infected by a single contaminated during the 
period of transmissibility of the virus. 

The main purpose of the development of 
the work is strictly observation. Like this 

when determining the 𝑅0, at an estimated value 
based on the data provided by the Municipal 
Department of Health of Pedreira, it is possible 
to paragonate the result obtained with those 
disclosed by the health agencies, both national 
and international. 

Materials and Methods 
 

From the meeting of data obtained in the 
covid-19 newsletter of the city of Pedreira, it was 
possible to attach 466 days of information about 
the viral disease in a Microsoft Excel 
spreadsheet, containing the daily number of 
deaths, positive, new positive, growth rate of the 
positive, suspected, new suspects, growth rate 
of suspects, participation of the two doses of 
mandatory vaccine,  in addition to the additional 

dose, thus calculating those susceptible to the 
virus. 

Then, the references were reduced at 
five-day intervals, and with this, it was possible 
to use the following formula and achieve the 
objective of calculating the 𝑅0. 

 

Where, s(∞) is the fraction of susceptible 
when the pandemic no longer presents 
significant growth of the infected. And ln, the 
natural logarithm. 

Thus, using mathematical methods in 
conjunction with official data updated every day, 
lasting two and a half years, it can be concluded 
that the pandemic demonstrated irregularity of 
contamination and contagion. Therefore, the 
community demonstrates vulnerability to an 
outbreak of viral disease and thus arouses 
uncertainty about the future of the local 
population. 

Results 

The estimated value of 𝑅0may be 
influenced by the size of the population and the 
proportion of susceptible people at the 
beginning, by the infection of the organism and 
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by the rate of disappearance of cases due to 
cure and recovery or death. Taking into account 
all the factors mentioned above and using the 
equation in question, it is concluded that the 
result of infection transmitted by a single 
individual at the time of stability of disease 
contagion is approximately 1.7257. As the 
average is greater than 1, the contamination will 
dissipate exponentially, and irregularly as can be 
observed in the period between January 10 to 
February 16, 2022 represented reduced in the 
table below. 
 
Figure 1: Evolution of the COVID-19 infection 
rate in 2022 

date 2022 positive new positive growth rate

10/jan 3269 137 652,38%

14/jan 3456 137 136,50%

19/jan 3692 236 126,20%

24/jan 3706 14 5,93%

28/jan 3738 32 228,57%

02/fev 3839 91 284,38%

07/fev 4033 204 224,18%

11/fev 4314 281 137,75%

16/fev 4567 253 90,04%  
PMP, 2022 

 

Conclusions 

From brief analysis the results obtained, 
it is a fact that the spread of the virus occurred in 
an agile way, at least 𝑅0 be greater than 1, and 
without an explicit pattern. The development of 
this research becomes important in a pandemic 
context experienced throughout the planet, in 
order to improve the epidemiological modeling 
SIR (Susceptible - Infected - Recovered) which 
predicts the spread of a contagious disease and 
the interaction of the individuals involved. 
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Objectives 

The objective of  this project was the study of  
noncommutative noetherian rings aiming 
understand the Goldie’s theorems (about the 

characterization of  rings that have a ring of  
semisimple f ractions). The  main results studies 
are due to A. Goldie in 1958 and were key to the 

accelerated development of  Noetherian Ring 
Theory during the second half  of  the 20th 

century. 

Materials and Methods 
The methodology used was the current one in 
Mathematics reasearch, where we developed 
seminars weekly presented by the student with 

supervisor supervision for the purpose of  
discuss the results obtained by reading of  
scientif ic texts. 

Results 

Given a ring  𝑄 , a right order in 𝑄  is any subring 

𝑅 ⊆ 𝑄  such that every regular element, that is, 

na element that is non-zero-divisor, of  𝑅  is 

invertible in 𝑄  and every element of  𝑄  has the 

form 𝑎𝑏−1 for some 𝑎,𝑏 ∈ 𝑅  with 𝑏  regular. It  

is said that a ring 𝑅  is right Goldie if  the right 

regular module 𝑅𝑅 has f inite rank and 𝑅  has 
ascending chain conditions on right annihilators. 
As an important exemple of  right Goldie rings, 

we have all the right noetherian rings. So the 
main Goldie’s theoreme guarantees that a ring 

𝑅  is a right order in a semisimple ring if  and only 

if  𝑅  is a semiprime right Goldie ring. If  𝑅  is a 
semiprime right Goldie ring, then any semisimple 

ring in which 𝑅 is a right order is calle a right 

Goldie quotient ring of  𝑅 . 

Conclusions 

In commutative ring theory, a technique widely 

used is to pass f rom a commutative ring 𝑅  for a 

prime quotient ring 𝑅/𝑃  and then to the quocient 

f ield of  𝑅/𝑃 . However, in the noncommutative  

context, the rings, even noetherians, need not 
have quotients that are domains. But, in 

particular, Goldie's theorem assures us that if  𝑃  
is a prime ideal in a ring noetherian 𝑅  we can 

build a quotient ring that is and artinian. Thus, we 
won the possibility to study rings noetherians 
f rom the analysis of  a ring semisimples, namely 

the Goldie quotient of  𝑅/𝑁 , where 𝑁  is the 

prime radical of  𝑅 . We can then pass 

information f rom 𝑅  to 𝑅/𝑁  and mainly trying to 

get information of  R f rom 𝑅/𝑁 . 
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Objectives
This work is part of a permanent project

of the Quarry Education Study and Research
Center (NEPEP) that aims to monitor the
evolution of food basket prices in the
municipality of Pedreira-SP. The aim of the
current research was to monitor monthly the
increase or decrease in the values of the food
basket during the months of January to August
2022.

For this it is necessary to define what is
a food basket, because the products consumed
may vary according to the culture from region to
region.

Materials and Methods
The definition of food basket

established by DIEESE was adopted and a
monthly survey of products considered
extremely important as rice, beans, sugar, oil,
coffee, flour, bread, meat, butter, vegetable and
fruit, from January to August 2022 was carried
out. As a vegetable was adopted as standard,
the tomato and the standard fruit chosen was
banana, in three different supermarkets in the
city of Pedreira, thus calculating the amount
established for region 1 of the DIEESE
methodology for each product at its given place
of purchase. Using tools such as Microsoft
Excel for the creation of spreadsheets
containing the collected data and the aid of
mathematical methods for the development of

graphs and averages of increase and decrease
of the total values of the basket.

Results
The results obtained were stable

between January and February, falls between
March and April and, in July, there was a large
increase in values. It can also be noticed
increases in the costs of the food basket in the
months of May, June and August. The average
cost of the food basket over the eight months of
study was R$ 536.69.

Graph 1: Quarry Food Basket

Fonte: Own authorship, 2022

It is also noted, throughout the data
collection period, an accumulated percentage
increase of 13.63% in the cost of the food
basket.
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Conclusions
From the research, the total

cost of the food basket was defined in
each establishment, and it may be
noted that there was an instability in the
monthly values. The analysis of this
window from January to August 2022
provides the visualization of the fall and
the increase that food costs had during
this period. It is also possible to notice
the effects of inflation on food prices,
which certainly affects the cost of living
of the municipality's population,
especially the poorest population.

.
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Objectives 

 

Materials and Methods 
 

Based on the research, the history of 

cryptography was studied, from the most basic 

cryptographies used in the past to arriving at 

RSA, number theory and the mathematical 

bases that are used in RSA encryption. So, using 

the Python programming language, a program 

was developed that encrypts and decrypts 

alphanumeric messages. 

RSA needs a public key and a private 

one; the public is used to encrypt messages and 

the private one to decrypt them. 

To generate a public key, you need two 

prime numbers P and Q. It is crucial that they be 

really large, for the computer take time to factor 

them. 

After determining the numbers P and Q, 

it is necessary to calculate N, which is obtained 

according to the following formula: 

𝑁 =  𝑃 ∗ 𝑄                    (𝑖) 

After defining the N of P and Q, the Eu-

ler’s totient function, also called phi, is used. 

𝑃ℎ𝑖(𝑁) =  (𝑃 − 1) ∗ (𝑄 − 1)               (𝑖𝑖) 

Then another random number E is 

found, which should follow the condition de-

scribed below and also be prime to each other 

with Phi(N) 

1 <  𝐸  <  𝑃ℎ𝑖(𝑁)           (𝑖𝑖𝑖) 

The public key is composed of N and E. 

So, using the ASCII table, you can turn the 

message into code. 
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After that, you will find the private key 
that will be used to decrypt the message, this key 
is called D and is found following the equation: 

𝐷 ∗  𝐸 𝑚𝑜𝑑 𝑃ℎ𝑖(𝑁) ≡  1                  (𝑖𝑣) 

To decrypt the message, you must raise 
each message number by D and do the modular 
operation by N. Finally, the ASCII table is used 
again to convert the values obtained into 
alphanumeric characters. 

In the following image you can see the 
program running in the Thonny editor interface 
itself for Python. In the example used, the 
message chosen for encryption was the word 
technology. 

Figure 1. Demonstration of encryption and 

decryption of the program created in Python. 

 

Own authorship, 2022. 

RSA is safe because, even if the 
attacker has the private key, it would be 
necessary to discover the prime numbers P and 
Q to calculate the N, and then discover the 
Phi(N). Since RSA uses extremely large 
numbers, it is necessary to factor them, which, 

with current technology, demands high 
computational cost. 

 

Results 

It was possible to increment RSA in 
Python creating a program that encrypts and 
decrypts a particular message. 

This programming language was used 
because it is versatile, popular and easy to learn, 
facilitating the understanding of the program. 

 

Conclusions 

 
The research validated the efficacy, 

methodology and calculations of RSA 
encryption. This method has been demonstrated 
using a program developed through the Python 
programming language. Encryption has been 
used since ancient Greece, it has been important 
for secure communication and has evolved a lot 
over time, but with the appearance of the internet 
and computing a change was needed to make it 
even more effective, so came RSA encryption. 
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Objectives
Proving the existence (or absence) of phase
transition is one of the primary goals of
statistical mechanics. It is known,
experimentally, that some materials exhibit
spontaneous magnetism and that they lose this
characteristic at high temperatures (a
phenomenon known as ferromagnetism), this
being an example of a phase transition. Due to
the complexity of dealing with these materials
realistically, several simplified models have
been proposed over the last 100 years, the
most important of which is the so-called Ising
model. It is a well-known fact that the model
does not exhibit phase transition in one
dimension, but exhibits such behavior in any
other dimensions. A slightly more realistic
model in some cases is the so-called random
field Ising model (RFIM), which considers an
external magnetic field assuming random
values at each vertex of the crystal (lattice).

This model is used, for example, to account for
possible misalignments or impurities in the
crystal or to model metallic alloys, which are
made up of more than one type of element. In
1975, Imry and Ma [1] argued that the model
has phase transition in dimensions greater or
equal to three. This claim was challenged in
1979 by an argument due to Parisi and Sourlas
[2], who proposed that the phase transition
would only occur in dimension greater or equal
to four. Investigating the phase transition in this
model and the solution to the presented
controversy is the main objective of the present
work.

Materials and Methods

The aforementioned controversy was finally
resolved by Bricmont and Kupiainen [3] in
1988, who rigorously proved, using advanced
group renormalization techniques, that Imry and
Ma were correct. The methodology used by
Bricmont-Kupiainen, in addition to presenting
strong technical barriers due to the high
complexity, also proved to be not very fruitful in
being extended to other models. In the present
work, we follow the alternative argument
recently formulated by Ding and Zhuang [4], in
2021, which uses well-known tools from
statistical mechanics, such as geometric
objects called contours, introduced by Peierls to
prove phase transition in the case d > 1.
Results from Talagrand's “Majorizing Measure
Theory” [5] and arguments due to
Fischer-Fröhlich-Spencer [6] are also used.

Results
The random field Ising model is said to have
phase transition if the Gibbs measures at
infinite volume with boundary conditions + and -
(denominated by

respectively) differ with probability 1. The main
result of the work is to show the existence of
this phase transition:
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Conclusions
The argument presented by Ding and Zhuang
was able to prove the existence of phase
transition in the RFIM, using more familiar
arguments in statistical mechanics when
compared with the complex methods of
Bricmont and Kupiainen. Due to its lower
complexity, the argument can also be used in
similar models, such as the Potts model, and
adapted for use in more complicated models,
such as the long-range random field Ising
model.
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Objectives
Some music styles have characteristic rhythmic
patterns which may be easily identified by any
listener. When transcribing these patterns,
approximations of durations are frequently done
in order to simplify the symbolic representation
in standard music notation. Therefore, it is
common to find small variances between the
symbolic representation and the musical
performance. When these variances are seen
systematically, it is possible to investigate the
characteristics of the music style, like
expressiveness, which is frequently
inaccessible through symbolic notation. The
field that investigates these variances is called
microtiming [1].

In this work, we make an analysis of similar
rhythmic patterns following the methodology
made by Fabien Gouyon in “Microtiming in
‘Samba de Roda’ — Preliminary experiments
with polyphonic audio” [1]. The objective of this
work is to investigate a piece of the Parixara
repertoire, a music and dance style that is
present in both Wapichana and Macuxi cultures
[2], two native Brazilian cultures from Roraima,
analyzing variances in “microtiming” in rhythmic
patterns found in the score.

Materials and Methods

The chosen piece is a Macuxi Parixara
interpreted by Manaaka and Yauyo, which has
its recording and score at the project Panton
Pia’ website1. To find the beginning of each
measure, we used an algorithm included in the
“Vamp” plugin collection, an option add-on in

1 See http://pantonpia.com.br/.

“Sonic Visualizer” [3]. After applying the
algorithm, there was a manual adjustment to
guarantee that the marked onsets indeed
corresponded to the rattle beats. As the
presence of the rattle is extremely strong in the
signal, we used Spleeter [4], a Python library
that separates up to five tracks, each
associated to (i) vocal line, (ii) percussion, (iii)
bass, (iv) piano and (v) other sources. We only
used the vocal line for the analyses, even
though the separated vocal track still has a part
of the rattle sound in the back. The next step
was to define an Onset Detection Function
(ODF) to apply to the signal. Following Fabien
Gouyon’s methodologies [1], we applied the
“complex spectral difference” function [5] to the
whole signal, with frames sized 23.2 ms and
11.6 ms as hop size. In order to compare, we
also applied the same method with another
ODF, the HFC (High Frequency Content) [6].
We used the Essentia Python library [7] to
apply these functions and generate the graphs.

To compare the different measures associated
to the same rhythmic pattern, it is necessary
that the corresponding novelty functions are
realigned to the onsets based on the rattle
beats.

This way, we resampled each extract of the
novelty function (the ODF), marked by the rattle
beats, using 100 evenly spaced points and
cubic interpolation.

The song measures were divided into 5 groups,
characterized by the same rhythmic pattern, or
really small variations of it.

Results
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We generated graphs for each measure with
both ODFs, the complex spectral difference and
HFC in order to compare patterns. In each
group, one image shows the novelty functions’
profiles of all measures belonging to it, as well
as the average profile, allowing observations
regarding not only individual variations but also
coincident pulses from other measures.

Because of space, here we show only two
examples of measure groups, a complex
(group 4) and a simple one (group 5):

Figura 1: Measure group 4’s profiles (colorful lines)
and its average profile (black line). (a) Complex

spectral difference (b) HFC.

Figura 2: Measure group 5’s profiles (colorful lines)
and its average profile (black line). (a) Complex

spectral difference (b) HFC.

We can observe that the groups with more
complex rhythmic patterns (2, 3 and 4) do not
have well defined peaks at the novelty
functions’ profiles, apart from the rattle beats, at
the beginning and middle of the measure. Yet
for groups 1 and 5, where the rhythmic pattern
is simpler, the novelty functions’ profiles’ peaks
seem to, at least partially, reproduce the
rhythmic patterns observed in the score. When
comparing the groups’ graphs from both of the
functions one-to-one, it is possible to see that
the complex spectral difference defines sharper
peaks than the ones from the HFC function.

Conclusions
The results we obtained indicate the necessity
of further research, since the novelty functions
did not show the rhythmic pattern of each
measure type. The less complex repertoire from

Gouyon’s work may explain his clearer results.
Voice segmentation techniques could also be
explored in order to localize rhythmic events.
Our work also focuses on helping disseminate
the Parixara music style and the use of
computational techniques to analyze native
Brazilian repertoires, presenting itself as a
starting point for future research.
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Objectives 

This work’s purpose is to explore the most used 
definition of chaos in the area of dynamical 
systems, given by [1]. The concept of chaos is 
widely used in many areas such as, physics, 
engineering, economy and mathematics itself, 
but in general the intuitive notion doesn’t abide 
by the criteria for a truly chaotic system. 

In popular culture, chaos is informally seen as 
something disorganized, hard to grasp or 
comprehend. This concept can be related to 
one of the criteria for chaos: sensitivity to initial 
conditions, which is, in informal terms, a system 
that, when submitted to small changes, has an 
important shift in behavior.  

In physics, it is common to treat the terms 
chaotic and sensitive to initial conditions as 
synonyms, but that is not always correct. 
Therefor, one of the prime objectives of this 
work is to explore if there are situations in which 
sensitivity to initial conditions is enough to make 
a system chaotic or if a physical system always 
needs to abide by other criteria to be chaotic 
according to the definition of [1]. 

Thus, it is intended to explore the cases in 
which the conditions for chaos are not 
completely independent and expose related 
examples. 

 

Materials and Methods 
 

The studies of the research group this work is 
based on were divided in weekly meetings with 
the purpose of discussing the topics of the main 
reference book [1], which were individually 

studied during the week, with the supervisor 
Sônia Regina Leite Garcia.  
 
In this period of time, the group studied the 
basic concepts of discrete dynamical systems 
that were of great importance for the 
comprehension of the definition of chaos. The 
discussion regarding when the definition’s 
criteria are in fact independent were not 
explored on a deeper level during the group 
sessions, but treated as an individual project 
developed by reading papers [2] and [3] and a 
masters degree theses [4]. 

Results 

For the discussion of the definition of 
chaos, it is necessary to first understand 
the following definitions: 

Definition 1: If :f V V→ , then x V is 

said to be a periodic point if there is 

n such that ( )nf x n= . We say that 

x is a periodic point of period m if this is the 

smallest natural number such that 

( )mf x x= . 

Definition 2: :f V V→ is said to be 

topologically transitive if for every 

,U W V open sets, there is k such that 

( )kf U W  . 

Definition 3: :f V V→ has sensitivity to 

initial conditions if there is 0  such that, 

for every x V and for every neighborhood 

N of x, there is a y N and 0n such that 

( ) ( )| |n nx f yf −  . 

 
Finally, here follows the definition of chaos: 
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Definition 4: :f V V→ is a chaotic map if: 

1. f has sensitivity to initial conditions. 

2. f  is topologically transitive. 

3. The set of periodic points of f is dense 

in V . 

It is possible, however, to prove that in 
certain circumstances the criteria in 
definition 4 are not independent. Bellow are 
some theorems whose demonstrations are 
to be discussed in the SIICUSP project: 
 

Theorem 1: Let V be a metric 

space :f V V→ be topologically transitive with 

a dense set of periodic points. Then, f has 

sensitivity to initial conditions. 
 

Theorem 2: Let I R be an interval (not 

necessarily limited). Then, if :f V V→ is 

topologically transitive, 

(i) f  has sensitivity to initial conditions. 

(ii) It’s set of periodic points is dense in I . 
 

These theorems have major implications in 
areas like physics, since it is common to 
work with metric spaces and intervals. 
Notice that, in the theorem 2 criteria, chaos 
is a synonym for topological transitivity, not 
for sensitivity to initial conditions. 
 
There are also results that relate functions 
with periodic points of period 3 to chaos, 
which is also intended to be explored in the 
SIICUSP project.  
 

Conclusions 

Theorems 1 and 2 are very strong affirmations 
and, particularly the first one has a lot of 
implications in applied areas, that study 
dynamical systems in metric spaces. Therefor, 
there is a lot to explore beyond what was 
mentioned here. 
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Objectives
This undergraduate research work is a
continuation of the PUB project nº 2297 and
aimed to study: (i) the theory of the topological
degree of Leray-Schauder (LS-degree); (ii) a
concept of degree, introduced in [1], for
Fredholm maps of index zero between real
Banach spaces; (iii) a connection between the
LS-degree and the Conley index theory for
flows in infinite-dimensional Hilbert spaces [3].
This subject was developed together with the
student Sérgio Henrique Maciel, who dedicated
the first part of his work to the Conley index
theory.

Materials and Methods
Topics (i) and (ii) were investigated through
books and articles indicated by the advisor and
researched by the student. Weekly meetings
were organized in a seminar format with the
professor to report on the progress made, and
monthly meetings with Sérgio and the advisor
for the students to inform the progress of the
research.

Results
In the first stage of the project, the LS-degree
for functions between Banach spaces of
possibly infinite dimension was deepened. The
construction uses the Brouwer degree for
functions on . Consider a continuous function𝑅𝑛

, an open and bounded subset of𝑓:  𝑅𝑛 → 𝑅𝑛 𝑈 
and a point The triple is said𝑅𝑛 𝑦 ∈ 𝑅𝑛. (𝑓, 𝑈, 𝑦)

to be admissible if . The Brouwer𝑦 ∉ 𝑓(∂𝑈)
degree is an integer associated to the triple

and gives information about the(𝑓, 𝑈, 𝑦)
solutions of the equation in . The𝑓(𝑥) = 𝑦 𝑈

main properties of Brouwer degree are listed
below.
Existência: Let be admissible and(𝑓, 𝑈, 𝑦)

. Then, the equationdeg
𝐵

(𝑓, 𝑈, 𝑦) ≠ 0 𝑓(𝑥) = 𝑦
admits at least one solution in .𝑈
Aditividade: Let be admissible. If(𝑓, 𝑈, 𝑦)

are open, disjoint and such that𝑉, 𝑊 ⊆ 𝑅𝑛

, then(𝑓−1(𝑦) ∩ 𝑈) ⊆ (𝑉 ∪ 𝑊)
deg

𝐵
(𝑓, 𝑈, 𝑦) = deg

𝐵
(𝑓, 𝑉, 𝑦) + deg

𝐵
(𝑓, 𝑊, 𝑦).   (1)

Invariância homotópica: Let
be continuous, with𝐻: 𝑈 × [0, 1] → 𝑅𝑛

. Then,𝐻(𝑥, λ) ≠ 𝑦,  ∀(𝑥, λ) ∈ ∂𝑈 × [0, 1]
deg

𝐵
(𝐻(·, 0), 𝑈, 𝑦) = deg

𝐵
(𝐻(·, 1), 𝑈, 𝑦).       (2)

The LS-degree is defined for
functions, where is a𝑓 = 𝐼 − 𝑇 :  𝑈 → 𝐸 𝐸

Banach space, is open and bounded,𝑈 ⊆ 𝐸 𝐼
is the identity of and is completely𝐸 𝑇
continuous. Consider as above and a point𝑓

. Analogously to the Brouwer degree,𝑦 ∉ 𝑓(∂𝑈)
the triple is said to be admissible. The(𝑓, 𝑈, 𝑦)
distance é positive and isρ = 𝑑𝑖𝑠𝑡(𝑦, 𝑓(∂𝑈)) 𝑓
proper. From functional analysis, there exists

, with finite-dimensional image, such𝑇': 𝑈 → 𝑋
that . Consider now𝑇(𝑥) − 𝑇'(𝑥)| || | < ρ, ∀𝑥 ∈ 𝑈

, where is a finite-dimensional𝑈' = 𝑈 ∩ 𝐸' 𝐸'
space that contains and the point The𝑇'(𝑈) 𝑦.
LS-degree is defined by

deg
𝐿𝑆

(𝑓, 𝑈, 𝑦) : = deg
𝐵

(𝐼 − 𝑇', 𝑈', 𝑦).           (3)

The above formula does not depend on the
choice of or . The Brouwer degree𝑇' 𝐸'
properties, listed above, hold for the LS-degree
with the necessary adaptations.
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The second part of the project was dedicated to
the study of a recent extension of the
LS-degree for Fredholm maps of index zero
between Banach spaces [1]. Such a notion is
based on a concept of orientation for these
maps. This orientation is defined, primarily, for a
Fredholm linear and continuous operator of
index zero, . It extends in infinite𝐿: 𝐸 → 𝐹
dimension the concept of a matrix determinant
and, if the is an oriented isomorphism, it𝐿
allows to associate a signal to : ,𝐿 𝑠𝑖𝑔𝑛(𝐿): =+ 1
if the zero operator between and is an𝐸 𝐹
element of the orientation of ; ,𝐿 𝑠𝑖𝑔𝑛(𝐿): =− 1
otherwise.
The set of isomorphisms from to is open in𝐸 𝐹
the linear operators space , therefore an𝐿(𝐸, 𝐹)
orientation of an operator induces an𝐿
orientation on the sufficiently close operators.
This allows you to define an orientation of a
Fredholm nonlinear function of index zero

, as an orientation of the differentials𝑓: 𝐸 → 𝐹
, . Now, let be oriented,𝐷𝑓(𝑥) 𝑥 ∈ 𝐸 𝑓: 𝐸 → 𝐹
a point and be open. The triple𝑦 ∈ 𝐹 𝑈 ⊆ 𝐸

is said to be admissible if is(𝑓, 𝑈, 𝑦) 𝑓−1(𝑦) ∩ 𝑈
compact. If is a regular value for in , the𝑦 𝑓 𝑈
degree is defined by

deg(𝑓, 𝑈, 𝑦): =
𝑥∈𝑓−1(𝑦)∩𝑈

∑ 𝑠𝑖𝑔𝑛 𝐷𝑓(𝑥),        (4)

where is a finite set. If is a critical𝑓−1(𝑦) ∩ 𝑈 𝑦 
value, if is a regular value sufficiently close of𝑧

and is a convenient neighborhood of𝑦 𝑊
then does not depend on𝑓−1(𝑦), deg(𝑓, 𝑊, 𝑧) 𝑧 

and . Therefore, we define𝑊

deg(𝑓, 𝑈, 𝑦): = deg(𝑓, 𝑊, 𝑧).              (5)

This degree concept satisfies all the properties
normally found in degree theory, analogously to
the LS-degree.

The final part of the work, together with Sérgio,
was dedicated to the study of a connection
between the LS-degree and the Conley index,
which is a topological invariant, generally
defined for flows of dynamical systems in . If𝑅𝑛

is an invariant set for a flow and is an𝑆 𝑁
isolating neighborhood of , the Conley index𝑆

is represented by homology groups andℎ(𝑠, ϕ)
gives information about topological properties
of .𝑆

In infinite dimension, let be a real and𝐻
separable Hilbert space and be a𝐿: 𝐻 → 𝐻
isomorphism such that: where𝐻 = ⊕

𝑛=0
∞  𝐻

𝑛
, 𝐻

𝑛
are orthogonal, -invariant and of finite𝐿
dimension. Consider a function of the𝑓: Ω → 𝐻
form , where is open,𝑓(𝑥) = 𝐿𝑥 + 𝐾(𝑥) Ω ⊆ 𝐻

is and completely continuous and is the𝐾 𝐶1 ϕ
flow generated by the equation . Let𝑥' =− 𝑓(𝑥)

be an invariant set and its isolating𝑆 𝑁
neighborhood. By the invariance of on , the𝐿 𝐻

𝑛
Conley indices of the flow projections on

become definitely constant and such⊕
𝑖=0
𝑛  𝐻

𝑖
value defines an extension in infinite dimension,
called LS-index, denoted by ), [3]. Theℎ

𝐿𝑆
(𝑆, ϕ

main result is the following.

Theorem: In the above notations, the following
equality holds:

χ(ℎ
𝐿𝑆

(𝑆, ϕ)) = deg
𝐿𝑆

(𝐼 + 𝐿−1𝐾, 𝑖𝑛𝑡(𝑁), 0),    (6)

where is the Euler characteristic ofχ(ℎ
𝐿𝑆

(𝑆, ϕ𝑡))
the invariant set LS-index.𝑁

Conclusions
Topological degree theory gives qualitative
information about the solutions of nonlinear
equations (e.g., differential equations). The
importance of degree lies in the properties of
existence and location of solutions, as well as
in the homotopy invariance, facilitating the
calculation of a more complicated degree. The
Conley index gives information about properties
of invariant sets in dynamical systems. Thus, it
is possible to make a comparison between the
solutions of a nonlinear equation and the
invariant set of a dynamical system, as both
satisfy properties of existence and homotopic
invariance, in addition to other properties.
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Objectives
The project had two objectives: the first was to
study the Conley index, a topological invariant
that gives us information about invariant sets in
dynamical systems. The second one, that
worked for the last three months of activity, was
the analysis of the relations between the
Conley index and the Leray-Schauder
topological degree. This part was developed
together with the student Renato Borlino
Casagrandi.

Materials and Methods

The project was supplied with texts and other
complementary materials by the advisor.
Weekly meetings had been held where the
student Sérgio presented seminars reporting
the advances in the research, discussing
questions, conjectures and problems.
Monthly meetings had been held in the first
nine months of the work in which the two
students shared their respective advances.
Within the last three months, the joint sessions
became weekly and the students worked
together on the same topic.

Results
The Conley index theory deals with flows in
topological spaces. Given a topological space

a flow is defined as a continuous function𝑋,
satisfyingϕ: ℝ × 𝑋 → 𝑋 ϕ(0, 𝑥) = 𝑥, ∀𝑥 ∈ 𝑋

and ,ϕ(𝑡, ϕ(𝑠, 𝑥)) = ϕ(𝑡 + 𝑠, 𝑥) ∀𝑡, 𝑠 ∈ ℝ.
The set is𝒪(𝑥, ϕ) ≔ {ϕ(𝑡, 𝑥), 𝑡 ∈ ℝ} ≕ ϕ(ℝ, 𝑥)
called an orbit of . A set is invariant if𝑥 𝑆 ⊆ 𝑋

A compact set is said to beϕ(ℝ, 𝑆) = 𝑆. 𝑁 ⊆ 𝑋
an isolating neighbourhood of if its maximal𝑆
invariant set is𝐼𝑛𝑣(𝑁) ≔ {𝑥 ∈ 𝑁 : ϕ(ℝ, 𝑥) ⊆ 𝑁}

contained in the interior of , . In this𝑁 𝐼𝑛𝑡(𝑁)
case, is called an isolated invariant set, which𝑆
will be denoted by IIS.
The invariant sets are remarkable in dynamical
systems, but often difficult to be studied.
Alternatively, seeking within the isolating
neighbouhoods is usually more efficient. This
could lead us to valuable information about the
invariant sets theirselves.

The definition of the Conley index is based on
the following concept.

Definition 1. Let be an IIS of a flow. An index𝑆
pair for is a pair of compact sets, with𝑆 (𝑁, 𝐿)

, such that𝐿 ⊆ 𝑁 ⊆ 𝑋
and is a neighbourhood𝑖) 𝑆 = 𝐼𝑛𝑣(𝑁\𝐿) 𝑁\𝐿

of ;𝑆
and if , then𝑖𝑖) ∀𝑥 ∈ 𝐿 ∀𝑡 > 0,   ϕ([0, 𝑡], 𝑥) ⊆ 𝑁

; ϕ([0, 𝑡], 𝑥) ⊆ 𝐿
and if then𝑖𝑖𝑖) ∀𝑥 ∈ 𝑁 ∀𝑡 > 0,   ϕ(𝑡, 𝑥) ∉ 𝑁,  

there is such that 𝑡' ∈ [0, 𝑡]  ϕ([0, 𝑡'], 𝑥) ⊆ 𝑁
and .ϕ(𝑡', 𝑥) ∈ 𝐿

Conley proves in [C] that every IIS has an index
pair and this property allows us to define the
Conley index.

Definition 2. Let be an IIS for the flow and𝑆 ϕ
an index pair for . We define the(𝑁, 𝐿) 𝑆

homotopic Conley index of as the homotopy𝑆
class of the pointed space :(𝑁/𝐿,  [𝐿])

.ℎ(𝑆, ϕ) ≔ [(𝑁/𝐿), [𝐿]]
We also define the homological Conley index of

as the sequence of homology groups𝑆
.𝐶𝐻

𝑛
(𝑆, ϕ) ≔ 𝐻

𝑛
(𝑁/𝐿, [𝐿]) , ∀𝑛 ∈ ℕ

Analogously, one could work in a
cohmomological framework for the index.
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In [C], Conley shows that the index is
independent of the choice of an index pair. In
addition, for every IIS, there will always be
some index pair such that(𝑁, 𝐿)

.𝐻
𝑛
(𝑁/𝐿, [𝐿]) =  𝐻

𝑛
(𝑁, 𝐿)

The Conley index gives us information about
the IIS. For example, if , thenℎ(𝑆, ϕ) ≠ 0 𝑆 ≠ ∅.
Here, means that is notℎ(𝑆, ϕ) ≠ 0 𝑁/𝐿
contractible. Furthermore, the index is invariant
to flow homotopies. This property allows us to
simplify the study of a flow by analysing aϕ
simpler homotopic flow .ψ
The index also gives us information about the
possible decompositions of an IIS into the union
of invariant subsets and proves the existence of
atractors and repellers.

In the second part of the project, in
collaboration with Renato, the relation between
an extension of the Conley index for flows in
Hilbert spaces of infinite dimension and the
Leray-Schauder degree was studied. The
Leray-Schauder degree is a topological tool to
investigate solutions of equations of the form

in Banach spaces. The following𝑓(𝑥) = 𝑦
result relates the Brouwer degree with the
Conley index.

Let be locally Lipschitz, the𝐹: Ω ⊆ ℝ𝑛 → ℝ𝑛 ϕ
gradient flow of an IIS and its isolating𝐹, 𝑆 𝑁
neighbourhood. Then

,    (1)χ(ℎ(𝑆, ϕ)) =  𝑑𝑒𝑔
𝐵

(𝐹, 𝐼𝑛𝑡(𝑁), 0)

where stands for the Euler characteristics andχ
denotes the Brouwer degree.𝑑𝑒𝑔

𝐵

In 2009, Styborski, [St], gets an extension in
infinite dimension for the above equality. He
introduces the -index, an extension of the𝐿𝑆
Conley index for Hilbert spaces of infinite
dimension. Its description can be summarized
as follows.

Let be an isomorphism and𝐿: 𝐻 → 𝐻
, where each is -invariant,𝐻 = ⊕

𝑛=0
∞ 𝐻

𝑛
𝐻

𝑛
𝐿

orthogonal to any other and finite dimensional.
Let be defined as , with𝑓: 𝐻 → 𝐻 𝑓 = 𝐿 + 𝐾 𝐾
completely continuous and the gradient flowϕ
of . Fixed , an IIS, and its isolating𝑓 𝑆
neighbourhood, , due to the invariance of ,𝑁 𝐻

𝑛

is a isolating neighbourhood of𝑁 ∩ ⊕
𝑖=0
𝑛 𝐻

𝑖

for all natural big enough. We𝑆 ∩ ⊕
𝑖=0
𝑛 𝐻

𝑖
𝑛

take the sequence of the Conley index of each
one of these IISs, which become definetely
constant. This value is conceived as the 𝐿𝑆
-index of , denoted as .𝑆 ℎ

𝐿𝑆
(𝑆, ϕ)

Theorem 1 (Styborski). It follows that

, (2)χ(ℎ
𝐿𝑆

(𝑆, ϕ)) = 𝑑𝑒𝑔
𝐿𝑆

(𝐼 + 𝐿−1𝐾, 𝐼𝑛𝑡(𝑁), 0)

where stands for the Leray-Schauder𝑑𝑒𝑔
𝐿𝑆

degree.

Conclusions
The Conley index turns out to be a valuable tool
for studying dynamical systems. It allows us to
understand properties of invariant sets such as
their stability and decomposability of these sets.
Strong relations between the Conley index and
the Brouwer degree have been proved, as
shown in the formula (1) and its generalization
to infinite-dimensional case in formula (2). The
analogies between the index and the degree
are of great interest: they study, respectively,
IIS and solutions for non-linear differential
equations by means of algebraic properties of
suitable neighbourhoods of the objects of
interest. It is crucial to highlight that both the
index and the degree share some properties,
such as the homotopy invariance, additivity
and existece, the latter dectecting IIS if the
index is non-trivial and solutions if the degree is
non-zerol.

References
[C] CONLEY, C. Isolated invariant sets and the
morse index. AMS, Providence, 1976.

[M] MISCHAIKOW, K. The Conley index theory:
a brief introduction. Banach center publications.
Warszawa, 1999.

[MM] MISCHAIKOW, K.; MROZEK, M. Conley
index. Ch. 9. Handbook of dynamical system,
VOL. 2. Elsevier, Amsterdam, 2002.

[S] SALOMON, D. Connected simple systems
and the Conley index of isolated invariant sets.
Transactions of the AMS. v. 291, n.1, 1985.

[St] STYBORSKI, M. Conley index in Hilbert
spaces and the Leray-Schauder degree. Topol.
Methods Nonlinear Anal., 33, 2009, 131-148.


