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Abstract

As usual, for graphs Γ, G, andH, we write Γ→ (G,H)
to mean that any red-blue colouring of the edges of Γ
contains a red copy of G or a blue copy of H. A pair of
graphs (G,H) is said to be Ramsey-infinite if there are
infinitely many minimal graphs Γ for which we have
Γ→ (G,H).

Let ` ≥ 4 be an integer. We show that if H is a 2-
connected graph that does not contain induced cycles
of length at least `, then the pair (Ck,H) is Ramsey-
infinite for any k ≥ `, where Ck denotes the cycle of
length k.
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1 Introduction

Let us say that a graph Γ is Ramsey for a pair of
graphs (G,H) if any red-blue edge-colouring of Γ con-
tains a red copy ofG or a blue copy ofH. Furthermore,
let us say that a Ramsey graph for (G,H) is critical if
no proper subgraph of it is Ramsey for (G,H). A pair
of graphs (G,H) is said to be Ramsey-infinite if there
are arbitrarily large critical Ramsey graphs for (G,H).
For example, the pair (P 3, P 3), consisting of two paths
on three vertices, is Ramsey-infinite as is shown by the
family of all cycles of odd length. If a pair (G,H) is not
Ramsey-infinite, then it is said to be Ramsey-finite.

Let us briefly discuss some results concerning the
concepts above. The problem of characterizing those
pairs of graphs (G,H) that are Ramsey-infinite was
first addressed by Nešetřil and Rödl [10] in 1976.
Among other results, those authors proved [12] in 1978
that (G,H) is Ramsey-infinite in the following three
cases: (i) both G and H are forests containing a path
of length three, (ii) both are 3-connected graphs, and
(iii) both have chromatic number at least three. In
1978, Burr et al. [3] proved that if G is a matching
then (G,H) is Ramsey-finite for all graphs H. In 1986,
Burr [1] proved that if G is a 2-connected graph that
remains connected after deleting any two non-adjacent



vertices, then the pair (G,G) is Ramsey-infinite.
In 1991, Faudree [5] basically characterized all

Ramsey-finite pairs consisting of two forests. In 1994,
 Luczak [9] proved that if G is a forest other than a
matching and H contains a cycle, then (G,H) is a
Ramsey-infinite pair.

Using Corollary 4 from [14] and Theorem 6
from [13], both results of Rödl and Ruciński, one may
deduce that the pair (G,G) is Ramsey-infinite for all G
containing a cycle.

Schaefer [15, 16] has recently proved some related,
very interesting results concerning the computational
complexity of the problem of deciding, given graphs Γ,
G, and H, whether the Ramsey property Γ→ (G,H)
holds.

Burr et al. [2] proposed the following notable con-
jecture in 1980.

Conjecture 1 The pair (G,H) is Ramsey-infinite
unless both G and H are stars with an odd number
of edges or at least one of G and H contains a single
edge component.

Faudree et al. [6] observe that “an interesting case
of the above conjecture is when G is a cycle and H is
two-connected. No technique is presently known for
showing such a pair is Ramsey-infinite”. Although we
are not able to deal with this case completely, we shall
show that if we impose further restrictions on H, then
such a pair (G,H) is indeed Ramsey-infinite.

This note is organized as follows. In §1.1, we state
our main result, Theorem 2. In §2, we introduce the
main technical lemmas that we shall need. In §3, we
give an informal description of the proof of Theorem 2.
Our proof strategy will be based on the probabilis-
tic method; in §4, we give the definition of a ran-
dom graph Γ that will be crucial, and we prove some
lemmas concerning the structure of Γ. Theorem 2 is
proved in §5. We close this note with some related
observations.

1.1 Terminology and the main result

Let us recall some standard notation and state the
main result of this note. A connected graph H is 2-
connected if it has at least 3 vertices, and the deletion
of any vertex does not disconnectH. We call e ∈ E(H)
a chord in a cycle C of H if e joins a pair of vertices
of C that are not adjacent in C.

We shall use the arrow notation from Ramsey the-
ory: we shall write Γ → (G,H) if the graph Γ is
Ramsey for the pair (G,H). Moreover, given an in-
teger t > 0, let us write Γ 6→t (G,H) if for each U ⊂

V (Γ) with |U | ≤ t we have Γ[U ] 6→ (G,H), that is, the
graph induced by U in Γ is not Ramsey for (G,H).

For any integer ` ≥ 4, we denote by C(`) the class of
all 2-connected graphs H that have no induced cycle
of length ≥ `. Equivalently, C(`) consists of the 2-
connected graphs H with the property that every cycle
of H with ≥ ` edges has a chord. For instance, C(4) is
the well known family of chordal graphs. Clearly,

C(4) ⊂ C(5) ⊂ C(6) ⊂ . . .

In this note, we prove the following result.

Theorem 2 Given integers ` ≥ 4 and t ≥ 1 and a
graph H ∈ C(`), there exists a graph Γ such that Γ→
(C`,H) but Γ 6→t (C`,H).

We may immediately deduce the following corollary.

Corollary 3 Let ` ≥ 4 be an integer and suppose H ∈
C(`). Then the pair (Ck,H) is Ramsey-infinite for
any k ≥ `.

Our proof of Theorem 2 is probabilistic. It would
be interesting to prove this result by explicit construc-
tions.

Before we proceed, we recall some standard defini-
tions. As usual, we write almost surely to mean ‘with
probability tending to 1 as n→∞’. If f(n) and g(n)
are two functions of n, we write f(n) � g(n) to
mean that there is a positive constant C for which we
have g(n)/C ≤ f(n) ≤ Cg(n) for all large enough n.
Our asymptotic notation will always be with respect
to n→∞ and, in fact, we often tacitly assume that n
is large enough for our inequalities to hold. All graphs
are assumed to be undirected and simple.

Let h ≥ 2 be an integer. An h-uniform hypergraph
on a set of vertices V is a collection E of subsets of V ,
called hyperedges, each of cardinality h. Thus, in the
case in which h = 2, we have ordinary graphs. A hy-
pergraph is linear if any two members of E intersect
in at most one vertex. A hypercycle of length 2 is any
pair of hyperedges meeting in more than one vertex,
whereas a hypercycle of length k (k > 2) is a (linear)
hypergraph given by hyperedges E = {E1, . . . , Ek}
on
⋃
E such that |Ei∩Ej | = 1 if and only if i and j are

such that j = i+ 1 or i = k and j = 1. We sometimes
use the term k-hypercycle to refer to a hypercycle of
length k. The girth of a (hyper)graph is the length
of a shortest (hyper)cycle in the (hyper)graph. When
there is no danger of confusion, we use the simpler
terms ‘edge’ and ‘cycle’ even when referring to hyper-
graphs.

It will be convenient to write G = Gn to indicate
that the graph G has n vertices. We write e(G) for
the number of edges in a graph G.



2 Auxiliary results

2.1 Szemerédi’s regularity lemma

We now describe a version of Szemerédi’s regularity
lemma for sparse graphs. Given a graph G = (V,E),
for any pair of disjoint sets U , W ⊂ V , we denote the
set of edges in the bipartite subgraph induced by U
and W in G by EG(U,W ), and let

eG(U,W ) = |EG(U,W )|
=
∣∣{{a, b} ∈ E : a ∈ U and b ∈W

}∣∣.
Suppose 0 < η ≤ 1, D ≥ 1, and 0 < p ≤ 1 are

given real numbers. We say that G is (η,D, p)-sparse
if, for any pair of disjoint sets U , W ⊂ V with |U |,
|W | ≥ η|V |, we have

eG(U,W ) ≤ Dp|U ||W |.

Strictly speaking, in the definition of (η,D, p)-
sparseness above, we could have the product Dp as
a single parameter, and would thus have the notion
of, say, ‘(η,D′)-sparseness’ (with D′ = Dp). However,
as it will become clear in the applications, we shall be
dealing with cases in which there is a natural, under-
lying ‘density’ p in the context.

The p-density of the pair (U,W ) in G is

dG,p(U,W ) =
eG(U,W )
p|U ||W |

.

For any 0 < ε ≤ 1, the pair of disjoint non-empty
sets (U,W ), with U , W ⊂ V , is said to be (ε,G, p)-
regular if, for all U ′ ⊂ U and all W ′ ⊂W with |U ′| ≥
ε|U | and |W ′| ≥ ε|W |, we have∣∣dG,p(U,W )− dG,p(U ′,W ′)

∣∣ < ε.

We say that a partition Π = (V0, V1, . . . , Vk) of V
is (ε, k,G, p)-regular if |V0| ≤ ε|V | and |Vi| = |Vj |
for all i, j ∈ [k] = {1, . . . , k}, and for ≥ (1 − ε)

(
k
2

)
pairs {i, j} ⊂ [k] we have that (Vi, Vj) is (ε,G, p)-
regular.

In this note, we shall use the following lemma,
which is a natural variant of Szemerédi’s regularity
lemma for sparse graphs observed independently by
Kohayakawa and Rödl (see, e.g., [7]).

Lemma 4 For all real numbers ε > 0, D ≥ 1, and
integer k0 ≥ 1, there exist constants η = η(ε, k0, D) >
0 and K0 = K0(ε, k0, D) ≥ k0 such that, for any 0 <
p = p(n) ≤ 1, any sufficiently large (η,D, p)-sparse
graph G = Gn admits an (ε, k,G, p)-regular partition
for some k0 ≤ k ≤ K0.

2.2 A counting lemma

Suppose m > 0 and ` ≥ 3 are fixed integers and
V(m) = (Vi)`i=1 is a fixed vector of pairwise disjoint
sets of vertices, each of cardinality m. Below, the in-
dices of the Vi’s will be taken modulo `. Let B > 0,
C ≥ 1, D ≥ 1, ε ≤ 1, and % ≤ 1 be positive real
numbers and let an integer M ≥ 1 be given. We call
a graph F on

⋃
1≤i≤` Vi an (ε, %,B,C,D; V(m),M)-

graph if

(i) E(F ) =
⋃`
i=1EF (Vi, Vi+1) and |E(F )| = M ,

(ii) for all 1 ≤ i ≤ ` we have that the pairs (Vi, Vi+1)
are (ε, F, p)-regular, where p = Bm−1+1/(`−1),
and their p-densities satisfy

% ≤ dF,p(Vi, Vi+1) ≤ D,

(iii) for any 1 ≤ i < ` − 1, if U ⊂ Vi and W ⊂ Vi+1

are such that

|U | ≤ |W | ≤ pm|U | ≤ (pm)`−2
,

then
eF (U,W ) ≤ C|W |. (1)

The main technical result that we shall need is
the following ‘counting lemma’, from Kohayakawa and
Kreuter [8].

Lemma 5 Let an integer ` ≥ 3 be fixed, and let con-
stants 0 < α ≤ 1, 0 < % ≤ 1, C ≥ 1, and D ≥ 1
be given. Then there exist positive constants ε =
ε(`, α, %, C,D) ≤ 1, B0 = B0(`, α, %, C,D) > 0, and
m0 = m0(`, α, %, C,D) such that, for all integers m ≥
m0 and M ≥ 1, and all real B ≥ B0, the number of
(ε, %,B,C,D; V(m),M)-graphs containing no cycle C`

is at most

αM
(

(`+ 2)m2

M

)
.

In what follows, V(m) will always denote a vec-
tor (Vi)`i=1 of pairwise disjoint sets of vertices, each
of cardinality m. If Γ is a graph and U =

⋃
1≤i≤` Vi ⊂

V (Γ), then Γ[V(m)] will denote the `-partite subgraph
of Γ with vertex set U and edge set⋃

1≤i≤`

EΓ(Vi, Vi+1),

where, as usual, the indices are taken modulo `.



2.3 Ramsey’s theorem

The following is an easy consequence of Ramsey’s the-
orem (see, e.g., [8]).

Lemma 6 Let graphs H1, . . . ,Hr (r ≥ 1) be
given. Then there exist positive constants c =
c(H1, . . . ,Hr) > 0 and k0 = k0(H1, . . . ,Hr) for which
the following holds. If k ≥ k0 and Kk is given an
arbitrary r-edge-colouring, then we necessarily have,
for some 1 ≤ i ≤ r, at least ck|V (Hi)| monochromatic
copies of Hi of colour i.

3 Outline of the proof of Theorem 2

In this section, we describe informally the strategy we
employ in the proof of Theorem 2.

Let H be a graph in C(`) on h vertices, where ` ≥ 4.
We start by fixing a large positive constant A and
by setting pH = An−(h−1)+1/(`−1). We then gener-
ate a random h-uniform hypergraph Hn,pH on [n] =
{1, . . . , n} according to the binomial model, that is,
we independently let each element of(

[n]
h

)
= {E ⊂ [n] : |E| = h}

be a hyperedge of Hn,pH with probability pH . Ow-
ing to the choice of pH , almost surely each hyperedge
of Hn,pH belongs to a large number of hypercycles of
length `. Moreover, one may also check that the num-
ber of hypercycles of length < ` in Hn,pH is almost
surely o(|E(Hn,pH )|).

We now obtain a linear hypergraph G of girth `
from Hn,pH by removing a hyperedge from each of
the o(|E(Hn,pH )|) hypercycles of Hn,pH of length < `.
We now define a graph Γ = Γn from G embedding a
copy of H in each hyperedge of G arbitrarily. The fact
that H belongs to C(`) implies that

(*) the only copies of H that occur in Γ are the ones
that we have embedded in the hyperedges of G.

In particular, all the copies of H in Γ are induced
copies. Also worth noting is that

(**) if e ∈ E(Γ), then there is a unique copy H ′ of H
in Γ that contains this edge e of Γ.

We claim that Γ will do in Theorem 2.
First, we wish to show that in every colouring of the

edges of Γ with colours red and blue either there is a
red copy of C` or else there is a blue copy of H. Let an
adversary pick a colouring. We may suppose that our

adversary has coloured red exactly one edge from each
of the copies of H that we embedded in the hyperedges
of G. Indeed, our adversary has to colour red at least
one edge from each such copy of H; moreover, because
of (*), having one red edge in each such copy of H
suffices. We have to show that these red edges must
necessarily create a copy of C`.

Let Γ(e) be the spanning subgraph of Γ whose edges
are the red edges in the colouring of our adversary.
Note that Γ(e) has

|G| = (1 + o(1))|E(Hn,pH )| � n1+1/(`−1)

edges. Furthermore, as we shall show, there are pos-
itive constants A′ and D for which the graph Γ(e) is
(η,D, pe)-sparse, where

pe = A′n−1+1/(`−1)

and η is an arbitrarily small constant.
Although not directly relevant to this proof, we ob-

serve that the random graph Gn,pe is such that, almost
surely, each of its edges belongs to a large number of `-
cycles, and in fact, by the well known theorem of Rödl
and Ruciński [14], we have Gn,pe → (C`, C`) if A′ is a
large enough constant.

We now go back to the proof of Theorem 2. As
the graph Γ(e) is (η,D, pe)-sparse, we may apply the
regularity lemma (Lemma 4), with some appropriate
choices for k0 and ε, to obtain an `-tuple (V1, . . . , V`)
of subsets of V (Γ) with (Vi, Vi+1) (ε; pe)-regular and
with pe-density bounded away from 0, for all 1 ≤ i ≤ `,
where the indices are taken modulo `. By the counting
lemma (Lemma 5), it will follow that almost surely Γ
is so that such an `-tuple (V1, . . . , V`) must span an
`-cycle C` in Γ(e). By the definition of Γ(e), this cycle
is monochromatic of colour red. Thus Γ→ (C`,H).

In order to show that Γ 6→t (C`,H) for any fixed
integer t, we use the fact that almost surely Γ is such
that, for any U ⊂ V (Γ) with |U | ≤ t, the graph Γ[U ]
induced by U in Γ contains a vertex that belongs to at
most one copy of H that is completely contained in U .
Using this fact, we may inductively colour the edges
of Γ[U ] red and blue to show that Γ[U ] 6→ (C`,H).

4 The construction of Γ = Γn(`, t,H)

In this section, we introduce the definition of the ran-
dom graph Γ that is used in the proof of Theorem 2,
and state and prove its relevant properties.



4.1 The construction

Suppose we are given an integer ` ≥ 4 and a graph H ∈
C(`) of order h ≥ 3. Let V (Γ) = [n] = {1, . . . , n} and
put

pH = pH(n) = An−(h−1)+1/(`−1), (2)

where A is a positive constant to be defined later.
We consider the random h-uniform hypergraph Hn,pH
on [n], in the standard binomial model. Almost surely,
the number of hyperedges e(Hn,pH ) in Hn,pH is

(1 + o(1))(A/h!)n1+1/(`−1).

Define the hypergraph G from Hn,pH deleting one
edge from each of the hypercycles of length 2 ≤ k < `.
The expected number of such hypercycles in Hn,pH is

c(h, k)
(
n

k

)(
n− k
k(h− 2)

)
pH

k � nk/(`−1)

≤ n = o(e(Hn,pH )), (3)

where c(h, k) is a constant that depends only on h
and k. By Markov’s inequality, the number of hyper-
cycles of length 2 ≤ k < ` is almost surely O(nω), for
any function ω = ω(n) such that ω → ∞ as n → ∞.
In particular, this number is o(e(Hn,pH )). Therefore,
we have

e(G) = (1 + o(1))e(Hn,pH ).

Now, for each hyperedge F ∈ G we arbitrarily em-
bed a copy of H in F ; that is, we consider arbitrary
injections

ιF : V (H) ↪→ F,

for all F ∈ G.
Finally, define Γ = (V,E) by putting V = [n] and

E =
⋃
F∈G

{
{ιF (x), ιF (y)} : {x, y} ∈ E(H)

}
.

Note that Γ is, roughly speaking, a union of several
copies of H. It will be important later to distinguish
between two types of copies of H in Γ. For all F ∈ G
we call the subgraph ιF (H) ⊂ Γ a non-spontaneous
copy of H in Γ. All the other copies of H in Γ we call
spontaneous copies.

In the next section, we prove a few properties con-
cerning subgraphs of Γ.

4.2 Subgraphs of Γ

We shall use the following notation below. We shall
write Γ(e) for a spanning subgraph of Γ that has the
property that each edge of Γ(e) may be extended to

a distinct non-spontaneous copy of H in Γ. Recalling
the definition of Γ, this means that the graph Γ(e)

admits a subhypergraph G(Γ(e)) ⊂ G of G with

G(Γ(e)) = {Ef : f ∈ E(Γ(e))}

and with the map f ∈ E(Γ(e)) 7→ Ef ∈ G(Γ(e)) ⊂ G
injective.

We shall now estimate that probability that Γ
should contain a subgraph Γ(e) that has a fixed graph
on [n] as a subgraph. Thus, let J be a graph on [n]
with edge set {e1, . . . , eM} ⊂

(
[n]
2

)
. Suppose Γ admits

a subgraph Γ(e) with J ⊂ Γ(e). Then there must exist
an M -tuple of hyperedges

(E1, . . . , EM ) ∈ GM = G × · · · × G
⊂ Hn,pH × · · · × Hn,pH

with ei ∈ Ei for all 1 ≤ i ≤ M and with all the Ei
distinct. If X = X(Hn,pH ) is the number of such M -
tuples of distinct hyperedges in Hn,pH , then

EX ≤
(

n

h− 2

)M
pH

M < (An−1+1/(`−1))M .

Therefore, by Markov’s inequality, we have

P

{
∃Γ(e) ⊂ Γ: J ⊂ Γ(e)

}
≤ EX < pe

M ,

where
pe = An−1+1/(`−1).

4.2.1 Bipartite subgraphs of Γ

We shall now discuss some results on Γ that assert that
no bipartite subgraph of Γ has too high a density. The
first result says that large bipartite subgraphs of Γ do
not induce an unexpectedly large number of edges in Γ.
The second result deals with bipartite subgraphs of Γ
on a more local scale.

Proposition 7 For all positive η the graph Γ is al-
most surely (η, e2e(H), pe)-sparse.

Proof. Suppose U , W ⊂ V = V (Γ) = [n] are
disjoint subsets of V (Γ) with cardinality |U | =
|W | = dηne such that eΓ(U,W ) > e2e(H)pe|U ||W |.
Then we have eΓ(e)(U,W ) ≥ de2pe|U ||W |e, for
some Γ(e) ⊂ Γ. The event that there should
be Γ(e) ⊂ Γ with eΓ(e)(U,W ) ≥ M = de2pe|U ||W |e =
Ω(n1+1/(`−1)) has probability at most(

|U ||W |
M

)
pe
M ≤

(
e
|U ||W |pe

M

)M
≤
(

1
2

)M
.



The number of disjoint subsets U , W ⊂ V with car-
dinality dηne is smaller than 22n. Therefore, the
expected number of pairs of subsets (U,W ) span-
ning > e2e(H)pe|U ||W | edges of Γ between them is
at most 22n2−M = o(1). Our proposition follows from
Markov’s inequality. �

We shall say that a graph on V = [n] is (pe, C, `)-
locally-sparse if, for all disjoint subsets U and W
of V with |U | ≤ |W | ≤ (pen)|U | ≤ (pen)`−2, we
have e(U,W ) ≤ C|W |.

Proposition 8 Almost surely the graph Γ is (pe, 4(`−
1)e(H), `)-locally-sparse.

Proof. We proceed as in the previous proof. For con-
venience, let

C = 4(`− 1)e(H)

and
C ′ = C/e(H) = 4(`− 1).

Note that if eΓ(U,W ) > C|W |, then there is Γ(e) ⊂ Γ
with eΓ(e)(U,W ) > C ′|W |. If U and W ⊂ V = [n] are
fixed, we have

P

(
∃Γ(e) ⊂ Γ: eΓ(e)(U,W ) > C ′|W |

)
≤
(
|U ||W |
dC ′|W |e

)
pe
dC′|W |e ≤

(
e|U |
C ′

pe

)C′|W |
.

By definition, we are concerned with U and W
with |U | ≤ |W | ≤ (pen)|U | ≤ (pen)`−2. Notice
that pe|U | ≤ (pen)`−2/n ≤ A`−2n−1/(`−1). From the
fact that |U | ≤ |W | < λn for any λ > 0 for large
enough n, we conclude that(

n

|U |

)
≤
(
n

|W |

)
and, therefore,(

n

|U |

)(
n

|W |

)
≤
(
n

|W |

)2

.

These inequalities imply that the expected number of
pairs (U,W ) with U and W of cardinalities u and w
such that

u ≤ w ≤ (pen)u ≤ (pen)`−2

and such that eΓ(U,W ) > Cw is smaller than

∑
1≤w<λn

∑
1≤u≤w

(
n

u

)(
n

w

)( e
C ′
· peu

)C′w
,

which is at most∑
1≤w<λn

w

(
n

w

)2 ( e
C ′
A`−2n−1/(`−1)

)C′w
≤

∑
1≤w<λn

w
(en
w

)2w ( e
C ′
A`−2n−1/(`−1)

)C′w

=
∑

1≤w<λn

w

w2w

(
e1+2/C′

C ′
A`−2n(2/C′)−(1/(`−1))

)C′w

≤
∑

1≤w<λn

(
e1+2/C′

C ′
A`−2n−2/C′

)C′w
= o(1).

Our result follows from Markov’s inequality. �

4.2.2 V(m)-subgraphs of Γ

Suppose a constant % > 0 is fixed, and suppose α > 0
is a constant with

α ≤ %`

e2(`+ 2)
.

Put

C = 4(`− 1)e(H) and D = e2e(H),

and fix k0 ∈ N. Let ε, B0, and m0 be the con-
stants whose existence is guaranteed by Lemma 5 for
the constants above, and let η and K0 be the con-
stants given by Lemma 4 for these values of ε, D,
and k0. Recall we write V(m) for a vector (Vi)`i=1 of
pairwise disjoint, m-element subsets of V (Γ) = [n].
Recall pe = An−1+1/(`−1).

Proposition 9 Suppose A ≥ 2B0K0. Then almost
surely Γ has the following property. If V(m) and Γ(e) ⊂
Γ are such that

m ≥ n

2K0

and the pairs (Vi, Vi+1) are (ε,Γ(e), pe)-regular of den-
sity at least % for all 1 ≤ i ≤ `, then Γ(e)[V(m)] spans
a C`.

Proof. We shall make use of Lemma 5 and Proposi-
tions 7 and 8. Let B be such that

pe = Bm−1+1/(`−1).

Let V(m) and Γ(e) be as in the statement of our propo-
sition.

By the choices of B, C, and D, and by
Propositions 7 and 8, we may and shall suppose



that Γ(e)[V(m)] is an (ε, %,B,C,D; V(m),M)-graph,
where M is at least %pem2`.

Now notice that

B = pem
1−1/(`−1) = A(m/n)1−1/(`−1)

> B0(2K0m/n)1−1/(`−1) ≥ B0,

where the last inequality comes from m ≥ n/2K0.
Note that if n is sufficiently large, then m ≥ m0,
where m0 is as in Lemma 5.

By Lemma 5, the expected number of
(ε, %,B,C,D; V(m),M)-subgraphs in Γ(e) that
contains no cycle of length ` is, for a fixed V(m), at
most

αM
(

(`+ 2)m2

M

)
pe
M

≤
(
α

e(`+ 2)m2

M
pe

)M
≤
(

eα(`+ 2)
`%

)M
=
(

1
e

)M
≤ exp

{
−%pem2`

}
.

Summing over all choices for V(m), we deduce
that the expected number of (ε, %,B,C,D; V(m),M)-
subgraphs of Γ(e) with no C`, where V(m) is arbitrary,
is

≤ n`m exp
{
−%pem2`

}
≤ exp

{
(log n)m`− %pem2`

}
= o(n−3),

for all integers m and M ≥ %pem2`. Summing over all
choices for 1 ≤ m ≤ n and 1 ≤ M ≤

(
n
2

)
, we have a

factor of at most n3. Therefore, our result follows by
Markov’s inequality. �

For technical reasons that will become clear only
when we prove that Γ→ (C`,H) holds almost surely,
we shall need to know the number of certain edges that
occur in induced h-partite subgraphs of Γ.

We shall write W(m) for h-tuples (Wi)hi=1 of pair-
wise disjoint sets of vertices of Γ, each of cardinality m.

Proposition 10 Suppose A ≥ (h + 1)/eh. For all
W(m) = (Wj)hj=1 with n/ log n ≤ m ≤ n/h, the h-
partite subgraph of Γ induced by W(m) almost surely
spans at least

1
4
e(H)mhpH

edges that may be extended to non-spontaneous copies
of H in Γ with all its vertices within

U =
⋃

1≤j≤h

Wj .

Proof. Fix the h-tuple W = W(m) = (Wj)hj=1 of pair-
wise disjoint subsets of vertices of Γ of cardinality m
each and let U =

⋃h
j=1Wj be as in the statement of

our proposition. Define the random variable XW as
the number of hyperedges in Hn,pH with exactly one
vertex from each Wi.

The expectation of XW is EXW = mhpH . Using
Chernoff’s inequality we have

P

(
XW ≤

1
2
EXW

)
≤ exp

{
−1

8
EXW

}
≤ exp

{
−A

8
mhn−h+1+1/(`−1)

}
≤ exp

{
−A

8

(
n

log n

)h
n−h+1+1/(`−1)

}

≤ exp
{
−An

1+1/(`−1)

8(log n)h

}
,

and, as the number of choices for W = W(m) =
(Wj)hj=1 is at most 2hn, the probability that there
should exist W such that XW ≤ (1/2)EXW is smaller
than

exp
{(

h− An1/(`−1)

8(log n)h

)
n

}
= o(1).

That is, almost surely XW > (1/2)EXW.
The number of hyperedges deleted from Hn,pH to

get rid of short hypercycles is O(nω), for any func-
tion ω = ω(n) → ∞ as n → ∞. Therefore the
number of hyperedges induced by W in G is almost
surely ≥ (1/2)EXW − O(nω) ≥ (1/4)EXW. Each
such hyperedge gives e(H) edges of Γ. Notice that,
in fact, all these edges we have just considered are
edges that extend to non-spontaneous copies of H in Γ
within U , as required in our proposition. This com-
pletes the proof of our result. �

4.2.3 Small subgraphs of Γ

Given a vertex v ∈ V = [n], the number of hyperedges
of G that contain the vertex v will be called the hy-
perdegree of v in G, and will be denoted by dG(v). Let
us denote by G[U ] the sub-hypergraph of G induced
by U ⊂ [n]. Thus, G[U ] = {E ∈ G : E ⊂ U}.

Proposition 11 Let t be any fixed positive integer.
Then almost surely every subset U ⊂ V = [n]
with |U | ≤ t contains a vertex v whose hyperdegree
in Hn,pH , and hence in G, is at most 1, that is,
dG[U ](v) ≤ dHn,pH [U ] ≤ 1.



Proof. Let U ⊂ V be a subset of cardinality u. If U
induces m hyperedges and all vertices in U have hy-
perdegree at least 2, then m ≥ 2u/h. Thus

P

(
dHn,pH [U ](v) ≥ 2 all v ∈ U

)
≤ P

(
m ≥ 2u

h

)
≤
( (

u
h

)
d2u/he

)
pH
d2u/he

= O
(
n−2u+(2u/h)(1+1/(`−1))

)
.

Therefore, the probability that there should exist a
subset U ⊂ V violating our condition is(

n

u

)
O
(
n−2u+(2u/h)(1+1/(`−1))

)
= O

(
n−u+(2u/h)(1+1/(`−1))

)
. (4)

As ` ≥ 4, the quantity in (4) is o(1) for all h ≥ 3.
Hence such a set U almost surely does not exist, and
our result follows. �

5 Proof of Theorem 2

Suppose we are given integers ` ≥ 4 and t ≥ 1 and
a graph H ∈ C(`) of order h ≥ 3. In our proof, we
shall need a number of constants given by Lemmas 4,
5, and 6. First, let

k0 = k0(K2, C`,Kh) and c = c(K2, C`,Kh)

be the constants given by Lemma 6. Set

% =
c

2h+2
, α =

%`

e2(`+ 2)
, C = 4(`− 1)e(H),

and
D = e2e(H).

Next, let

ε = ε(`, α, %, C,D), B0 = B0(`, α, %, C,D),

and
m0 = m0(`, α, %, C,D)

be the constants whose existence is guaranteed by
Lemma 5, and let

η = η(ε, k0, D) and K0 = K0(ε, k0, D)

be the constants given by Lemma 4. We may assume
that ε < min{1/2, 2c}. Finally, let

A = max
{

2B0K0, (h+ 1)e−h
}
.

We now consider a certain family F = F(H) of
graphs Γ on V = [n]. First of all, our graphs Γ may be
written as a union of M copies of H, say H1, . . . ,HM ,
with M �

(
n
h

)
pH and with any two distinct Hi sharing

at most one vertex. In fact, for each Γ in our family, we
single out a specific family Hi (1 ≤ i ≤M), and refer
to these Hi as non-spontaneous copies of H in Γ. All
other copies of H in Γ are said to be spontaneous. Fur-
thermore, our graphs Γ =

⋃
1≤i≤M Hi ∈ F = F(H)

satisfy the following properties:

(P1) the hypergraph on V = [n] given by

G = {V (Hi) : 1 ≤ i ≤M}

has girth `;

(P2) Γ is (η,D, pe)-sparse and (pe, C, `)-locally-sparse;

(P3) for all V(m) = (V1, . . . , V`), where n/2K0 ≤
m ≤ n/k0, if Γ(e) ⊂ Γ[V(m)] is such that
the pairs (Vi, Vi+1) are (ε,Γ(e), pe)-regular of pe-
density at least % for all 1 ≤ i ≤ `, then Γ(e)

contains C`;

(P4) every W(m) = (W1, . . . ,Wh) with m ≥ n/ log n
induces

≥ 1
4
e(H)mhpH

edges of Γ that may be extended to non-
spontaneous copies Hi of H within

U =
⋃

1≤j≤h

Wj ;

(P5) all U ⊂ V = [n] with t vertices contains a
vertex vU that belongs to at most one non-
spontaneous copy Hi of H such that V (Hi) ⊂ U .

By Propositions 7–11 in §4.2, the family F = F(H)
is not empty. The fact that H belongs to C(`) to-
gether with (P1) imply the following additional prop-
erty, whose proof is postponed to §5.3.

(P6) Γ does not contain spontaneous copies of H.

Let us fix a graph Γ in F = F(H). We claim that this
choice for Γ will do in Theorem 2. We prove this claim
in §§5.1 and 5.2 below.

5.1 Proof of Γ→ (C`,H)

Let Γ(e) be the spanning subgraph of Γ defined
by colouring red exactly one edge from each non-
spontaneous copy Hi (1 ≤ i ≤ M) of H in Γ. We



shall show that Γ(e) contains a cycle C`. This clearly
proves that Γ→ (C`,H).

By (P2) we know that Γ(e) is (η,D, pe)-sparse. Ap-
plying Lemma 4 we get an (ε, k,Γ(e), pe)-regular par-
tition Π =

(
V0, V1, . . . , Vk

)
with k0 ≤ k ≤ K0. Denote

by m the common cardinality of the Vi (1 ≤ i ≤ k).
We have

n

2K0
≤ n

2k
≤ m ≤ n

k
≤ n

k0
.

Let Kk be the complete graph on V (Kk) =
{V1, . . . , Vk}, and consider the following 3-colouring of
the edges of Kk:

(a) colour {Vi, Vj} with 1 if (Vi, Vj) is not ε-regular,

(b) colour {Vi, Vj} with 2 if (Vi, Vj) is ε-regular of
density ≥ %,

(c) colour {Vi, Vj} with 3 if (Vi, Vj) is ε-regular of
density < %.

Since k ≥ k0, we have by Lemma 6 that in this colour-
ing of Kk there must be

(i) at least ck2 copies of K2 with all edges of colour
1, or

(ii) at least ck` copies of C` with all edges of colour
2, or

(iii) at least ckh copies of Kh with all edges of colour
3.

Note that (i) cannot hold, because the number of pairs
that are not ε-regular is ≤ ε

(
k
2

)
≤ 2c

(
k
2

)
< ck2. If (ii)

holds, any C` ⊂ Kk of colour 2 determines a vector,
say V(m) = (Vi)`i=1, of pairwise disjoint subsets of
vertices of Γ such that, according to (P3), will happily
give us a C` ⊂ Γ(e). Let us suppose that (iii) holds and
let us derive a contradiction. This will then force (ii)
to hold, completing our proof.

The number of edges in Γ(e) that belong to
the EΓ(e)(Vi, Vj) that correspond to colour 3 edges
from Kk is∑{

eΓ(e)(Vi, Vj) : {Vi, Vj} ∈ E(Kk) of colour 3
}

<

(
k

2

)
%pem

2 ≤
(
k

2

)
%pe

(n
k

)2

<
1
2
%An1+1/(`−1) <

c

2h+3
An1+1/(`−1). (5)

On the other hand, by (iii), we have at least ckh copies
of Kh that are monochromatic of colour 3 in Kk. Fix
one such Kh, and let J be the h-partite subgraph of Γ

naturally associated with this Kh. Each vertex class
of J has m ≥ n/2K0 ≥ n/ log n vertices.

By Property (P4), we know that J spans ≥
(1/4)e(H)mhpH edges that may be extended to non-
spontaneous copies of H within V (J). Therefore,
we have ≥ (1/4)mhpH non-spontaneous copies of H
within J , and hence we have ≥ (1/4)mhpH edges
from Γ(e) within J . Finally, note that if we have two
distinct Kh monochromatic of colour 3 in Kk, then
each ‘contributes’ with ≥ (1/4)mhpH distinct edges
in our edge count for Γ(e). Indeed, this comes from
our somewhat peculiar definition of the edges that
are counted in (P4), and the fact that any two non-
spontaneous copies Hi of H in Γ have no common
edges.

Since we have ≥ ckh copies of Kh that are
monochromatic of colour 3 in Kk, we have at least

ckh
1
4
mhpH ≥ ckh

1
4

( n
2k

)h
An−h+1+1/(`−1)

≥ c

2h+2
An1+1/(`−1) (6)

edges that belong to the EΓ(e)(Vi, Vj) that correspond
to colour 3 edges from Kk. However, inequalities (5)
and (6) contradict each other, and hence we may con-
clude that (iii) cannot hold. This completes our proof
of the fact that Γ→ (C`,H).

5.2 Proof of Γ 6→t (C`,H)

In this section we prove, by induction in |U |, that
any induced subgraph Γ[U ] on at most t vertices is
not Ramsey for the pair (C`,H). Let U ⊂ V = [n].
If |U | < max{`, h} then, clearly, Γ[U ] 6→ (C`,H).

Let us suppose that max{`, h} ≤ |U | ≤ t and that in
any subset U ′ ⊂ V of smaller cardinality the induced
subgraph is not Ramsey for the pair (C`,H). By (P5)
there exists a vertex vU that belongs to at most one
non-spontaneous copy Hi of H in Γ such that V (Hi) ⊂
U ; for convenience, let Hi0 be this Hi if it exists. Now,
fix a red-blue edge-colouring of Γ[U\{vU}] with neither
a red copy of C` nor a blue copy ofH. Such a colouring
exists by the induction hypothesis.

Colouring red only one edge e incident to vU does
not create a red C` in Γ[U ]. The other edges incident
to vU we colour blue. Note that we may choose the
edge e in such a way that we do not create a blue copy
of H: it suffices to pick e from Hi0 (if it exists; oth-
erwise the choice is arbitrary). With this choice, if we
do create a blue copy of H in Γ[U ], then we must have
a spontaneous copy of H in Γ[U ] ⊂ Γ. However, spon-
taneous copies of H do not exist by (P6) and hence we



have indeed found a colouring of Γ[U ] without a red C`

and without a blue H. This completes the induction
step and the proof is complete.

5.3 On the property (P6)

Let us consider a graph Γ =
⋃

1≤i≤M Hi in the fam-
ily F = F(H), with H ∈ C(`). We wish to show that Γ
does not contain spontaneous copies of H. We shall
deduce this from (P1) in the definition of the fam-
ily F = F(H). The reader will see that this is not
particularly difficult to prove, but we shall present a
detailed proof.

The proof is by contradiction. Suppose H̃ is a spon-
taneous copy of H in Γ. Let Ẽ = V (H̃) and Ei =
V (Hi) (1 ≤ i ≤ M). Recall that (P1) states that
the hypergraph G = {Ei : 1 ≤ i ≤ M} has girth `.
Note that this implies that all the Hi are induced sub-
graphs of Γ, as ` > 2. Since H̃ is spontaneous, it
follows that Ẽ 6∈ G.

Below, we shall often use the following fact: if e
is an edge of Γ =

⋃
1≤i≤M Hi, then e ∈ E(Hi) for a

uniquely determined index 1 ≤ i = i(e) ≤M . Clearly,
the uniqueness of i = i(e) follows from the fact that G
is a linear hypergraph.

We shall call a cycle C in H̃ useful if it has edges
in at least two distinct Hi (1 ≤ i ≤M).

Claim 12 The graph H̃ contains a useful cycle.

Proof. Let x ∈ Ẽ be an arbitrary vertex in Ẽ = V (H̃),
and let e = {x, x′} be an edge of H̃ incident to x.
Let 1 ≤ i0 = i0(e) ≤ M be such that e ∈ E(Hi0). We
cannot have Ẽ ⊂ Ei0 = V (Hi0) ∈ G. Let y ∈ Ẽ \ Ei0 ,
and let f = {y, y′} be an edge of H̃ incident to y.
There is a unique 1 ≤ j0 = j0(f) ≤ M with f ∈
E(Hj0). Clearly, j0 6= i0.

As H is 2-connected, the edges e = {x, x′} ∈
E(Hi0) and f = {y, y′} ∈ E(Hj0) lie on a cycle of H̃.
Thus H̃ contains a cycle that has edges in distinct Hi,
as claimed. �

Let us now observe that any useful cycle C ⊂ H̃
may be written as a concatenation of q = q(C) ≥ 2
paths P1, . . . , Pq such that

(i) each Pi (1 ≤ i ≤ q) has at least one edge,

(ii) each Pi (1 ≤ i ≤ q) is contained in an Hj ,
where j = j(i) is uniquely determined,

(iii) we have j(i − 1) 6= j(i) for all 1 ≤ i ≤ q, where
the indices i are taken modulo q.

Let C0 ⊂ H̃ be a useful cycle of minimal length, and
put q0 = q(C0).

Recall that we write Ej for V (Hj) ∈ G (1 ≤ j ≤
M). Consider the cyclic sequence Ej(1), . . . , Ej(q0) of
hyperedges of G determined by C0 (see (ii) above).
A moment’s thought now shows that there must be a
segment of this sequence with q′ elements (2 ≤ q′ ≤ q0)
that forms a hypercycle in G. Since G has girth `, we
have q0 ≥ q′ ≥ `. Because of (i) above, we have
that C0 has length ≥ q0 ≥ `.

We now use the definition of the family C(`) and the
fact that H̃ ∈ C(`) to deduce that the cycle C0 ⊂ H̃

must have a chord, say c ∈ E(H̃). This chord c belongs
to some Hi (1 ≤ i ≤ M), say Hi(c). Recall C0 is
a useful cycle, and let i(1) 6= i(2) be such that C0

contains edges from both Hi(1) and Hi(2). Adjusting
the notation, we may further assume that i(c) 6= i(1).

Let C1 and C2 be the two cycles sharing the chord c
that together form C0 + c. By adjusting the notation
again, we may assume that there is an edge of Hi(1)

in C1. Since c ∈ E(C1) ∩ E(Hi(c)) and i(c) 6= i(1),
the cycle C1 ⊂ H̃ is useful. As C1 is shorter than C0,
we have a contradiction to the choice of C0. This con-
tradiction shows that no spontaneous copy of H may
occur in Γ, and our proof is complete.

6 Concluding remarks

Our proof of the fact that the Ramsey property Γ →
(C`,H) holds almost surely follows [8] closely, al-
though the random graph Γ presents some different
technical difficulties (in [8], Ramsey properties of the
usual binomial random graph Gn,p are investigated).
The construction of Γ has already been used to prove
Ramsey type results for orderings and vertex colour-
ings (see, e.g., Nešetřil and Rödl [11]).

The strong assumption given by property (P6) was
crucial in our proof of the fact that Γ 6→t (C`,H) holds
almost surely. It was in fact (P6) that led us to re-
strict H to 2-connected graphs without long induced
cycles. It would be very interesting to drop this hy-
pothesis on long cycles, or at least find further natural,
weaker conditions that ensures (P6) given that (P1)
holds.

Going in another direction, we mention that Burr,
Faudree, and Schelp [4] proved that (G,H) is Ramsey-
infinite if all the pairs (Gi,Hj) are Ramsey-infinite,
where the Gi are the blocks of G and the Hj are the
blocks of H.

We close by mentioning that we have in fact proved
a stronger Ramsey property for Γ. Indeed, we proved



that, almost surely, Γ is such that, in any colouring
of its edges with red and blue, either there is an in-
duced C` all the edges of which are coloured red, or
else there is an induced copy ofH all the edges of which
are coloured blue. Therefore, we have proved that the
pair (C`,H) is what is called strong-Ramsey-infinite.
This concept has been investigated in Burr [1], Burr,
Faudree, and Schelp [4], and Nešetřil and Rödl [12],
among others.
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