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For a constant t ≥ 1, a t-spanner of a connected graph G is a spanning subgraph of G
in which the distance between any pair of vertices is at most t times its distance in G . 
This concept, introduced by Peleg and Ullman in 1989, was used in the construction of an 
optimal synchronizer for the hypercube. We address the problem of finding a t-spanner 
with minimum number of edges. This problem is called the minimum t-spanner problem
(MinSt ), and is known to be NP-hard for every t ≥ 2 even on bounded-degree graphs. Our 
main contribution is to improve the previous results, by showing that MinSt is NP-hard 
even on planar graphs with maximum degree at most 4 (resp. 5) when t ≥ 4 (resp. t = 3). 
We also show that with a slight modification of a result presented by Kobayashi (2018),
MinS2 remains NP-hard on planar graphs with maximum degree 7.

© 2023 Elsevier B.V. All rights reserved.

1. Introduction

Throughout this text, we consider that the input graph is always connected and may have multiple edges linking the 
same pair of vertices, but has no loops (even if this is not stated explicitly). The distance between two vertices u and v in 
a graph G is the minimum length of a path between u and v in G , and it is denoted by dG (u, v). Let t ≥ 1 be a rational 
constant. A t-spanner of a graph G is a spanning subgraph H of G in which the distance between any pair of vertices is at 
most t times its distance in G . That is, dH (u, v) ≤ t · dG(u, v), for all u, v ∈ V .

In 1985, Awerbuch [2] designed an efficient simulation technique, called a synchronizer, for distributed algorithms in 
asynchronous networks. Peleg & Ullman [15], in 1989, introduced the concept of spanners and studied its relation with 
the synchronizer of a given network. They constructed a 3-spanner of a hypercube which implies an optimal synchronizer 
for this kind of network. After that, spanners have appeared in multiple practical applications, such as distributed systems 
and communication networks (synchronization, building succint and efficient routing tables [16], distance oracles [17,3], 
roadmap planning [20]), computational geometry, robotics, etc. We refer the interested reader to Ahmed et al. [1] for an 
extensive literature review on graph spanners.

We address the Minimum t-spanner problem (MinSt ), also known as the sparsest t-spanner problem. Given a graph G , 
this problem seeks a t-spanner of G with minimum number of edges. As noted by Cai & Corneil [8], it suffices to study
MinSt only when t is an integer number (since from a result for this case we may derive results for the case t is a rational 
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Table 1
Computational complexity of MinSt on subclasses of perfect graphs.

Graph class t = 2 t = 3 t = 4 t ≥ 5

chordal NP-hard [19] NP-hard [19] NP-hard [19] NP-hard [19]
strongly chordal open open P [5] P [5]
interval open P [13] P [13] P [13]
split NP-hard [19] P [19] P [19] P [19]
permutation open P [13] P [13] P [13]

bipartite P NP-hard [7] NP-hard [7] NP-hard [7]
chordal bipartite P open open NP-hard [6]
ATE-free P P [6] P [6] P [6]
convex bipartite P P [19] P [19] P [19]

Table 2
Computational complexity of MinSt on graphs with maximum degree at most k. All 
hardness results remain valid on planar graphs. The shaded cells indicate the results 
we obtained (some combined with previously known ones).

max degree ≤ k t = 2 t = 3 t = 4 t ≥ 5

k = 3 P [9] P [11] open open
k = 4 P [9] open NP-hard NP-hard
k = 5 open NP-hard NP-hard NP-hard
k = 6 open NP-hard [12] NP-hard [12] NP-hard
k = 7 NP-hard NP-hard [12] NP-hard [12] NP-hard
k = 8 NP-hard [12] NP-hard [12] NP-hard [12] NP-hard
k ≥ 9 NP-hard [9] NP-hard [9] NP-hard [9] NP-hard [9]

number). The first computational complexity result on MinSt was established in 1989 by Peleg & Schäffer [14], who showed 
that MinS2 is NP-hard. In 1994, Cai [7] showed that MinSt is NP-hard for t ≥ 2, extending the previous result. Since then, 
the complexity of MinSt has been investigated in subclasses of perfect graphs. We summarize in Table 1 the main results 
in this line of research. Regarding this table, we make the following observations. First, a t-spanner of a bipartite graph, 
for t even, must be a (t − 1)-spanner of the graph. Second, if a graph admits a t-spanner that is a tree, this is a minimum 
t-spanner for the graph. Deciding whether a graph admits such tree is known as the Tree t-spanner problem (TreeSt ) in the 
literature. Thus, given a class of graphs, we can derive further implications for MinSt by showing either that (a) TreeSt is 
NP-hard; or that (b) every graph (in the class) admits a tree t-spanner, and that we can find such tree in polynomial time. 
These observations imply some of the results that are shown in Table 1.

We focus on the computational complexity of MinSt on bounded-degree graphs. We denote by �(G) the maximum 
degree of a graph G (and write simply � when referring to an arbitrary graph). A first result on this class was obtained 
by Cai & Keil [9] in 1994. They showed that MinS2 can be solved in polynomial time if � ≤ 4. Moreover, they showed that
MinSt is NP-hard when t ≥ 2 and � ≤ 9. Recently, Kobayashi [12] improved this result showing that, even on planar graphs,
MinSt is NP-hard when t = 2 and � ≤ 8; and also when 3 ≤ t ≤ 4 and � ≤ 6. Inspired by the results obtained by Kobayashi, 
we were able to improve these results showing that MinSt on planar graphs is NP-hard when t = 2 and � ≤ 7; when t = 3
and � ≤ 5; and also when t ≥ 4 and � ≤ 4. In Table 2, we summarize the main results known in the literature regarding 
the computational complexity status of MinSt on bounded-degree graphs.

In what follows, we describe the organization of this text. In Section 2, we present the main concepts and results that will 
be used here. In particular, we define the dominating set with degree-k-constraint problem (DSCk), which plays an important 
role in the NP-hardness proofs of MinSt on planar graphs. In Section 3, we show that DSC5 is NP-hard on plane graphs 
with face-degree at most five. This result implies that MinS3 is NP-hard on planar graphs with maximum degree at most 
five. We also observe that, by slightly modifying the reduction given by Kobayashi, we can improve his result for MinS2. In 
Section 4, we improve the previously known result for t ≥ 4, showing that MinSt remains hard even if � ≤ 4. Finally, in 
Section 5, we mention some concluding remarks and directions for future work.

2. Preliminaries

Let G = (V , E) be a graph. The length of a path or cycle in G is its number of edges. Let S ⊆ V . We denote by E(S) the 
set of edges in G with both ends in S . We say that S is a vertex cover of G if every edge in G has at least one of its ends in 
S , that is, E(V \ S) = ∅. We say that S is a dominating set of G if, for every vertex v ∈ V \ S , there exists a vertex in S that 
is adjacent to v .

In the minimum vertex cover problem (VCover), the aim is to find a vertex cover of minimum cardinality. In the minimum 
dominating set (DomS) problem, one seeks a dominating set of minimum cardinality. In this text, we are interested in the 
following generalization of DomS, called minimum dominating set with degree-k-constraint problem (DSCk), in which one seeks 
a dominating set of minimum cardinality that contains every vertex of degree at least k in the graph. For simplicity, we use 
the short notation dsck to refer to a set that is a feasible solution to DSCk .
2
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Fig. 1. a) a nearly 4-edge-connected plane graph G; b) the dual graph G∗ (in red); and c) a minimum 2-spanner of G∗ (the subgraph induced by the thick 
red edges). (For interpretation of the colors in the figure(s), the reader is referred to the web version of this article.)

It is known that DomS is NP-hard on planar subcubic graphs [10]. We note that DomS on subcubic planar graphs can be 
reduced to DSCk , for k ≥ 5, as follows. Let G be a planar graph such that �(G) ≤ 3, and let K1,k be the star on k +1 vertices. 
Now, let H be the graph obtained from G ∪ K1,k by linking a vertex in G to a vertex of degree one in K1,k . Observe that any
dsck of H contains the center of K1,k . Then, a minimum dsck of H , when restricted to G , is a minimum dominating set of 
G . Therefore, DSCk is NP-hard on planar graphs, for k ≥ 5.

Let G = (V , E) be a connected graph, and let X ⊆ V . We denote by δG (X) the set of edges in E with one end in X and 
the other in V \ X . Moreover, δ(G) denotes the minimum degree of G . Let k ≥ 2 be a positive integer. We say that G is 
nearly k-edge-connected if it satisfies the following two conditions:

(i) δ(G) ≥ k − 1, and
(ii) for every X ⊆ V , if |δG(X)| ≤ k − 1, then |X | = 1 or |V \ X | = 1.

Kobayashi [12] showed the following important result that relates DSCt+2 on a nearly (t + 2)-edge-connected planar 
graph G to MinSt on its dual graph G∗ .

Theorem 1 (Kobayashi, 2018). Let G = (V , E) be a nearly (t + 2)-edge-connected plane graph, and let G∗ be its dual. Then, DSCt+2

on G can be reduced in polynomial time to MinSt on G∗ . Furthermore, if D∗ (resp. S∗) is a minimum dsct+2 (resp. minimum t-spanner) 
of G (resp. G∗), we have that

|E(S∗)| = |D∗| − |V | + |E|.

We show, in Fig. 1, an example of a nearly 4-edge-connected plane graph G , its dual graph G∗ (in red) and a minimum 
2-spanner of G∗ (the subgraph induced by the thick red edges). The vertex in blue is a minimum dsc4 of G .

We recall that the dual graph G∗ of a plane graph G is also planar. Furthermore, the degree of a vertex in G∗ is the 
number of edges on the boundary of the face f that corresponds to it in G . We call this number the face-degree of f . 
Kobayashi [12] showed that, for k ∈ {5, 6}, DSCk is NP-hard on nearly k-edge-connected plane graphs whose face-degree is 
at most six. By Theorem 1 and the previous observation, we have the following.

Theorem 2 (Kobayashi, 2018). For t ∈ {3, 4}, MinSt is NP-hard on planar graphs G with �(G) ≤ 6.

To derive hardness results for MinSt on graphs with smaller maximum degree, we follow the same approach. For that, 
we show NP-hardness results for DSCk on plane graphs with smaller face-degree.

3. Improved hardness results for MINS3 and MINS2

We show first that DSC5 is NP-hard on nearly 5-edge-connected plane graphs with face-degree at most five. To this end, 
we show a reduction from VCover to DSC5.

Uehara [18] showed that VCover is NP-hard on planar 3-connected cubic simple graphs. As noted by Kobayashi [12], 
we can extend this result to k-regular planar multigraphs, for every k ≥ 3. To see this, consider a planar 3-connected cubic 
graph G . By Petersen’s Theorem [4], G has a perfect matching, say M . Let G ′ be the graph obtained from G by adding k − 3
parallel edges, for each edge in M . Note that G ′ is planar, 3-connected and k-regular. Moreover, every vertex cover of G is a 
vertex cover of G ′ , and vice versa. Thus, the following holds.

Corollary 1 (Kobayashi, 2018). VCover is NP-hard on planar 3-connected k-regular multigraphs, for every k ≥ 3.
3
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Fig. 2. a) the graph He ; and b) the graph obtained from He after adding vertices and edges.

We note that the above result refers to VCover on k-regular multigraphs, k ≥ 3, and the reduction from VCover to DSC5
— to be shown in what follows — will lead to multigraphs of bounded face-degree. As we mentioned, the latter is related to
MinSt (cf. Theorem 1), and this way we will be able to show hardness of MinSt on bounded-degree graphs. It is immediate 
that MinSt on a multigraph can be solved on its underlying simple graph. Thus when reducing to MinSt , it does not matter 
whether we obtain a multigraph.

Definition of D5-reduction of G , where G is a 3-connected 4-regular graph

Let G = (V , E) be a plane 3-connected 4-regular graph, and let F be the set of faces of G . The D5-reduction of 
G is the planar graph G ′ = (V ′, E ′) obtained from G as follows. For each face F ∈ F , we create a vertex v F . Let 
VF = {v F : F ∈ F} be the set of these vertices. For each edge e = uv ∈ E , let He be the graph with vertex set 
V (He) = {u, we

1, w
e
2, w

e
3, w

e
4, w

e
5, w

e
6, w

e
7, v} and edge set as shown in Fig. 2 a). To obtain G ′ , first we replace each edge e, 

in G , with He . After that,

(i) for i ∈ {1, 2, 3, 4, 6, 7}, we add vertices xe
i and ye

i ;
(ii) we link we

i to xe
i and ye

i , for i ∈ {1, 2, 6, 7}; and
(iii) add the edge set {we

5xe
3, w

e
5xe

4, w
e
3 ye

3, w
e
4 ye

4, x
e
2xe

3, x
e
4xe

6}.

Since G is 3-connected, every edge e ∈ E belongs to the boundary of exactly two faces, say F and F ′ , of G . We continue 
the construction of G ′ by linking the vertices xe

i to v F by two parallel edges. Analogously, we link ye
1 and ye

7 to v F ′ by two 
parallel edges. Next, we link ye

i to v F ′ by three parallel edges, for i ∈ {2, 3, 4, 6}. We show an example of this construction 
in Fig. 2 b). The wavy edges and dotted edges represent two and three parallel edges, respectively.

Before we conclude the construction, we recall that our objective is to restrict the face-degree of G ′ . As one can see in 
Fig. 2 b), this is valid locally for every gadget that replaces an edge e ∈ E . We observe that this is not true when we consider 
two adjacent gadgets that contain the same vertex v F ∈ VF . To forbid this, let us first introduce the following definition. 
Let e and f be distinct edges in E . We say that xe

i and x f
j are close if

1. xe
i and x f

j are both adjacent to a vertex v F ∈ VF , and

2. we and w f are both adjacent to a vertex u ∈ V .
i j

4
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Fig. 3. Configuration obtained from face F after adding edges between close vertices.

Analogously, we extend this definition to pairs of vertices xe
i , y f

j and ye
i , y f

j . To finish the construction of G ′ , we link 
every pair of close vertices by a single edge. In Fig. 3, we show the configuration obtained from face F after adding the 
edges between close vertices (depicted by the wavy edges). In this figure, we omit the vertices and edges inside the cycle 
(depicted by the shaded pentagon) defined by the vertices we

1, xe
1 (resp. ye

1), v F , xe
7 (resp. ye

7), and we
7. We observe that G ′

satisfies the following properties:

a) every vertex in V ′ \ VF has degree 4, and
b) every face has face-degree at most 5.

In what follows, we show that G ′ is nearly 5-edge-connected.

Lemma 1. Let G be a 3-connected 4-regular plane graph, and let G ′ be the D5-reduction of G. Then, G ′ is nearly 5-edge-connected.

Proof. Let G = (V , E) and G ′ = (V ′, E ′). We have already argued that δ(G ′) ≥ 4. Thus, we only need to show that if

δG ′(X) ≤ 4, then |X | = 1 or |V ′ \ X | = 1. (1)

Let X ⊆ V ′ be one such set. First, we show that either VF ⊆ X or VF ⊆ V ′ \ X . Let F1 and F2 be two faces in F that share 
an edge e ∈ E . As shown in Fig. 2 b) (considering F1 = F and F2 = F ′), there are six edge-disjoint paths between v F1 and v F2

(each one going through a vertex xe
i ). Thus, either {v F1 , v F2 } ⊆ X or {v F1 , v F2 } ⊆ V ′ \ X . Applying the previous argument 

on each pair of adjacent faces, we have that VF ⊆ X or VF ⊆ V ′ \ X . By symmetry, we may suppose that VF ⊆ V ′ \ X . 
Thus, we only need to show that |X | = 1. Observe that, if we show that X is an independent set, then we may conclude 
that |X | = 1, since δ(G ′) ≥ 4. Thus, it suffices to show the following:

for every edge ab ∈ E ′, we have |{a,b} ∩ X | ≤ 1. (2)

Let ab be an edge of E ′ . Since VF ⊆ V ′ \ X , we may suppose that a and b belong to V ′ \ VF . We will show that there exist 
at least five edge-disjoint paths between {a, b} and VF which implies (2). To shorten notation, we write edps to refer to 
edge-disjoint paths. We distinguish the following cases.

Case 1: a = xe
i and b = we

i , for i /∈ {3, 4}.
Note that every vertex xe

i has three edps linking it to some vertex v F ∈ VF . Two of them are parallel edges, and the 
other one contains a neighbor xe

j (or a close neighbor x f
j ). Similarly, the vertex we

i has three additional edps linking it to 
v F ′ , where F ′ is the face that shares the edge e with the face F .

We observe that analogous arguments as above show that there exists six edps between VF and each of the following 
sets: {we

5, x
e
4}, {we

5, x
e
3}, and {we

i , y
e
i }, for i ∈ {1, . . . , 7}.

Case 2: a = we
i and b = we

i+1, for i /∈ {4, 5}.
If i < 3 or i > 5, the vertex we

i has three edps: the first contains the edge we
i xe

i , the second contains the edge we
i ye

i , and 
the third contains the vertex we

i−1 (or a vertex in V (G)). A similar argument shows that we
i+1 has three additional edps. 

We show an example for the case i = 2 in Fig. 4 a). Observe that, in the case i = 3, we and we are not adjacent to a vertex 
3 4

5
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Fig. 4. a) Six edge-disjoint paths between {we
2, we

3} and VF ; and b) five edge-disjoint paths between {we
3, we

5} and VF . The green arcs indicate the edges 
that belong to those paths.

xe
i . In this case, we can use the paths 〈we

3, w
e
5, x

e
3, v F 〉 and 〈we

4, w
e
5, x

e
4, v F 〉 to obtain six edps. We observe that a similar 

argument applies to the case a = we
4 and b = we

6.

Case 3: a = we
i and b = u, for u ∈ V .

In this case u has three edps that do not use the edge uwe
i . Each one contains one of the edges incident to u (different 

from we
i u). Moreover, we

i has three additional edps: the first one contains xe
i , the second one contains ye

i , and the last one 
contains either we

i−1 or we
i+1 (depending on which vertex exists).

Case 4: a = xe
i and b = xe

i+1 (or a and b are close neighbors).
The vertex xe

i has three edps: two parallel edges linking it to a vertex v F ∈ VF , and another path that contains the 
vertex we

i and links xe
i to v F ′ , where F ′ is the face that shares edge e with F . An analogous argument shows that xe

i+1 has 
three additional edps.

Case 5: ab = we
3 we

5 or ab = we
4 we

5.
Without loss of generality, suppose that a = we

3 and b = we
5. Then, we have two edps linking we

5 to a vertex v F ∈ VF . 
One contains the vertex xe

3 and the other contains the vertex xe
4. Additionally, we have three edps linking we

3 to v F ′ , where 
F ′ is the face that shares the edge e with the face F . Thus, in total we have five edps. We depict this case in Fig. 4 b). �

Next, we show the relation between a vertex cover of G and a dsc5 in G ′ . Since every vertex in VF has degree at least 
five, this set of vertices must be included in every dsc5 of G ′ . A key observation to show the correctness of our reduction is 
6
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the following. There exists a minimum dsc5 of G ′ that, when restricted to He , induces a minimum dominating set of it that 
contains one of the ends of e, for every e ∈ E . To show that, the following result is important.

Lemma 2. Let e ∈ E and D ⊆ V (He) be a set that dominates {we
i : 1 ≤ i ≤ 7}. Then, |D| ≥ 3 and |D ∩ {we

i : 1 ≤ i ≤ 7}| ≥ 2.

Proof. First, since D dominates we
1, we

5 and we
7, it contains at least one vertex in each of the following sets: {u, we

1, we
2}, 

{we
3, w

e
4, w

e
5} and {we

6, w
e
7, v}. As the previous sets are disjoint, we have that |D| ≥ 3. As D dominates we

2 and we
6, then 

D contains at least one vertex in the following sets: {we
1, we

2, w
e
3} and {we

4, w
e
6, w

e
7}. As these sets are disjoint and do not 

contain u or v , we have that |D ∩ {we
i : 1 ≤ i ≤ 7}| ≥ 2. �

The following result shows that there is a minimum dsc5 of G ′ that induces a minimum vertex cover of G .

Proposition 1. Let G = (V , E) be a 3-connected 4-regular plane graph, and let G ′ be the D5-reduction of G. Moreover, let D∗ be a 
minimum dsc5 of G ′ , and let C∗ be a minimum vertex cover of G. Then,

|D∗| = |C∗| + |F | + 2|E|,
where F is the set of faces of G.

Proof. First, since every vertex v F has degree greater than four, we have that VF ⊆ D∗ . Furthermore, if xe
i (resp. ye

i ) belongs 
to D∗ , we can exchange xe

i (resp. ye
i ) with we

i to obtain another minimum dsc5 of G ′ . This follows from the fact that VF
dominates every vertex xe

i and ye
i , and the vertex we

i is the unique neighbor of xe
i (or ye

i ) that is not already dominated by 
VF . Thus, we may suppose that

D∗ \ VF ⊆ V ∪ {we
i : 1 ≤ i ≤ 7, e ∈ E}. (3)

In what follows, we show that there exists an optimal solution D∗ that induces a vertex cover of G , such that

D∗ ∩ {u, v} = ∅, for each uv ∈ E. (4)

Let e = uv ∈ E , and consider He . Let D∗
e = D∗ ∩ V (He). Since the neighborhood of each we

i is contained in V (He), (3) implies 
that D∗

e is a dominating set of {we
i : 1 ≤ i ≤ 7}. Thus, by Lemma 2, we have that |D∗

e | ≥ 3. In the case that D∗
e ∩ {u, v} = ∅, 

we can exchange D∗
e with {u, we

3, w
e
7} since this set also dominates He . Therefore, we may suppose that (4) holds.

Let C = D∗ ∩ V . Finally, by Lemma 2, D∗
e = D∗ ∩ V (He) contains at least two vertices in {we

i : 1 ≤ i ≤ 7}, for each edge 
e ∈ E . That is, |D∗ ∩ {we

i : 1 ≤ i ≤ 7}| ≥ 2, for each e ∈ E . The previous arguments imply that

|D∗| ≥ |C | + |F | + 2|E|
≥ |C∗| + |F | + 2|E|,

where C∗ is a minimum vertex cover of G . To show the reverse inequality, we construct a set D that is a dsc5 of G ′ , as 
follows.

a) first, let D = VF ∪ C∗ ,
b) then, for each edge e = uv ∈ E , add {we

3, w
e
7} to D if u ∈ C∗ , otherwise add {we

4, w
e
1}.

Since |D∗| ≤ |D| = |C∗| + |F | + 2|E|, the claim follows. �
Since G ′ is nearly 5-edge-connected with face-degree at most 5, by Proposition 1 and Corollary 1, we have the following.

Proposition 2. DSC5 is NP-hard on nearly 5-edge-connected plane graphs whose face-degree is at most 5.

Combining Theorem 1 and Proposition 2, we obtain the following result.

Theorem 3. MinS3 is NP-hard on planar graphs G with �(G) ≤ 5.

We conclude this section with the following remark. Our idea of linking close neighbors is used to control the face-
degree of G ′ . To see this, just consider removing a wavy edge in Fig. 3. We observe that this idea can be used in the 
construction given by Kobayashi [12] to improve his result for DSC4. In fact, in his construction, the boundary of every face 
inside the gadget (that replaces each edge of G) contains at most six edges. A boundary with eight edges appears when 
we consider a face that contains v F and two close neighbors. Since in the original construction the vertices xe

i are linked 
to v F by at least two parallel edges, we can exchange one of these edges to link a pair of close neighbors. This situation 
is depicted in Fig. 5. We leave to the reader to check that, after this modification, the reduction of Kobayashi [12] remains 
valid, and conclude that the following holds.
7
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Fig. 5. Linking close neighbors.

Theorem 4. MinS2 is NP-hard on planar graphs G with �(G) ≤ 7.

4. Improved hardness result for MINSt , t ≥ 4

As in the previous section, we first improve the hardness results for DSCk , k ≥ 6, showing that it remains NP-hard on 
plane graphs whose face-degree is at most 4. Similarly, we reduce VCover on planar graphs to DSCk , k ≥ 6, on planar nearly 
k-edge-connected graphs.

Regarding the gadget of the previous section, the main changes in this case are the following. We create copies of xe
i and 

ye
i in order to satisfy the degree lower bound for each vertex we

i . Moreover, we contract every pair of close vertices and 
add edges to forbid the appearance of faces with face-degree greater than 5, in particular, when we consider gadgets that 
correspond to adjacent edges in G . To achieve this, it is crucial that δ(G ′) ≥ k − 1 ≥ 5. In what follows, we formalize our 
construction.

As in the previous section, G = (V , E) denotes a 3-connected (k − 1)-regular plane graph, and F denotes the set of faces 
of G . For k ≥ 6, the Dk-reduction of G is the planar graph G ′ = (V ′, E ′) obtained as follows. First, we create a vertex v F for 
each face F ∈F . Then, we replace each edge e = uv ∈ E by He . Let � := �(k − 3)/2� and c := �(k − 3)/2�. For each e ∈ E , we 
add the following set of vertices:

X A = {
xe

i, j : i ∈ {1,7}, j ∈ {1, . . . , c − 1}},
XB = {

xe
i, j : i ∈ {2,6}, j ∈ {1,2, . . . , c}},

XC = {
xe

5, j : j ∈ {1,2, . . . ,k − 3}},
Y A = {

ye
i, j : i ∈ {1,7}, j ∈ {1, . . . , � − 1}},

Y B = {
ye

i, j : i ∈ {2,6}, j ∈ {1, . . . , �}},
YC = {

ye
i, j : i ∈ {3,4}, j ∈ {1, . . . ,k − 5}}.

We observe that when k = 6, we have Y A = ∅. In what follows, we denote by C F the cycle that is the boundary of the 
face F ∈ F in G . For each F ∈ F and each u ∈ V (C F ), we add a vertex zu

F to G ′ . Let Z = {zu
F : F ∈ F , u ∈ V (C F )}. Now, we 

add edges in the following way:

(i) we link we
i to the vertices xe

i, j and ye
i, j , for i ∈ {1, 7} and j ∈ {1, . . . , c − 1};

(ii) we link we
i to the vertices xe

i, j and ye
i, j , for i ∈ {2, 6} and j ∈ {1, . . . , c};

(iii) we link we
5 and each vertex in XC ;

(iv) we link we
i and ye

i, j , for i ∈ {3, 4} and j ∈ {1, . . . , k − 5};
(v) we link we

3 (resp. we
4) and xe

5,1 (resp. xe
5,k−3);

(vi) we link xe
1,c−1 and xe

2,1; xe
2,c and xe

5,1; xe
5,k−3 and xe

6,1; xe
6,c and xe

7,1;
(vii) we link ye

1,�−1 and ye
2,1; ye

2,� and ye
3,1; ye

3,k−5 and ye
4,1; ye

4,k−5 and ye
6,1; ye

6,� and ye
7,1.

Next, we describe how we link the vertices of Z in G ′ . Let F and F ′ be the faces whose boundaries contain e = uv . We 
link both zu

F and zv
F to v F by k − 3 edges. On the other hand, if k = 6, we link both zu

F ′ and zv
F ′ to v F ′ by k − 4 edges, 

otherwise we link them by k − 3 edges to v F ′ . Without loss of generality, suppose that we
1 (resp. we

7) is adjacent to u (resp. 
v) in He . In case k = 6, we link zu

F ′ (resp. zv
F ′ ) to ye

2,1 (resp. ye
6,1). Finally, we link the vertices zu

F and zu
F ′ (resp. zv

F and zv
F ′ ) 

to we (resp. we ).
1 7

8



R. Gómez, F.K. Miyazawa and Y. Wakabayashi Theoretical Computer Science 947 (2023) 113691
Fig. 6. Gadgets used to obtain the Dk-reduction G ′ for a) k = 6; and b) k = 7.

To conclude the construction of G ′ , we link every xe
i, j (resp. ye

i, j ) to v F (resp. v F ′ ) by (multiple) edges such that xe
i, j

(resp. ye
i, j) achieves degree k − 1 in G ′ . We show an example for k = 6 and k = 7 in Fig. 6. We now show that G ′ is nearly 

k-edge connected.

Lemma 3. Let G be a 3-connected (k − 1)-regular plane graph, k ≥ 6, and let G ′ be the Dk-reduction of G. Then, G ′ is nearly k-edge-
connected.

Proof. Let G = (V , E) and G ′ = (V ′, E ′). By the way G ′ is constructed, we have that δ(G ′) ≥ k − 1. Let us show that, if 
δG ′ (X) ≤ k − 1, then |X | = 1 or |V ′ \ X | = 1. Let X ⊆ V ′ be one such set. First, we show that either VF ⊆ X or VF ⊆ V ′ \ X . 
We recall that, we write edp (edps) to refer to edge-disjoint path(s). Let F1 and F2 be two faces in F that share an edge 
9
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e = uv ∈ E . Without loss of generality suppose that the vertices xe
i, j (resp. ye

i, j) are adjacent to v F1 (resp. v F2 ). We now 
prove that there are at least k edps between v F1 and v F2 in G ′ . By construction, we have

i) � − 1 edps, each of which contains xe
i, j , wi and ye

i, j , for i ∈ {1, 7};
ii) � edps that contain xe

i, j , wi and ye
i, j , for i ∈ {2, 6};

iii) one edp that contains zu
F1

and zu
F2

(resp. zv
F1

and zv
F2

);
iv) the edps 〈v F1 , xe

5,1, w
e
3, y

e
3,1, v F2 〉 and 〈v F1 , xe

5,k−3, w
e
4, y

e
4,1, v F2 〉.

Hence, there are at least

2(� − 1) + 2� + 2 + 2 = 2�(k − 5)/2� + 2�(k − 3)/2� + 4

≥ (k − 6) + (k − 4) + 4

= 2k − 6

edps between F1 and F2 in G ′ . Since k ≥ 6, we have that 2k − 6 ≥ k. Thus, v F1 and v F2 belong either to X or to V ′ \ X . 
Applying the previous argument on each pair of adjacent faces, we have that VF ⊆ X or VF ⊆ V ′ \ X .

Without loss of generality, we may suppose that VF ⊆ V ′ \ X . Thus, we only need to show that |X | = 1. By the same 
arguments as those given in the proof of Lemma 1, it suffices to show that, for every edge ab ∈ E ′ , a, b ∈ V ′ \ VF , there 
exist at least k edps between {a, b} and VF . We distinguish the following cases.

Case 1: a = we
i and b = we

i+1, for i /∈ {3, 4}.
First, observe that each we

i is adjacent to k − 3 vertices that are different from its neighbors in He . We can obtain k − 3
edps that contain each one of these vertices. Moreover, we can obtain k −3 additional edps from we

i+1 by similar arguments. 
Thus, we have at least 2k − 6 edps between {we

i , w
e
i+1} and VF . As 2k − 6 ≥ k, for k ≥ 6, the claim follows. We observe that 

the same argument applies to the edge we
4 we

6.

Case 2: a = we
i and b = xe

i, j .
First, note that there are at least k − 3 edps between xe

i, j and VF . These edps are edges linking xe
i, j to VF or a path (of 

length two) that contains a neighbor xe
i′, j′ . Moreover, every vertex we

i is adjacent to at least three vertices different from 
xe

i, j . Thus, we can obtain at least k edps. By analogous arguments, we can show that there exist k edps between VF and the 
set {we

i , ye
i, j}. We show an example of this case for k = 6 in Fig. 7 a). In this figure, we depict six edps between {we

6, xe
6,1}

and VF .

Case 3: a = xe
i, j and b = xe

i′, j′ or a = zu
F and b = ye

2,1, y
e
6,1.

In this case, both a and b have at least k − 4 edges linking them to a vertex in VF . Moreover, we have two additional 
edps, one that contains we

i and other that contains we
i′ . Thus, we have 2k − 6 ≥ k edps. Analogous arguments show that 

there exist k edps between VF and two adjacent vertices ye
i, j and ye

i′, j′ .

Case 4: a = we
i and b = zu

F .
First, the vertex zu

F has k − 3 edges linking it to v F ∈ VF . Moreover, we can obtain three additional edps starting from 
we

i , and containing either xe
i,1, we

i+1 or we
i−1 (depending on which one exists), or zu

F ′ , where F ′ is the face that shares the 
edge e with the face F .

Case 5: a = u ∈ V and b = we
i .

In this case, we can obtain k − 2 edps starting from u, each containing a neighbor of u different from we
i . Moreover, we 

can obtain at least two additional edps that start from we
i and contain a neighbor of we

i different from u.

Case 6: a = we
3, we

4 and b = we
5.

First, let F and F ′ be the faces that share the edge e in G . Moreover, suppose that the vertices xe
i, j (resp. ye

i, j ) are 
adjacent to v F (resp. v F ′ ) in G ′ . Then, we have k − 3 edps of the form 〈we

5, x
e
5, j, v F 〉, for j ∈ {1, . . . , k − 3}. Without loss of 

generality, suppose that a = we
3. Then, we have the following three additional edps: 〈we

3, we
2, y

e
2,1, v F ′ 〉, 〈we

3, w
e
4, y

e
4,1, v F ′ 〉

and 〈we
3, y

e
3,1, v F ′ 〉.

Case 7: a = we
3 and b = we

4.
Let F and F ′ be the faces that share the edge e in G . Without loss of generality, suppose that the vertices xe

i, j (resp. ye
i, j) 

are adjacent to v F (resp. v F ′ ) in G ′ . First, we show that there exist k − 3 edps starting in we
3. We have k − 5 edps of the 

form 〈we
3, y

e
3, j, v F ′ 〉, for j ∈ {1, . . . , k − 5}. The additional two edps are 〈we

3, xe
5,1, v F 〉 and 〈we

3, w
e
2, y

e
2,1, v F ′ 〉. By symmetric 

arguments, we have k − 3 additional edps starting in we
4. Thus, we have 2k − 6 ≥ k edps. We show an example of this case 

for k = 6 in Fig. 7 b). �
To conclude our reduction, we show that there is an optimal dsck of G ′ that induces a minimum vertex cover of G .
10
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Fig. 7. a) Six edge-disjoint paths between {we
6, xe

6,1} and VF ; and b) six edge-disjoint paths between {we
4, we

6} and VF . The green arcs indicate the edges 
that belong to those paths.

Proposition 3. Let G = (V , E) be a 3-connected (k − 1)-regular plane graph, and let G ′ be the Dk-reduction of G. Moreover, let D∗
be a minimum dsck of G ′ , and let C∗ be a minimum vertex cover of G. Then,

|D∗| = |C∗| + |F | + 2|E|,
where F is the set of faces in G.

Proof. First, we show that every vertex v F ∈ VF has degree at least k. Note that, the cycle C F has length at least two. 
Moreover, we have k − 3 vertices in XC and 2k − 10 vertices in YC , and at least two vertices in Z adjacent to v F . Then, the 
degree of v F is at least

2 · min{k − 3,2k − 10} + 2 ≥ k, for k ≥ 6.
11
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Thus, VF ⊆ D∗ . In what follows, we show that

D∗ \ VF ⊆ V ∪ {we
i : 1 ≤ i ≤ 7, e ∈ E}. (5)

Observe that, if ye
i, j belongs to D∗ , we can exchange this vertex with we

i . This follows from the fact that VF already 
dominates every ye

i, j , and we
i is the unique vertex in the closed neighborhood of ye

i, j that is not dominated by VF . The 
same argument applies for the vertices xe

i, j , for i ∈ {1, 2, 6, 7}, and xe
5, j , for 1 < j < k − 3. Also observe that, if xe

5,1 ∈ D∗
(resp. xe

5,k−3 ∈ D∗), we can exchange this vertex with we
3 (resp. we

4). This holds because we
3 (resp. we

4) also dominates we
5

(and itself), which are the unique vertices in the closed neighborhood of xe
5,1 (resp. xe

5,k−3) that are not dominated by VF . 
By an analogous argument, if a vertex zu

F ∈ D∗ , we can exchange this vertex with u ∈ V . Thus, we may assume that (5)
holds. Finally, using the same arguments as those mentioned in the proof of Proposition 1, we can conclude the proof. �

Since G ′ is nearly k-edge-connected with face-degree at most 4, by Proposition 3 and Corollary 1, we have the following.

Proposition 4. For k ≥ 6, DSCk is NP-hard on nearly k-edge-connected plane graphs whose face-degree is at most 4.

The previous proposition combined with Theorem 1 implies the following result.

Theorem 5. For t ≥ 4, MinSt is NP-hard on planar graphs G with �(G) ≤ 4.

5. Concluding remarks

The computational complexity results for MinSt on graphs of bounded degree were improved by the insightful proofs 
shown by Kobayashi in 2018. The further improvements we have shown in this paper (indicated by the shaded cells in 
Table 2) were inspired by the results obtained by Kobayashi. It remains now a few open questions on bounded-degree 
graphs, as one can see in this table.

We observe that the polynomial-time algorithms that exist for MinSt on bounded-degree graphs rely on the decompo-
sition of the input graph into a family of basic subgraphs. In these cases, a minimum t-spanner of a basic subgraph H has 
size either |V (H)| −1 or |V (H)|. Thus, the size of a minimum t-spanner is bounded by the size of a spanning tree of H plus 
a constant. For MinS3, we have carried out some computational experiments that suggest that this is not true for graphs 
with bounded-degree 4. Therefore, we conjecture that MinS3 is NP-hard on graphs with maximum degree at most 4. We 
consider this a challenging and interesting question to answer.
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