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Abstract. We consider the longest common subsequence problem (lcs)
and a variant of it where each symbol may occur at most once in the
common subsequence. The lcs is a well-known problem that can be
solved in polynomial time by a dynamic programming algorithm. We
provide a complete description of a polytope we associate with the lcs.
The integrality of this polytope can be derived by showing that it is in
fact the clique polytope of a perfect graph. The repetition-free version of
the problem is known to be difficult. We also associate a polytope with
this version and investigate its facial structure. We present some valid
and facet-defining inequalities for this polytope and discuss separation
procedures. Finally, we present some computational results of a branch
and cut algorithm we have implemented for this problem.

1 Introduction

Given two finite sequences s and t over an alphabet, the longest common sub-
sequence problem (lcs) consists in finding a longest common subsequence of s
and t. It is well known that this problem can be solved in polynomial time by
a dynamic programming algorithm that runs in O(|s||t|) time (see [4]). The lcs

has important applications in Bioinformatics and Computational Biology, where
the sequences are genomes and a common subsequence may be interpreted as
a similarity measure between the genomes. It is also present in the core of the
unix diff command.

We associate a polytope with the lcs and study its facial structure. For that,
given an instance of the problem, we represent the feasible solutions of this
instance as vectors in R

n (for some dimension n) and consider the polytope
defined as the convex hull of these vectors. We give a complete description of
this polytope, exhibiting all of its facets (faces of maximal dimension). Since the
lcs is polynomially solvable, it is expected that such a complete description can
be provided (see [6,7] for details). We discuss the description we provide in this
paper and relate it with other known results.

We also study a variation of the lcs in which each symbol of the alphabet
is allowed to occur at most once in the sought common subsequence. We refer

E.S. Laber et al. (Eds.): LATIN 2008, LNCS 4957, pp. 329–338, 2008.
c© Springer-Verlag Berlin Heidelberg 2008



330 C.G. Fernandes et al.

to this version as the Repetition-Free LCS problem (rflcs). It has been
proved that this problem is NP-hard. Indeed, Adi et al. [1] proved that it is apx-
hard even if each symbol appears at most twice in each of the given sequences.
Another variation considered in the literature is the so-called exemplar model.
In this problem, as in the rflcs, each symbol may appear at most once in the
common subsequence. Besides, some symbols are mandatory and must appear in
the subsequence. This model has been studied by Bonizzoni et al. [2] who proved
that the problem is also apx-hard. Yet another related variation was proposed
by Sankoff [9] in the studies of gene families. All these variations may be useful
in the comparisons of genomes [2,9] and may prove to be useful in other contexts
as well.

This paper is organized as follows. In Section 2 we give a complete description
of the polytope we associate with the lcs and show how to solve the separation
problem for it in polynomial time. Moreover we show the relationship between
the lcs polytope and the clique polytope of a class of perfect graphs. In Section 3
we provide a formulation for the rflcs and present some results on valid and
facet-defining inequalities for the corresponding polytope. Some computational
results of a branch and cut algorithm we developed for the rflcs are shown in
Section 4. Finally, in Section 5 we present some conclusions.

2 A Polyhedral Study of the LCS Polytope

Consider an instance of the lcs consisting of two sequences s = s1, . . . , sn and
t = t1, . . . , tm over some alphabet. For each symbol a of the alphabet, let s(a)
be the set of indices i of s such that si = a, and let t(a) be defined analogously.
Let E ⊆ {1, . . . , n} × {1, . . . , m} be the set of all pairs (i, j) in s(a) × t(a) where
a ranges over all symbols of the alphabet. That is, E = ∪a

(
s(a) × t(a)

)
.

Note that any common subsequence w of s and t can be represented by a vector
z in {0, 1}E as follows. If w = si1 , . . . , sip = tj1 , . . . , tjp , where i1 < · · · < ip and
j1 < · · · < jp, then for each pair ij in E we have that zij = 1 if and only if there
exists an index � in {1, . . . , p} such that i = i� and j = j�. Thus, the feasible
solutions of this instance of the lcs are the vertices of the following polytope
(defined as the convex hull of these solutions).

Plcs := conv{z ∈ {0, 1}E | z represents a common subsequence of s and t}.

Obviously, finding a vector z∗ in Plcs with maximum number of nonzero com-
ponents is equivalent to finding a longest common subsequence of s and t.

Proposition 1. The polytope Plcs is full-dimensional.

Proof. It is sufficient to observe that the zero vector and the unit vectors eij ,
for all (i, j) in E (that is, the vector such that eij

ij = 1 and eij
k� = 0 for all

(k, �) �= (i, j)), are in Plcs and are affinely independent. Thus the polytope Plcs

has dimension |E|. ��
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We say that two distinct pairs (i, j) and (k, �) in E cross if (i ≤ k and j ≥ �)
or (k ≤ i and � ≥ j). A simple integer programming formulation for the lcs

follows.

maximize
∑

(i,j)∈E zij

subject to zij + zk� ≤ 1 for all (i, j) and (k, �) in E that cross,
zij ∈ {0, 1} for all (i, j) in E.

(1)
Observe that z is a feasible solution of (1) if and only if it corresponds to a

common subsequence of s and t.

Proposition 2. For every (i, j) in E, the inequality zij ≥ 0 defines a facet of
Plcs.

Proof. Fix an (i, j) in E. It is easy to see that the zero vector and the unit
vectors ek� for all (k, �) �= (i, j) are vertices of Plcs that satisfy zij = 0 and they
are affinely independent. ��

We note that the inequalities in (1) do not always induce facets of Plcs. As we
will see in what follows, some of them may possibly be facet-defining. To simplify
the notation, if z is a vector and S is a subset of E, then we denote by z(S) the
sum

∑
(i,j)∈S zij .

We say that a set S ⊆ E is a star if any two distinct pairs in S cross. If S is
a star then the inequality z(S) ≤ 1 is called a star inequality. Note that the
inequalities in (1) are star inequalities defined by stars of cardinality 2.

Lemma 1. Consider a star S ⊆ E. Then the star inequality z(S) ≤ 1 is valid
for Plcs, and it defines a facet if and only if S is maximal.

Proof. It is immediate that the star inequality z(S) ≤ 1 is valid for Plcs. Now,
let us prove that it defines a facet when S is maximal.

Consider a facet-defining inequality az ≤ α and suppose

{z ∈ R
E | z(S) = 1} ⊆ F := {z ∈ R

E | az = α}.

Note that, for each pair (p, q) in E \ S, there exists a pair (i, j) in S such that
(i, j) and (p, q) do not cross (since S is maximal). Thus, eij and eij + epq are
incidence vectors of common subsequences of the sequences s and t and are in
F . So, aij = aeij = a(eij +epq) = aij +apq, and therefore apq = 0 for every (p, q)
in E \ S. Now observe that, for every (i, j) and (k, �) in S, we have that eij

and ek� are in F . Then, aij = aeij = aek� = ak� = α, for some constant α.
This proves that az ≤ α can be rewritten as αz(S) ≤ α, and therefore the star
inequality z(S) ≤ 1 is facet-defining.

Conversely, suppose that the star inequality z(S) ≤ 1 defines a facet of Plcs.
If S is not maximal, there exists a pair (p, q) in E \ S such that (p, q) crosses
all pairs in S. Thus, S′ := S ∪ {(p, q)} is a star and the inequality z(S′) ≤ 1 is
valid. In this case, the star inequality z(S) ≤ 1 can be written as the sum of the
inequality z(S′) ≤ 1 and the inequality zpq ≥ 0, a contradiction. ��
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A nice result is that the inequalities given in the lemma above define completely
the polytope Plcs. More precisely, any facet-defining inequality of Plcs is either
a nonnegativity inequality or a maximal star inequality. This result is proved
in the next theorem. First, consider the following order relation on the pairs on
E. Given (i, j) and (k, �) in E, we write (i, j) 
 (k, �) if i < k or (i = k and
j ≤ �). Now, we can define a lexicographical order on the subsets of E as follows.
Consider two subsets S1 and S2 of E. For k = 1, 2, let ((ik1 , jk

1 ), . . . , (ik�k
, jk

�k
))

be the sequence of the pairs in Sk sorted according to this (total) order and
refer to it as the sorted Sk. We say that S1 is lexicographically smaller than
or equal to S2, and write S1 
 S2, if either the sorted S1 is a prefix of the
sorted S2 or (i1p, j1

p) 
 (i2p, j2
p) for the first index p such that (i1p, j1

p) �= (i2p, j2
p) (if

it exists).

Theorem 1

Plcs = {z ∈ R
E | zij ≥ 0 for all (i, j) ∈ E and

z(S) ≤ 1 for all maximal star S ⊆ E}.

Proof. Let az ≤ α be an inequality that induces a facet, say F , of Plcs. First we
prove that, if this inequality has negative coefficients, it must be a nonnegativity
constraint for some (i, j) in E. Say aij < 0 and suppose that the inequality
az ≤ α is not a multiple of −zij ≤ 0. Then, there must be a vector z in Plcs such
that az = α and zij = 1 (otherwise, F would be contained in the hyperplane
zij = 0). But then z − eij is also a vector in Plcs, and a(z − eij) = az − aij > α,
a contradiction.

So, we may assume that aij ≥ 0 for all (i, j) in E. Consider now the support T
of the inequality az ≤ α and some (i, j) in E \T . It is easy to see that there must
exist some (k, �) in T that does not cross (i, j). Otherwise F would be contained
in the hyperplane zij = 0. It remains to be proved that T is a star.

Let S1 = {(i1, j1), (i2, j2), . . . , (it, jt)} be the first maximal star in T in the
lexicographical order defined above. If az ≤ α is not a maximal star inequality,
there must exist some z in R

E such that az = α and z(S1) = 0. Thus, there must
exist two distinct pairs (i, j) and (k, �) in T \ S1 with zij = zk� = 1 such that
every pair in S1 either crosses (i, j) or (k, �). Assume without loss of generality
that (i, j) 
 (k, �). As S1 is maximal, (i, j) cannot cross all pairs in S1. Since
S1 is the first maximal star in the lexicographical order, there is an index p in
{1, . . . , t} such that (i, j) does not cross (ip, jp) and (ip, jp) 
 (i, j). Thus, j ≥ jp.
But then, (k, �) must cross (ip, jp), and therefore � ≤ jp. This implies that i ≤ k
and j ≥ jp ≥ �, and hence (i, j) and (k, �) cross, a contradiction. ��

2.1 The Separation Problem for the Star Inequalities

A polynomial-time algorithm to solve the separation problem for the star in-
equalities is the following. Let s and t be the two sequences for which we want
to find a longest common subsequence, and let z ∈ R

E be such that 0 ≤ zij ≤ 1
for all (i, j) in E. Consider the problem of finding a maximum weight common
subsequence of the reversal of s and the sequence t, where the weight of aligning
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si with tj is zij . This problem can be solved in polynomial time using a dynamic
programming algorithm (see [4]). Observe that such a common subsequence of
the reversal of s and t corresponds to a maximal star (since the weights are non-
negative). So, if such a maximum weight star, say S, has value greater than 1,
the corresponding star inequality z(S) ≤ 1 is violated by z. Conversely, if this
value is less than or equal to 1, no star inequality is violated by the current
solution z.

2.2 The Integrality of the LCS Polytope

Another way of proving that the polytope described in Theorem 1 is integral is by
means of the following result shown by Fulkerson [5], Lovász [8] and Chvátal [3].
Given an undirected graph G = (V, E), the clique polytope of G is defined as
the convex hull of the incidence vectors of the cliques in G. We say a set S ⊆ V
is a stable set of G if S is a set of pairwise non-adjacent vertices. Consider the
polytope:

PC(G) = {x ∈ R
V | xv ≥ 0 for all v ∈ V and

x(S) ≤ 1 for all stable set S ⊆ V }.

Chvátal [3] proved that the description above is indeed the description of the
clique polytope of G (and therefore integral) if and only if G is a perfect graph.
(A graph is perfect if for every induced subgraph H of G the maximum size of
a clique in H is equal to the minimum coloring of H).

Now we observe that the lcs polytope defined in Theorem 1 is the clique
polytope of a perfect graph. Let Gst be the graph defined as follows: its vertex
set consists of all pairs (i, j) in E (as we defined in the beginning of Section 2),
and two vertices are adjacent if and only if the corresponding pairs do not cross.

Thus, finding a longest common subsequence of s and t is equivalent to finding
a largest clique in the graph Gst. Note that the maximal star inequalities z(S) ≤
1 that are facets of Plcs are in fact inequalities of the form x(S) ≤ 1 of the clique
polytope PC(Gst), where S is a maximal stable set of Gst. Thus, Plcs = PC(Gst),
that is, Plcs is precisely the clique polytope of the graph Gst. Hence, Plcs is
integral if and only if Gst is perfect.

Now it remains to show that the graph Gst is perfect. To this end, we show
that its complement Ḡst is perfect (it is known that the complement of a perfect
graph is also a perfect graph [8]). We claim that Ḡst is a comparability graph,
and therefore a perfect graph. We recall that a comparability graph is a graph
that has a transitive orientation, that is, an orientation such that the resulting
directed graph satisfies a transitive law: whenever there exist directed edges (a, b)
and (b, c), there must exist a directed edge (a, c).

It is not difficult to prove that Ḡst is a comparability graph. It suffices to note
that the following orientation Gst of Ḡst is transitive: if e = {u, v} is an edge
of Ḡst, where u = (i, j) and v = (k, �) (note that the pairs (i, j) and (k, �) cross),
then orient e from u to v if i ≤ k and j ≥ � (see Figure 1). It is immediate that
if u = (i, j), v = (k, �) and w = (p, q) are vertices of Gst, and in this graph there
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are arcs going from u to v and from v to w, then this graph has an arc going
from u to w. This follows because we have i ≤ k and j ≥ � (as there is an arc
from u to v) and we have k ≤ p and � ≥ q (as there is an arc from v to w) and
therefore we have i ≤ k and j ≥ q. Thus the orientation we defined is transitive.

Although the lcs polytope can be described as the clique polytope of the
graph Gst, the proof of the complete description of Plcs we have presented (by
means of star inequalities) is interesting, as it is short and self-contained (it does
not rely on the result concerning the clique polytope of perfect graphs).

3 Formulation for the RFLCS

Given two sequences s and t, the problem of finding a repetition-free lcs of s
and t can be formulated as the following integer program.

maximize
∑

(i,j)∈E zij

subject to z(Ea) ≤ 1 for all symbol a of the alphabet,
zij + zkl ≤ 1 for all (i, j) and (k, l) in E that cross,

zij ∈ {0, 1} for all (i, j) in E.
(2)

As in the case of lcs, we can associate with rflcs the following polytope:

Prflcs := conv{z ∈ {0, 1}E | z represents a repetition-free
common subsequence of s and t}.

It is easy to see that the maximal star inequalities are valid for Prflcs. However,
these inequalities are not facet-defining.

For a set S ⊆ E, let Sa = S∩(s(a)×t(a)), where a is a symbol of the alphabet.
We say that a set S ⊆ E is an extended star if, for every two distinct symbols a
and b, each pair in Sa crosses all pairs in Sb. We prove in the next theorem that
if S is a maximal extended star then the corresponding star inequality z(S) ≤ 1
is facet-defining for Prflcs.

(1, 3) (1, 5)

(3, 1)

(2, 2)

(3, 4)(4, 2)

(5, 3)

(5, 5)

(a) (b)

aa

aa

bb

b

c

cc
s

t

Fig. 1. (a) A graph indicating all pairs in E with respect to s = acbca and t = bcaba .
(b) The graph Gst for s and t.
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Theorem 2. Let S be a maximal extended star. The inequality z(S) ≤ 1 defines
a facet of Prflcs.

Proof. It is immediate that the inequality z(S) ≤ 1 is valid for Prflcs. In order
to prove that it defines a facet of Prflcs, consider an inequality az ≤ α that
defines a facet F of Prflcs and suppose

{z ∈ R
E | z(S) = 1} ⊆ F := {z ∈ RE | az = α}.

Consider a pair (i, j) in Ea \S for some symbol a. Since S is a maximal extended
star, there is a pair (k, �) in S ∩ Eb, with b �= a, that does not cross (i, j). Then,
ek� and ek� + eij are both in F , and this implies that aij = 0 for every (i, j) in
Ea \ S. Since this holds for every symbol a, we conclude that aij = 0 for every
(i, j) in E \ S.

Now observe that for every (i, j) in S we have that eij ∈ F . Thus, aij = α for
every (i, j) in S. Hence, the inequality az ≤ α can be rewritten as αz(S) ≤ α
and we conclude that the extended star inequality z(S) ≤ 1 is facet-defining. ��

3.1 The Separation Problem for the Extended Star Inequalities

We show now that a polynomial-time algorithm using a dynamic programming
algorithm can be used to solve the separation problem for the extended star
inequalities. The idea of the algorithm is similar to the separation algorithm
shown in the previous section. Let z be a fractional point we intend to separate.
Every extended star (see Figure 2(a)) corresponds to an alignment as the one
depicted in Figure 2(b), between the sequence s reversed, which we denote by sr,
and the sequence t. In the alignment shown in Figure 2(b) each star corresponds
to some particular symbol (that is, only pairs corresponding to the same symbol
can cross).

(a) (b)s sr

tt

Fig. 2. (a) An extended star between s and t. (b) The corresponding alignment between
sr and t.

The separation algorithm has to find an extended star whose corresponding
inequality is violated. For that, it looks for a maximum weight alignment, as the
one in Figure 2(b), between sr and t. The weights for the alignments are given
by z. Such an alignment allows crossings only among pairs corresponding to a
common symbol. One can find such an alignment by a dynamic programming
algorithm.
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Indeed, let mw(n, m) be the weight of such a maximum weight alignment
between the sequences sr[1 . . n] and t[1 . . m]. The following recurrence holds for
mw(n, m):

mw(n, m)=

⎧
⎨

⎩

0 if n = 0 or m = 0,
max{mw(n − 1, m), mw(n, m − 1)} if sr[n] �= t[m],
max1≤i,j≤n{mw(i − 1, j − 1) + ba(i, n, j, m)} if sr[n] = t[m] = a,

where ba(i, n, j, m) =
∑

{zkl : i ≤ k ≤ n, j ≤ l ≤ m, (k, l) ∈ Ea}.

It is not hard to see that mw(n, m) can be computed by an O(n2m2) al-
gorithm. It is also not hard to derive an algorithm that finds an alignment
between sr and t of weight mw(n, m). If mw(n, m) < 1, then such an align-
ment corresponds to an extended star that is violated. If mw(n, m) ≥ 1, then
no extended star is violated.

4 Computational Results

We implemented a branch and cut algorithm for the rflcs using the exact
separation procedure for the extended star inequalities shown in the previous
section. We considered instances consisting of two sequences of equal length
n = 512, and with alphabet sizes 1

8n, 2
8n, . . . , 7

8n. The instances are generated
randomly with uniform probability. To solve the linear programming relaxation
we use the GLPK (Gnu Linear Programming Kit), an ANSI C set of routines
organized in the form of a callable library.

In the first experiment we tested our branch and cut algorithm on 10 random
instances, each one with the above mentioned alphabet size. We limited the
running time for each instance to one hour. The results obtained are summarized
in Table 1. In each line the results shown correspond to 10 instances with the
given alphabet size. The first column shows the alphabet size. In the second
column we indicate the average computational time for the 10 instances; and
we also indicate in parenthesis the minimum and maximum running time. The
next column shows the average number of cuts added to the linear program.
Then, we indicate how many of the instances could be solved to optimality
within one hour. The next two columns show the average lower and upper bound
achieved within the fixed time limit. Finally, the last two columns exhibit the
average number of active nodes at the moment the program was interrupted and
the average number of nodes visited in the branch and bound tree during the
execution of the program.

In Table 1, we note that it becomes more difficult to solve instances in which
the alphabet size is small compared to the length of the sequences (up to 3

8n).
This difficulty might be explained by the fact that when the alphabet is small
then the number of repetitions in the sequences is large, and this implies that
such instances may have many feasible solutions. It is interesting to note that
we could solve all instances to optimality when the size of the alphabet is at
least 1

2n. The average number of nodes in the branch and cut tree (last column)
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Table 1. Computational results with extended star inequalities

alph. size time (min/max) cuts exact lb ub active nodes
64 3604.5 (3600/3609) 1162.5 0 44.4 63.9 1.0 0.0
128 3601.6 (3600/3604) 1927.7 0 56.8 75.2 1.0 0.0
192 2761.8 (762/3600) 2532.1 6 58.8 59.7 1.7 10.7
256 604.4 (224/1582) 1474.0 10 54.2 54.2 0.0 5.6
320 245.9 ( 93/498) 1077.1 10 46.5 46.5 0.0 1.8
384 113.0 ( 72/200) 797.0 10 43.0 43.0 0.0 1.0
448 76.0 ( 52/108) 660.6 10 40.7 40.7 0.0 1.4

indicate that most of the work was done in the root node. For the instances with
small alphabet we achieve an average gap under 50% to the value of the best
solution found in one hour.

In order to investigate the strength of the extended star inequalities we ran
GLPK with the integer programming formulation (2). We set the parameters
of the solver to use clique and Gomory cuts (these are the best parameters we
could found). The results for the easier instances (with alphabet size at least
1
2n) are summarized in Table 2.

Table 2. Branch and bound with formulation (2)

alph. size time (min/max) cuts exact lb ub active nodes
256 3669.3 (3642/3724) 300.0 0 13.3 56.0 29.0 3.0
320 2739.3 (771/3631) 282.6 4 45.7 47.3 45.6 91.7
384 1159.9 (534/2886) 271.9 10 43.0 43.0 0.0 87.2
448 746.1 (254/2537) 236.5 10 40.7 40.7 0.0 117.0

As shown in Table 2, we could solve all 10 instances only for alphabet sizes 384
and 448. It is interesting to observe that in these cases the average time to solve
the instances is around 10 times larger than the time we needed using the facet-
defining inequalities and our separation procedure. In the other cases, we could
solve only 4 instances to optimality, while using the extended star inequalities
we could solve all instances within one hour.

5 Conclusion

The lcs is a well-known problem that has many nice applications. Perhaps
because of the fact that a polynomial-time algorithm for this problem is known,
a polyhedral approach to this problem has not been considered in the literature.
We think the polyhedral results we have shown for the lcs in this paper have
many interesting aspects: we give a complete and irredundant description of the
polytope Plcs we have associated to it and show that the separation problem for
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this polytope is polynomial. Furthermore, we have given an alternative proof of
the integrality of this polytope by showing its relation with the clique polytope of
the graph Gst, which we show to be perfect. The repetition-free version of lcs, an
NP-hard problem, also has applications in the study of genomes. This variant has
been less investigated. The polyhedral approach and the computational results
we presented for the rflcs show that this approach is an improvement to pure
branch and bound strategies or simple heuristics. Further facets of this polytope,
as well as some heuristics, may be incorporated to the present code, leading to
improvements that can be useful to solve some larger instances of the problem.
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