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Gene Expression Analysis

e Given an experiment where expression levels

of thousands of genes are measures.

e We consider the problem of determining

which genes affect the expression level of a

given gene.




Our Problem

e Given an experiment with n genes of a set

E = {ag,a1,...,a,_1} whose expression levels

are measured in a time series of m measures
(typically n >> m). We have a total of nm

values of 0’s or 1’s.

Our algorithm (based on Ideker et al.
[ITKO00]) receives an m x n matrix of such
values and determine, for a given gene a,,_1,
which other genes are responsible for the

expression level of a,,_.

e Example.




Example of Execution of the Algorithm

Infer the truth table for as of the matrix £ shown.

o 1

(1) In step (1), the expression levels of ag differ

in the row pairs (0,1), (0,3), (1,2) and (2,3).
We find:

e for (0,1), So1 = {ap,az}, containing all the
other genes whose expression levels also

differ in the row pairs pg and p;.
e the same is done for (0,3), So3 = {az}.
e for (1,2), S12 = {ap,a1}.
e for (2,3), So3 = {ai}.




Result of Step 1

Result Of Step 1: S()l = {CLO, CLQ}, 503 = {&2},
S12 = {aog, a1}, S23 = {ai}.

(2) In Step (2), find S,in = {a1, a2}, the smallest
set such that each element in S,,,;, is also

present in each one of the sets S;; of the

previous step.




The Hitting Set Problem

e Given a finite set E, a finite collection

S ={S51,..., 5.} of subsets of E, find a subset
A C F of the smallest size, such that
ANS; AP foralli=1,..., w.




The Hitting Set Problem




The Hitting Set Problem
Primal-Dual Approximation Algorithm [FMCFO01]

e Due to Bar-Yehuda and Even [BYES81] and
was originally conceived for the minimum set

cover problem.

e It is an a-approximation algorithm, where

a = maz_,|S;|.

o o =maz {|S;| =0(n).




The Hitting Set Problem
Greedy Approximation Algorithm [J74]

e Strategy of constructing the set A by
choosing the elements that occurs the most

times in the subsets of S.

e The approximation ratio is In|S| + 1.

e In|S|+ 1= 0(logm?)




The Hitting Set Problem
Greedy Approxrimation Algorithm
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The Hitting Set Problem
Greedy Approxrimation Algorithm
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The Hitting Set Problem
Greedy Approxrimation Algorithm

E
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The Sequential Algorithm

gene vector

occurrence
1

set vector
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The Sequential Algorithm
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The Sequential Algorithm
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The Sequential Algorithm

Time and Space Complexities
e To construct the data structures: O(m?n).

e Let k the size of the hitting set. We have to
find k times the element with the largest
number of occurrences. Therefore we have the

time complexity of O(kn).

For each such element, we have to update the
data structures: O(m?n) time. Since we have

k elements, the total time complexity to

update data structures is O(km?n).
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The Sequential Algorithm

Time and Space Complexities

e The total time complexity is therefore

O(m?n)+0(kn)+0(km?n) = O(km?®n) .

e The size k of the hitting set is O(m?).
Therefore, the time complexity of the

algorithm can be expressed as O(mn).

e The space complexity is O(m?n).
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The Parallel Algorithm

e The input matrix M is partitioned vertically to be stored in

each processor.

e Example of the partitioning:

processor 0

ag al as | as a4 as ae a7 asg
. |
| |
| |
20,0 0,1 ro,2 , 0,3 Zo,4 0,5 ! 0,6 xo,7 Zo,¢
| 1
21,0 1,1 r1,2 , 1,3 1,4 1,5 | T1,6 1,7 T1,8
| |
|
M=| x99 T21 T22 1 %23 T2 4 T25 | 2.6 x2 7 T2 s
| |
| |
3,0 3,1 3,2 ' 3,3 x3,4 r3.,5 1+ T3,6 x3,7 3,8
. I . :
| |
. . . | . . | . .
Tm—-1,0 Tm—-1,1 Tm—-1,2, Tm—-1,3 Tm—-1,4 Tm—-1,5 Tm—-1,6 Tm—1,7 Tm—]1
|
|
|
|
|
|

1
1
1
processor 1 ! processor 2
1
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The Parallel Algorithm

Each processor reads a piece of the input of

size m X ”le.

All the processors store a vector v,
corresponding to the expression levels of the

gene under study a,,_1.

Each processor p; also stores a gene vector,
with information about genes it is responsible
for. The gene vector stores information of the
genes for which processor p; is responsible.

The gene vector in each processor has size
2

o(mn),

p
Each processor also has a set vector, such
that only elements of set .S;; of its

responsibility will only be in the list.
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The Parallel Algorithm

e Example:

gene vector gene vector

ocurrence i ocurrence
2 2 2
2 3 0

Processor 0 Processor 1
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The Parallel Algorithm

Time and Space Complezities
m4n).

e Time complexity: O(*;

e Requires O(k) communication rounds, where
k is the size of the hitting set. It can be

expressed in terms of m, O(m?).

m2n

) space.

e Requires O

21



o 20x1024
o 20x2048
¢ 20x4096

No. Processors
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