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Preface

This is the textbook for a short course given by the authors during the 23rd
Brazilian Colloquium of Mathematics, held at theInstituto de Mateḿatica Pura e
Aplicada (IMPA), Rio de Janeiro, in July 2001. The purpose of the course is to
introduce the reader, supposedly a second or third year graduate student in Math-
ematics, to the main ideas and techniques of Morse Theory, aswell as some of its
most well known applications in Geometry and Analysis.

Even though the lectures of the course are planned to be givenin portuguese,
the choice of english for this textbook is due to the hope thatthese notes may serve
for a wider purpose and that they could be used elsewhere. In its current form, the
presentation of the material is very far from being optimal,due partly to the short
amount of time in which the book had to be written.

The central idea of Morse Theory is to describe the relationship between the
topology of a differentiable manifold and the structure of critical points of a real
valued differentiable function defined on it. The choice of this subject for a course
was based on two main reasons. First and foremost, Morse Theory is both an
elegantand apowerful theory; such aspects of the theory could not be described
better than it was done by the words of Richard Palais (see [119]):

The essence of Morse Theory is a collection of theorems describ-
ing the intimate relationship between the topology of a manifold
and the critical point structure of real valued functions onthe man-
ifold. This body of theorems has over and over proved itself to be
one of the most powerful and far-reaching tools available for ad-
vancing our understanding of differential topology and analysis.
But a good mathematical theory is more thanjust a collection of
theorems; in addition it consists of a tool box of related concep-
tualizations and techniques that have been gradually been built up
to help understand some circle of mathematical problems. Morse
Theory is no exception, and its basic concepts and constructions
have an unusual appeal derived from an underlying geometricnat-
urality, simplicity and elegance.

The second reason that motivated the choice of this subject for our short course
is the fact that Morse Theory is a trulyinterdisciplinary issue. As it will be evi-
dent to the reader of this booklet, an enormous amount of different results from a
wide variety of areas of Mathematics play some role in the theory: General and
Algebraic Topology, Homological Algebra, finite and infinite dimensional Differ-
ential Geometry, Real and Functional Analysis as well as some theory of ODE’s

ix
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participate in the construction of this magnificent “tool box”. As a result, the the-
ory offers many different aspects and it can be employed under several viewpoints
to obtain results of interest by mathematicians working in different areas. For in-
stance, typically an analyst would use Morse Theory to determine existence and
multiplicity results for solutions of ordinary or partial differential equations satis-
fying suitable boundary conditions, and that can be described as solutions of vari-
ational problems. Under a different perspective, a typicalgeometer’s approach to
Morse Theory is to use the property of some well known functions to obtain results
concerning the topology and the geometry of the underlying manifold.

Morse Theory can be thought as one of the keystones of Critical Point Theory,
which, very roughly speaking, is a theory devoted to finding topological invariants
for the critical points of a smooth map and to developing techniques for estimating
the value of such invariants. The nice feature here is that most results of Criti-
cal Point Theory have an analytical statement and a geometrical counterpart. Just
to mention a very elementary example of what a Critical PointTheorem looks
like, one can think of the following statement: “ifM is a compact manifold and
f : M → R is a smooth map, thenf has at least two critical points”; namely, the
maximum and the minimum. A geometric counterpart of the above statement is the
following: “Assume thatM is a manifold such that every smoothf : M → R has
at least two critical points. ThenM is compact.” In a sense, the topological prop-
erty of compactness for the manifold produces the invariant“two” for the number
of critical point of just aboutanysmooth map, and vice versa.

The very basic idea of Morse theory is the following.
Given a smooth mapf : M → R, with M , say, a compact manifold, then

the sublevelsfa = f−1
(
]−∞, a]

)
andf b = f−1

(
]−∞, b]

)
are homeomorphic if

there is no critical value off in the interval[a, b]; on the other hand, if there is a
critical valuec ∈ ]a, b[, thenf b is obtained, as a topological space, by “attaching”
tofa one cell for each critical point inf−1(c), whose dimension equals the index of
such critical point. Since the operation of attaching a cellby its boundary produces
an effect in the homology of a topological space, the presence and the quantity of
critical points having a given index can be measured by looking at the homology
groups ofM .

In this book we have made an effort to offer a presentation of the different
aspects of the subject, both in the general theory and in the choice of its applica-
tions. We hope we have been able to pass to the reader at least the flavor of all
the ingredients of the theory, whichever his/her personal tastes might be. We will
consider a major accomplishment of our efforts if we knew that this book has man-
aged to motivate an analyst to learn about the elegant constructions of Riemannian
Geometry and Algebraic Topology, or to convince a geometer or a topologist to get
involved into the delicate estimates that produce powerfultechniques in Real and
Functional Analysis. We must confess that, during the writing of the book we have
often opted for mathematical statements or arguments that could have a stronger
impact on the reader’s curiosity, rather than following themost direct path to the
desired conclusion.
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The book was written with a purely didactical purpose, at least its first four
chapters where the classical theory and some well known applications are dis-
cussed. Keeping in mind a typical student’s exigences, we have made our best
to make a self-contained text and to providemanytechnical details of pretty much
all the statements and claims made. In order to get the readermore directly in-
volved into the development of the theory (and also in order to remove excessive
burden from some technical proofs) we propose a series of exercises at the end
of each one of the first four chapters. The results obtained inthe exercises are in
general secondary to the main development of the theory; however, in the course of
some proofs we have made explicit use of results mentioned among the exercises.
Usually, in these circumstances we have presented the exercise with a suggestion
of consecutive steps to be followed to get to its solution.

Caring about thevisual aspectof the material of the book was one of our origi-
nal goals, which ended up suffering very much from time limitation. Many figures
that ought to have been inserted to visualize some technicalproofs are still missing,
and in some parts of the text we may even have forgotten to remove references to
some figure which in fact never came to life. We very regretfully apologize with the
reader for such failure. On the other hand, we have made a massive use of diagrams
to visualize compositions of maps or even association of concepts, as customary
in modern Algebraic Topology textbooks. Some boring “formula hunting” sort of
proof has been occasionally replaced by a more appealing “diagram chasing” pro-
cedure, and in some parts of the text we have made of “diagram commutativity” a
real philosophy of life; the choice of this language is merely a matter of personal
taste.

The material of the book is organized according to the following outline. Chap-
ter 1 contains everything the reader needs to know concerning the algebraic topo-
logical notions involved in Morse Theory: starting from thevery basic definitions
and properties of singular homology, relative and local homology, orientation on
topological manifolds to the theory of CW-complexes and their homology. The
results that are more relevant in the context of Morse Theoryare contained in
Section 1.16, where we prove the relations between the Bettinumbers of a CW-
complex and its cellular structure. Propositions 1.16.19,1.16.20, 1.16.21 and
1.16.22 constitute the body of what could be called a “topological Morse Theory”.

The basic notions of Morse Theory for real valued maps on compact mani-
folds are discussed in Chapter 2. After a brief review of differential and Riemann-
ian geometry, as well as some basic notions concerning measures and densities on
manifolds, we study the local and global properties of the socalledMorse func-
tions, which are smooth maps whose critical points are nondegenerate. The kernel
of Morse Theory consists of the so calleddeformation Lemmas(Sections?? and
2.5), that tell us how the topology of the sublevels of a Morsefunction changes
when passing through a non critical interval and through a critical value. The gen-
eral theory is introduced by a simple and instructive example, given by the height
function on a torus (Section 2.2). As observed in [119], this is everyone’s favorite
example, because it has the nice features of being non trivial, easy to understand
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and sufficiently general to describe satisfactorily all thedistinctive characteristics
of the theory.

In Chapter 3 we discuss in some details three classical applications of Morse
Theory in Submanifolds Theory: a generalized Gauss-Bonnettheorem for even di-
mensional compact manifolds (Corollary 3.3.3), the theorem of Chern and Lashof
(Theorem 3.4.1), and a characterization of Riemannian immersions with non neg-
ative isotropic curvature (Theorem 3.6.14).

In Chapter 4 we discuss the generalization of Morse Theory for smooth maps
defined on non compact manifolds. Such generalized theory holds for maps that are
bounded from below (or from above) and that satisfy a suitable technical condition,
known as the Condition (C) of Palais and Smale. Moreover, in order to avoid trivial
results, the critical points of the map under considerationshould have finite index1

(or co-index). It is a surprising fact that, once these assumptions are established,
Morse theory is extended at once from the case of compact manifolds to the case
of infinite dimensional2 Hilbert manifolds. Adapting the proofs of all the results of
Morse Theory for this general situation is a matter of minor changes, mostly sim-
ple restatements of results in a form which makes sense in an infinite dimensional
Hilbertian setting. It would be a legitimate doubt to ask oneself why bothering
about Morse Theory in compact manifolds, which causes an unnecessary dupli-
cation of results (compare the statements of the results in Section?? with those
in Sections?? and??!) when a full extension of the theory can be presented by
such minor adaptations. Our decision of splitting the theory in a seemingly irra-
tional way was based on two considerations. In first place, the compact case can be
handled with relatively elementary notions of differential geometry and topology,
without assuming knowledge of sophisticated techniques from Hilbert space and
Hilbert manifold theory. Observe that using the Morse Theory for smooth maps on
compact manifolds one is able to obtain deep and non trivial results (as for instance
the theorem of Reeb, Theorem 2.3.13) in a form which is accessible to a wider au-
dience. Secondly, given the didactical purpose of the book,we felt that treating the
compact case first and leaving the non compact case to a later stage would lead the
student to comprehension by a gentler approach.

In Chapter 4 we also discuss one of the most well known applications of infinite
dimensional Morse Theory, which is the study of the Riemannian energy functional
in the space of curves joining two fixed points in a finite dimensional Riemannian
manifold. It is well known that the critical points of this functional are precisely
the geodesics joining the two points, and Morse theory in this case gives highly
non trivial global results in Riemannian geometry. Given the importance of this
example, and considering also a certain lack of rigorosity in the classical literature,
we have treated the subject with a very special care of all technical details. We give
a somewhat original approach to the study of the manifold structure for the space

1this is due to the disturbing occurrence that infinite dimensional Hilbertian ballsare indeed
retractible onto their boundaries (Proposition??), and therefore the operation of attaching an infinite
dimensional cell produces no effect in the homology of the sublevels of the map.

2Observe that such manifolds are not evenlocally compact!!
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of curves in a differentiable manifold satisfying suitableregularity assumptions by
introducing the notion ofone-parameter family of charts(Definition 5.1.7). We
have preferred this approach which seems more suited for a didactical presentation
than the classicalVector Bundle Neighborhoodapproach of Palais (see [116, 119]);
however, it must be observed that the two methods are essentially equivalent. We
then prove the details of the smoothness of the energy functional and the Palais–
Smale condition, obtaining the desired results.

In Chapter??we give a short and informal presentation of some recent results
obtained by the authors and some collaborators concerning the Morse Theory for
geodesics in manifolds endowed with a non positive definite metric. The idea here
is simply to show how the theory can be used successfully alsoin circumstances
when the most crucial assumptions of the infinite dimensional Morse theory do
not quite “fit as a glove” in the variational setup. For instance, in the case of non
positive definite metrics, the energy functional doesnot satisfy the Palais–Smale
condition, it isnot bounded from below, and it isstrongly indefinite, i.e., all its
critical points have infinite index. In the case ofpartially definitepositive met-
ric tensors (the so-calledsub-Riemannian metrics), the main problem in applying
techniques from Morse Theory is given by the fact that, in general, the space of
trial paths for the variational problem has singularities.Chapter?? is written under
a totally different perspective from the previous chapters, and most of the proofs
are either simply sketched or totally omitted. The reader should also be warned of
the fact that some minor discrepancies between the notationused in this chapter
and that used in the previous chapters may occur occasionally.

Appendix E was written by Claudio Gorodski; the author givesa survey and
detailed bibliography on some developments of the theory ofthe so-called “tight”
and “taut” immersions in Riemannian manifolds. These immersions are character-
ized by the property of “minimizing” (in a suitable sense) the number of critical
points respectively for the height and the distance functions that are Morse func-
tions. This is a very active field of research today and it should attract the attention
of graduate students and researchers who work in the area of Differential Geome-
try.

The subject of Morse Theory is far from being exhaustively treated in this
book; many important aspects of the theory have not even beenmentioned in these
pages. Most notably, we have not touched at all the issue ofequivariant Morse
Theory, which studies situations where functional is invariant by a group of trans-
formations of the underlying manifold. Applications of such theory are ubiquitous
both in Analysis and in Geometry; as an example, we mention here the celebrated
result of Gromoll and Meyer on the existence of infinitely many closed geodesics in
a broad class of compact Riemannian manifolds ([63]). We have also omitted men-
tions to several applications of Morse Theory to the theory of Hamiltonian systems
and Symplectic Geometry, particularly with the works of C. Conley, E. Zehnder,
H. Hofer, D. Salamon, I. Ekeland, A. Floer, M. Struwe, Y. Longand many others.
Extensions of Morse Theory to the case of Finsler (Banach) manifolds have not
been touched upon in this book. It should also be given a mention to the existence
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of an alternative approach to Morse Theory, not discussed inthis book, which is
known asMorse homology. The Morse homology approach consists in studying
the gradient flow lines connecting the critical points of a smooth functionalf on
a Riemannian manifoldM : under generic assumptions, they constitute a manifold
whose dimension equals the difference between the Morse indexes of the two criti-
cal points, and their combinatorics can be used to build a complex whose homology
coincides with the homology ofM . Most of the interest of such an approach relies
in its infinite dimensional generalizations: in some situations the spaces of gradient
flow lines connecting two critical points are finite dimensional, also if the critical
points have infinite Morse index, so this approach can be usedin cases where stan-
dard deformation arguments are not applicable.

In spite of these omissions, we have nevertheless tried to provide a sufficiently
general bibliography, in which the interested reader may find suggestions for fur-
ther reading on these subjects. Hopefully, future versionsof this book will reduce
the amount of such regretful gaps by including a discussion of some of the above
mentioned topics.

Thanks are due to many friends and colleagues who have given support to us
during the writing of these notes.

Our colleague Fabio Giannoni has offered mathematical support during dif-
ferent stages of the writing, since the beginning until the very end. He is a deep
connaisseurof Morse Theory and very many of its modern applications in Math-
ematical Analysis, and he is probably the main responsible for making two of us
addicted to the beauties of the theory. Particularly, Fabio’s constant support and
encouragement to the second author wentwaybeyond the call of duty. We thank
him a lot for doing so.

Our colleague Claudio Gorodski has written a beautiful appendix (Appendix E)
about the so called “tight” and “taut” immersions in Riemannian manifolds. His
contribution is extremely valuable and it gives the book a distinctive touch of so-
phistication we are so proud of.

Our old friend Antonella Marquez has helped us finding the correct text of
the Kant’s citation which was used asovertureof the book; we appreciated very
much her enthusiastic contribution to the work. In the citedwords, the philosopher
indicate the two things that cause him a profound admiration: a starry sky above
him and the moral law inside him. We like to share his point of view.

Our own institutions, theUniversidade de S̃ao Pauloand theUniversidade
Estadual de Campinasprovide the most adequate environment to do, read and
write Mathematics. All the people of the Differential Geometry group at USP
and Unicamp have surrounded us with constant support and appreciation for our
work; we wish to thank each and everyone of them. Our state andfederal agencies
that support the scientific research, FAPESP, CNPq and CAPES, have provided
funds and equipment to carry on our research. We gratefully acknowledge their
generosity.

We wish to take the opportunity for expressing our gratitudeto the organizers
of the 23rd Brazilian Colloquium of Mathematics who gave us the opportunity of
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teaching the course and publishing these notes. Particularly, we want to thank them
for their patience and willingness to tolerate the great delay with which the final
manuscript of these notes was delivered.

Finally, the second author wishes to express his deep gratitude to his son Pietro
and his wife Diacuy for constantly reminding him that there is life beyond Morse
Theory.

The authors
São Paulo, June 23rd 2001.
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... der bestirnte Himmel̈uber mir
und das moralische Gesetz in mir.

(I. Kant)





CHAPTER 1

Singular Homology and CW-complexes

1.1. Short Review of Abelian Groups

A few generalities about abelian groups should be studied before we enter
the territory of homology theory. General group theory is not relevant here; only
abelian groupsare needed. In fact, when studying homology theory and homolog-
ical algebra, we rarely think of abelian groups asgroupsbut rather asZ-modules;
more explicitly, the binary operation of an abelian group isalways denoted by a
plus sign, the neutral element is always denoted byzeroand the inverse element
of g is denoted by−g. If g is an element of an abelian groupG andn ∈ Z is an
integer we can as usual define the productng ∈ G (see Exercise 1.1). Agroup ho-
momorphism(or, more simply, ahomomorphism) between abelian groupsG,H is
a mapf : G→ H such thatf(g1 + g2) = f(g1) + f(g2) for all g1, g2 ∈ G; group
homomorphisms are automaticallyZ-linear, i.e., f(ng) = nf(g) for all n ∈ Z,
g ∈ G. We repeat below, in the context of abelian groups, some definitions that are
probably better known by students in the context of linear algebra. ByG we will
denote an arbitrary abelian group.

1.1.1. DEFINITION. A family (ni)i∈I of integer numbers is calledessentially
zero if the set{i ∈ I : ni 6= 0} is finite. Given an essentially zero family(ni)i∈I
of integer numbers and a family(gi)i∈I of elements ofG then the sum

∑
i∈I nigi

is well-defined in the obvious way and it is called alinear combinationof the
family (gi)i∈I . The family1 (gi)i∈I is calledlinearly independentif

∑
i∈I nigi = 0

implies ni = 0 for all i ∈ I; a family that is not linearly independent is called
linearly dependent. The family(gi)i∈I is calledgeneratingfor G if every element
ofG is a linear combination of the family (see also Remark 1.1.2 below). A family
(gi)i∈I that is both generating forG and linearly independent is called abasisfor
G; in this case the abelian groupG is also said to befreeover(gi)i∈I . An abelian
group that admits a basis is called afree abelian group.

1We in principle distinguish thefamily(gi)i∈I from theset{gi}i∈I = {gi : i ∈ I} in the sense
that the family keeps some extra information, namely, the indexing mapi 7→ gi. It is quite possible
for instance thatgi = gj for i 6= j, i.e., that a family contains “repeated elements”, while such
repetition is obviously lost when we look at the corresponding set. On some occasions, however,
we will (with a little abuse) use in the context of sets, notions that were in principle defined only for
families (and vice-versa). Observe, for instance, that if afamily (gi)i∈I is linearly independent then
the mapi 7→ gi is indeed injective, so that ignoring the difference between the family(gi)i∈I and
the set{gi}i∈I is not so bad.

1
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In linear algebra the term “free” is rarely used since any vector space admits a
basis. It is quite easy though to give examples of abelian groups that are not free
(see Exercise 1.9).

1.1.2. REMARK . One usually defines thespanof a subset of an abelian group
G to be the smallest subgroup ofG containing such set. A family(gi)i∈I is thus
generating forG when the span of the set

{
gi : i ∈ I

}
equalsG (see Exercise 1.5).

Keeping in mind the analogy with linear algebra, the following should be no
surprise:

1.1.3. PROPOSITION. LetG, H be abelian groups. Given a basis(gi)i∈I for
G and an arbitrary family(hi)i∈I of elements ofH then there exists a unique
homomorphismf : G→ H such thatf(gi) = hi for all i ∈ I.

PROOF. Definef by f
(∑

i∈I nigi
)

=
∑

i∈I nihi. The proof thatf is well-
defined and is indeed a homomorphism is straightforward. �

The proposition above can be nicely pictured in the languageof commutative
diagrams as follows. LetG, H be abelian groups and(gi)i∈I a basis forG. De-
noting byA the set{gi}i∈I then Proposition 1.1.3 says that given anarbitrary map
f0 : A → H, there exists a unique homomorphismf : G → H that extendsf0,
i.e., that fills in the place of the dotted arrow in the commutative diagram:

G
f // H

A

inclusion

OO

f0

>>~~~~~~~~

Conversely, the validity of the property above implies that(gi)i∈I is a basis forA
(see Exercise 1.11).

A basic notion needed in the construction of singular homology theory is that
of a free abelian group spanned by a set. The idea is the following: one starts
with an arbitrary setA where no operations are defined. Then, one wants to create
an environment where expressions likea + b with a, b ∈ A make sense; more
specifically, one wants an abelian groupG that contains the setA in such a way
thatA form a basis forG. This is achieved in the following:

1.1.4. DEFINITION. LetA be a set. Thefree abelian group spanned byA is
the groupFree[A] consisting of all mapsf : A → Z that areessentially zero, i.e.,
such that the set{a ∈ A : f(a) 6= 0} is finite. The group operation inFree[A]
is pointwise addition, i.e., (f1 + f2)(a) = f1(a) + f2(a) for all a ∈ A and all
f1, f2 ∈ Free[A]. We think ofA as a subset ofFree[A] in the following way: each
a ∈ A is identified with the map that carriesA \ {a} to zero anda to 1 ∈ Z.

By consideringA as a subset ofFree[A] in the way explained above, an ele-
mentf ∈ Free[A] is written as:

f =
∑

a∈A
f(a)a;
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it is thus very easy to see thatA is indeed a basis forFree[A]. Typically, the
elements ofFree[A] are thought of as finite linear combinations of elements ofA
and not asZ-valued maps onA. Actually, the only important thing to be kept in
mind aboutFree[A] is that it is a free abelian group overA. The use ofZ-valued
maps onA is just a “trick” to produce a set-theoretic rigorous construction for
Free[A]. In Exercise 1.12, the reader is asked to show thatFree[A] is actually the
uniquefree abelian group overA, up to isomorphisms (in a suitable sense).

When studying algebraic topology and homological algebra one has frequently
to deal with lots of abelian groups and homomorphisms and several relations be-
tween such objects. The use of commutative diagrams to visualize such relations
is unavoidable. The terminology we introduce below is another important tool to
describe relations between groups and homomorphisms.

1.1.5. DEFINITION. If G1, . . . ,Gn are abelian groups andfi : Gi → Gi+1,
i = 1, . . . , n− 1 are homomorphisms then we say that the sequence:

G1
f1−−−→ G2

f2−−−→ · · · fi−1−−−−→ Gi
fi−−−→ Gi+1

fi+1−−−−→ · · · fn−1−−−−→ Gn

is exactatGi (i = 2, . . . , n − 1) if Ker(fi) = Im(fi−1). The sequence above is
calledexactif it is exact at everyGi, i = 2, . . . , n− 1.

A particularly important type of exact sequences are the short exact sequences;
ashort exact sequenceis an exact sequence of the form:

(1.1.1) 0 −→ G1
f1−−−→ G2

f2−−−→ G3 −→ 0

whereG1,G2,G3 are abelian groups,f1, f2 are homomorphisms and0 denotes the
one element group{0} (obviously there is no need to explain who the unlabelled
arrows are!). Exactness of (1.1.1) means thatf1 is injective,f2 is surjective and
thatKer(f2) = Im(f1). If G is an abelian group andH ⊂ G is a subgroup ofG
then:

(1.1.2) 0 −→ H
i−−→ G

q−−→ G/H −→ 0

is a short exact sequence, wherei : H → G denotes inclusion andq : G → G/H
denotes the canonical quotient map. The short exact sequence (1.1.2) is essentially
the most general type of short exact sequence, in the following sense: if (1.1.1) is
exact,G = G2 andH = Im(f1) thenH is a subgroup ofG, f1 gives an isomor-
phism betweenG1 andH and, sinceKer(f2) = H, f2 induces an isomorphism
fromG/H ontoG3. The mere existence of isomorphismsG1

∼= H, G2
∼= G and

G3
∼= G/H doesn’t quite say that (1.1.1) and (1.1.2) are “equivalent”sequences

for the existence of such isomorphisms does not relate the maps appearing in both
sequences. Observe though that the particular isomorphisms we have described
give us a commutative diagram:

0 // G1
f1 //

∼=

��

G2
f2 //

∼=

��

G3

∼=

��

// 0

0 // H
i

// G q
// G/H // 0
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the existence of such diagram is the correct notion of equivalence for exact se-
quences!

It is well-known from linear algebra that a subspace of a vector space is al-
ways a direct summand, i.e., admits a complementary subspace. The correspond-
ing statement in the theory of abelian groups is not true: ifG is an abelian group
andH ⊂ G is a subgroup then there may not exist a subgroupK ⊂ G with
G = H ⊕ K; in fact, it is even possible thatG be not isomorphic to the direct
sumH ⊕ (G/H) (take for instanceG = Z andH = 2Z). These considerations
imply that it is not in general possible to determine the middle groupG2 of a short
exact sequence (1.1.1) (up to isomorphism) only from the knowledge ofG1 and
G3. In some situations though, one has an extra bit of information about (1.1.1)
that implies thatG2

∼= G1 ⊕G3; this is the subject of the following:

1.1.6. DEFINITION. We say that a short exact sequence (1.1.1)splits if one of
the following equivalent conditions hold:

• f1 has a left inverse that is a homomorphism, i.e., there existsa homo-
morphismφ : G2 → G1 with φ ◦ f1 = IdG1 ;

• Im(f1) = Ker(f2) is a direct summand ofG, i.e., there exists a subgroup
K ⊂ G with G = Im(f1) ⊕K = Ker(f2) ⊕K;

• f2 has a right inverse that is a homomorphism, i.e., there exists a homo-
morphismψ : G3 → G2 with f2 ◦ ψ = IdG3 .

The equivalence between the three conditions in the definition above follows
directly from the result of Exercise 1.16.

The following result gives a sufficient condition for a shortexact sequence to
split:

1.1.7. PROPOSITION. Any short exact sequence(1.1.1)withG3 free splits.

PROOF. Follows directly from the result of Exercise 1.17. �

An abelian groupG is said to befinitely generatedif it admits a finite gener-
ating family. We recall the following theorem from elementary courses of group
theory:

1.1.8. THEOREM (classification of finitely generated abelian groups).Every
finitely generated abelian groupG is isomorphic to a direct sum of the form:

Z⊕Z⊕ · · · ⊕Z⊕Zpα1
1

⊕Zpα2
2

⊕ · · · ⊕Zpαk
k
,

wherepi ≥ 2 is a prime andαi is a positive integer fori = 1, . . . , k. Moreover,
the number of summandsZ and the number of summandsZpα (for a fixed prime
p ≥ 2 and a fixed positive integerα) is uniquely determined byG.

PROOF. See [75, Section 3.8]. �

1.1.9. DEFINITION. The Betti numberof a finitely generated abelian group
G is defined to be the number of summandsZ in the decomposition given by
Theorem 1.1.8. IfG is not finitely generated, we define the Betti number ofG to
be+∞.
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We finish this section with a short exposition of the notion ofthe tensor product
of two abelian groups. We remark that this material won’t be used until we study
homology with arbitrary coefficients in Section 1.13.

Most students begin to learn the concept of tensor product and tensors in lin-
ear algebra courses, in the context of finite dimensional real (or complex) vec-
tor spaces. In such context, tensors are often identified with multi-linear maps or
(when basis are chosen) with multi-indexed matrices. Such simplifications already
fail when one studies tensor products of infinite dimensional vector spaces and
they are far away from reality in the context of (possibly notfree) modules over
arbitrary rings. We will be concerned below with the case of tensor products of
Z-modules, i.e., abelian groups; we develop a bit of the general theory of tensor
products of general modules in Exercises 1.21 and 1.22.

Although the definition of tensor product may seem a bit awkward when stud-
ied for the first time, the use of tensor products is spread around several fields of
mathematics. For now, let us just say that the basic motivation for the definition of
a tensor product is the possibility of identifying bilinearmaps with linear maps. In
Section 1.13, we will make use of tensor products to give an algebraically elegant
treatment of the theory of singular homology with arbitrarycoefficients.

If G1, G2 andH are abelian groups, we recall that a mapB : G1 ×G2 → H
is calledbilinear (orZ-bilinear) if for everyg1 ∈ G1, g2 ∈ G2 the mapsB(g1, ·) :
G2 → H andB(·, g2) : G1 → H are group homomorphisms.

1.1.10. DEFINITION. LetG1, G2 be abelian groups. Atensor productof G1

andG2 is a pair(T, b) whereT is an abelian group andb : G1 × G2 → T is
a bilinear map such that the following property holds: givenan arbitrary abelian
groupH and an arbitrary bilinear mapB : G1 × G2 → H then there exists a
unique homomorphismB : T → H such that the diagram:

G1 ×G2
B //

b
��

H

T
B

::

commutes.

1.1.11. LEMMA (uniqueness of tensor product).If (T, b) and(T ′, b′) are both
tensor products of two abelian groupsG1 andG2 then there exists a unique iso-
morphismφ : T → T ′ such that the diagram:

(1.1.3) G1 ×G2

b

{{vvvvvvvvv
b′

$$I
IIIIIIII

T
φ

∼= // T ′

commutes.

PROOF. Sinceb′ is bilinear and(T, b) is a tensor product ofG1 andG2, there
exists a unique homomorphismφ for which (1.1.3) commutes; our problem is to
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prove thatφ is actually an isomorphism. Sinceb is bilinear and(T ′, b′) is a ten-
sor product ofG1 andG2, there exists a unique homomorphismψ for which the
diagram:

(1.1.4) G1 ×G2

b

{{vvvvvvvvv
b′

$$I
IIIIIIII

T T ′
ψ

oo

commutes. We show thatφ andψ are mutually inverse. The commutativity of
(1.1.3) and (1.1.4) imply easily that also the diagram:

G1 ×G2

b

zzvvvvvvvvv
b

$$H
HHHHHHHH

T
ψ◦φ

//__________ T

commutes. The diagram above still commutes if we replaceψ ◦ φ in the dashed
arrow by the identity ofT ; but by the definition of tensor product, the map on the
dashed arrow is supposed to be unique and soψ ◦ φ = Id. An analogous argument
shows thatφ ◦ ψ = Id, concluding the proof. �

We now give an explicit construction of a tensor product of two abelian groups
G1 andG2. Let F = Free[G1 × G2] be the free abelian group spanned by the
setG1 × G2; let R ⊂ F be the subgroup spanned by the elements of the form
(g1 + g′1, g2) − (g1, g2) − (g′1, g2) and (g1, g2 + g′2) − (g1, g2) − (g1, g

′
2) with

g1, g
′
1 ∈ G1 andg2, g′2 ∈ G2. We setG1⊗G2 = F/R and we defineb : G1×G2 →

G1 ⊗ G2 by b(g1, g2) = g1 ⊗ g2, whereg1 ⊗ g2 denotes the coset inF/R of the
element(g1, g2) ∈ F ; below we will denote by the symbol⊗ the mapb. We have
the following:

1.1.12. LEMMA (existence of tensor product).The pair (G1 ⊗ G2,⊗) is a
tensor product ofG1 andG2.

PROOF. Observe first that the map(g1, g2) 7→ g1 ⊗ g2 is indeed bilinear. Let
thenB : G1 ×G2 → H be a bilinear map, whereH is an arbitrary abelian group;
we have to show that there exists a unique homomorphismB : G1 ⊗ G2 → H
such that

(1.1.5) B(g1 ⊗ g2) = B(g1, g2),

for all g1 ∈ G1, g2 ∈ G2. To prove the uniqueness ofB, observe that (1.1.5)
determinesB on the set

{
g1 ⊗ g2 : g1 ∈ G1, g2 ∈ G2

}
which is a generating set

for G (becauseq is surjective and the pairs(g1, g2) generateF = Free[G1 ×G2]).
Finally, to prove the existence ofB, observe first thatB extends uniquely to a
homomorphismB̃ : F → H; the bilinearity ofB implies easily thatB̃ vanishes
on the subgroupR of F and therefore defines a homomorphismB on the quotient
F/R = G1 ⊗G2. ObviouslyB satisfies (1.1.5). �
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From now on we will callG1 ⊗ G2 the tensor product ofG1 andG2; we
may think of the construction given above as the definition oftensor product, but
as Lemma 1.1.11 shows, any other construction of a tensor product would yield
essentially the same object. The important property of the tensor product is the one
given in Definition 1.1.10; namely, that given an abelian groupH and a bilinear
mapB : G1×G2 → H then there exists a unique homomorphismB : G1⊗G2 →
H such that (1.1.5) holds for allg1 ∈ G1, g2 ∈ G2.

1.1.13. REMARK . As it was observed in the proof of Lemma 1.1.12, elements
of the formg1 ⊗ g2 with g1 ∈ G1, g2 ∈ G2 form a generating set for the tensor
productG1 ⊗G2. It is not in general true however that all the elements ofG1⊗G2

are of the formg1 ⊗ g2 (see Exercise 1.19). Elements of the formg1 ⊗ g2 are
usually calledsimple tensors. It is also not true in general thatg1 ⊗ g2 = g′1 ⊗ g′2
impliesg1 = g′1 andg2 = g′2 (for instance,0 ⊗ g2 = g1 ⊗ 0 = 0 for all g1 ∈ G1,
g2 ∈ G2). In fact, there is no general simple algorithm to decide whether two
linear combinations of simple tensors are equal (unlessG1 andG2 are free — see
Exercise 1.20)

1.1.14. EXAMPLE. The tensor productG⊗Z can be naturally identified with
G; more explicitly, the homomorphism:

(1.1.6) G ∋ g 7−→ g ⊗ 1 ∈ G⊗Z

is an isomorphism. To prove that, we construct explicitly aninverse for (1.1.6).
LetB : G⊗Z → G be the unique homomorphism that corresponds to the bilinear
mapB(g, n) = ng, i.e.,B has the property thatB(g ⊗ n) = ng for all g ∈ G,
n ∈ Z. It is obvious that (1.1.6) is a right inverse forB. We now have to check
thatB(u)⊗1 = u for all u ∈ G⊗Z; but this is obvious whenu is a simple tensor.
Since simple tensors form a set of generators forG⊗Z the conclusion follows.

Homomorphisms between abelian groups induce homomorphisms between the
corresponding tensor products. More explicitly, we have the following:

1.1.15. DEFINITION. Let f1 : G1 → G′
1 andf2 : G2 → G′

2 be homomor-
phisms. Thetensor productof f1 andf2 is the unique homomorphismf1 ⊗ f2 :
G1 ⊗ G2 → G′

1 ⊗ G′
2 such that(f1 ⊗ f2)(g1 ⊗ g2) = f1(g1) ⊗ f2(g2) for all

g1 ∈ G1, g2 ∈ G2.

The fact thatf1⊗f2 is well-defined follows from the observation that the map:

G1 ×G2 ∋ (g1, g2) 7−→ f1(g1) ⊗ f2(g2) ∈ G′
1 ⊗G′

2

is bilinear.

1.2. Singular Homology

The basic idea of algebraic topology is to associate algebraic structures to topo-
logical spaces in such a way that homeomorphic spaces correspond to isomorphic
algebraic structures. The algebraic structure (like groups, modules, vector spaces)
should capture part of the geometric properties of the original topological space. In
general, information will be lost during the passage from the topological space to
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the algebraic structure and that’s pretty much the key aspect of the theory; namely,
since the algebraic structures are in general simpler than the original topological
spaces, it should be easier checking that the algebraic structures are not isomor-
phic than checking that topological spaces are not homeomorphic. Thus algebraic
topology provides help in the (huge) problem of classifyingtopological spaces up
to homeomorphisms. It can also be used to produce “clean” definitions for no-
tions like intersection numbers of manifolds and degrees ofmaps; such notions are
usually defined in differential topology courses by somewhat messier techniques
involving, for instance, approximation theory.

The program of associating algebraic structures to topological spaces goes
through two separate routes:homotopytheory andhomologytheory. The objective
of this section is to define the singular homology groups of a topological space.
There are actually several ways of associating abelian groups to topological spaces
that go by the name of “homology theories”; such “homology theories” are sup-
posed to agree on “nice” spaces. Singular homology is probably the easiest to
define and it has the advantage of making sense forall topological spaces; it is also
very easy to prove its invariance under homeomorphisms (simplicial homology,
for instance, is defined only for polyhedrons and its invariance under homeomor-
phisms is quite hard to be proven). The definition of singularhomology though,
may look a little obscure in principle and it takes some work before we can actually
compute it, even for very simple spaces. Enough being said for motivation, let’s
dive into the technical stuff.

For every integerp ≥ 0 we denote by(ei)
p
i=1 the canonical basis ofRp and

by e0 the origin ofRp. The convex hull of the set{ei}pi=0 is denoted by∆p and is
called thestandardp-simplex; more explicitly:

∆p =
{∑p

i=0
tiei :

∑p

i=0
ti = 1, ti ≥ 0, i = 0, . . . , p

}
.

Observe that∆0 consists of the single pointe0 = 0, ∆1 is the unit interval[0, 1]
in R, ∆2 is a triangle inR2 and∆3 is a tetrahedron inR3; obviously, one should
picture∆p for p ≥ 4 as a “hyper-tetrahedron” inRp. It should be pointed out
that the notation just introduced has a harmless ambiguity:for q > p ≥ i ≥ 0, ei
denotes a point of bothRp andRq. If one is bothered by that, simply identifyRp

with a subspace ofRq (and both of them with a subspace ofR∞).
We will also take this opportunity to introduce some generalnotation that will

be used throughout the book concerning balls and spheres. For p ≥ 0 we set:

B
p

=
{
x ∈ Rp :

∑p

i=1
x2
i ≤ 1

}
, Bp =

{
x ∈ Rp :

∑p

i=1
x2
i < 1

}
,

Sp =
{
x ∈ Rp+1 :

∑p+1

i=1
x2
i = 1

}
,

i.e.,B
p

is theclosed unit ballof Rp, Bp is theopen unit ballof Rp andSp is the
unit sphereof Rp+1. Observe thatB

0
= B0 = {0}, S0 = {−1, 1}; it will also

be convenient to make the convention thatS−1 (the “−1-th dimensional sphere”)
equals the empty set. In some occasions we may also have to talk about balls and
spheres of arbitrary radii and centers; to fix the notation once and for all, consider
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an arbitrary metric space(M,dist) and set:

B[x0; r] =
{
x ∈M : dist(x, x0) ≤ r

}
, B(x0; r) =

{
x ∈M : dist(x, x0) < r

}
,

S(x0; r) =
{
x ∈M : dist(x, x0) = r

}
,

for everyx0 ∈M , r > 0.

LetX be a topological space. Our goal now is to define the singular homology
groups ofX. This will take quite a few preliminary definitions. We startwith the
following:

1.2.1. DEFINITION. A singular p-simplexin the spaceX (p ≥ 0) is a con-
tinuous mapT : ∆p → X from the standardp-simplex∆p to X. We denote by
Sp(X) the free abelian group spanned by the set of all singularp-simplexes inX.
The elements ofSp(X) will be calledsingularp-chainsin X.

The reader may draw a mental picture of a singularp-simplex inX as a sort
of a “curved tetrahedron” embedded inX. Of course, this may not in general be
a very good picture. For instance, a constant mapT : ∆p → X is a singular2 p-
simplex; moreover, a singular simplex is amappingT and not just the setIm(T ).
A singular p-chain is a finite formal linear combination of singularp-simplexes
with integer coefficients; typically, the whole groupSp(X) is huge and very hard
to picture.

1.2.2. REMARK . We will not distinguish between a singular0-simplexT :
∆0 → X and the unique pointx ∈ X such thatIm(T ) = {x}; the groupS0(X)
of singular0-chains is therefore identified with the free abelian group spanned
by the setX itself. We remark also that a singular1-simplex inX is simply a
continuous curveT : [0, 1] → X.

The next ingredient we need is the notion of the boundary of a singular simplex.
Roughly speaking, the boundary of a singularp-simplexT should be a singular
(p − 1)-chain which is a linear combination of the faces ofT . We thus need first
to introduce formally the notion of a face of a singular simplex. Of course, for
i = 0, . . . , p, thei-th face ofT : ∆p → X should be defined as the restriction of
T to thei-th face of the standard simplex∆p, i.e., the convex hull of the vertices
ej, j = 0, . . . , p with j 6= i. We want however the faces ofT to be singular
(p− 1)-simplexes and so the definition just proposed doesn’t work (for i 6= p); we
need an auxiliary map which performs the identification between thei-th face of
∆p and the standard(p− 1)-simplex∆p−1. With that purpose in mind we give the
following:

1.2.3. DEFINITION. Given pointsvi, i = 0, . . . , p in a real vector spaceV we
denote byℓ(v0, . . . , vp) : ∆p → V the restriction to∆p of the affine map fromRp

to V which takesei to vi, i = 0, . . . , p; more explicitly:

ℓ(v0, . . . , vp) : ∆p ∋
p∑

i=0

tiei 7−→
p∑

i=0

tivi ∈ V,

2Actually, the namesingularcomes from the fact that the image of a singularp-simplex can be
a “degenerate” version of∆p.
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for every(p + 1)-tuple(ti)
p
i=0 of non negative real numbers with

∑p
i=0 ti = 1.

The image ofℓ(v0, . . . , vp) is the convex hull of the set{vi}pi=0. Obviously
if V has a topology for which the vector space operations are continuous (i.e., if
V is a topological vector space) thenℓ(v0, . . . , vp) is a singularp-simplex inV ;
typically, V will be finite dimensional.

We can now formally define the boundary of a singular simplex.

1.2.4. DEFINITION. For p ≥ 1 and i = 0, . . . , p, the i-th faceof a singular
p-simplexT : ∆p → X is the singular(p − 1)-simplexT ◦ ℓ(e0, . . . , êi, . . . , ep),
where the hat means that the term has been omitted from the sequence. Thebound-
ary of T is the singular(p − 1)-chain defined by:

(1.2.1) ∂p T =

p∑

i=0

(−1)i T ◦ ℓ(e0, . . . , êi, . . . , ep) ∈ Sp−1(X).

Thep-th boundary homomorphism:

∂p : Sp(X) −→ Sp−1(X)

is defined as the unique group homomorphism satisfying (1.2.1) for every singular
p-simplexT : ∆p → X. For every singularp-chainc ∈ Sp(X) we call∂p c the
boundaryof c.

One should note thatℓ(e0, . . . , êi, . . . , ep) is an affine linear homeomorphism
from ∆p−1 onto thei-th face of∆p. At this point one could be curious about the
sign (−1)i in the definition of the boundary ofT ; the signs in formula (1.2.1) are
motivated by the following:

1.2.5. LEMMA . For everyp ≥ 2 we have∂p−1 ◦ ∂p = 0.

PROOF. It suffices to show that∂p−1 ◦ ∂p vanishes on singularp-simplexes.
We compute:

∂p−1 ∂p T =
∑

j<i

(−1)i+j T ◦ ℓ(e0, . . . , êj , . . . , êi, . . . , ep)

+
∑

j>i

(−1)i+j−1 T ◦ ℓ(e0, . . . , êi, . . . , êj , . . . , ep) = 0. �

The property∂p−1 ◦ ∂p = 0 is in the very heart3 of homology theory. This will
be made clear in the following:

1.2.6. DEFINITION. For p ≥ 1 we setZp(X) = Ker(∂p) and for p ≥ 0
we setBp(X) = Im(∂p+1); we also setZ0(X) = S0(X). We callZp(X) the
p-th singular cycle group(or p-th dimensional cycle group) of the spaceX and
Bp(X) the p-th singular boundary group(or p-th dimensional boundary group)
of X; the elements ofZp(X) andBp(X) are respectively calledsingularp-cycles

3The reader which is familiarized withde Rham cohomology theoryfor differentiable mani-
folds should keep in mind the analogy between Lemma 1.2.5 andthe fact that the iterated exterior
differentiation of differential forms is zero. One should observe though that exterior differentiation
increasesdegree while the boundary operator decreases dimension.
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(or cycles of dimensionp) andsingularp-boundaries(or boundaries of dimension
p). By Lemma 1.2.5 we obviously haveBp(X) ⊂ Zp(X) and the quotient group
Hp(X) = Zp(X)/Bp(X) is called thep-th singular homology group(or p-th
dimensional singular homology group) of the topological spaceX. If c ∈ Zp(X)
is a singularp-cycle then the equivalence classc + Bp(X) determined byc in
Hp(X) is called thesingular homology classdetermined byc. If c1, c2 ∈ Zp(X)
determine the same singular homology class, i.e., ifc1 − c2 ∈ Bp(X) then we say
that the singularp-cyclesc1 andc2 arehomologous.

While the singular cycle, boundary and chain groups are usually unreasonably
large, it is an amazing fact that the singular homology groups can be explicitly
computed when the space is not too complicated. Of course, one should not expect
to compute singular homology groups directly from Definition 1.2.6, except for
very simple cases; in Exercise 1.23 the reader is asked to compute the singular
homology of the empty spaceX = ∅ and of a one-point space. The examples
below should illustrate the geometrical ideas behind Definition 1.2.6.

1.2.7. EXAMPLE. Consider a singular1-simplexT in X, i.e., a continuous
curveT : [0, 1] → X. Its boundary∂1 T is the formal differenceT (1) − T (0)
(recall Remark 1.2.2). It follows thatT is a cycle iffT is a closed curve. Assume
thatX ⊂ R2 denotes the boundary of the square[0, 1]2, i.e.:

X =
(
{0, 1} × [0, 1]

)
∪
(
[0, 1] × {0, 1}

)
;

if v0 = (0, 0), v1 = (1, 0), v2 = (1, 1), v3 = (0, 1) denote the vertices ofX then
the singular1-chain

c = ℓ(v0, v1) + ℓ(v1, v2) + ℓ(v2, v3) − ℓ(v0, v3) ∈ S1(X)

is a cycle. If we had takenX to be the whole square[0, 1]2 thenc would be the
boundary of the2-chainℓ(v0, v1, v2) + ℓ(v0, v2, v3), so thatc ∈ B1(X). But if X
is just the boundary of the square[0, 1]2 thenc is not a singular boundary inX;
this should be geometrically plausible and it is indeed true, although not easy to be
proven rigorously with the theory developed so far. The1-cyclec thus determines
anon trivial singular homology classin the spaceX.

1.2.8. EXAMPLE. Consider the unit closed sphereB
3

and its boundaryS2.
Choose a homeomorphismh : ∆3 → B

3
that carries4 the boundary of∆3 (i.e., the

union of the4 faces of∆3) ontoS2. The singular2-chain

c = h ◦ ℓ(e1, e2, e3) − h ◦ ℓ(e0, e2, e3) + h ◦ ℓ(e0, e1, e3) − h ◦ ℓ(e0, e1, e2)

is a cycle in both the spaceX = S2 and in the spaceX = B
3
; in the latter,c is

the boundary ofh ∈ S3

(
B

3)
. It can be shown thatc is not a singular boundary in

X = S2.

4Actually every homeomorphism from∆3 to B
3

carries the boundary of∆3 onto the bound-
ary of B

3
. The proof of this fact depends on thetheorem of the invariance of the boundary(see

Exercise 1.62) whose proof depends on the theory oflocal homology, developed in Section 1.9.
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1.2.9. EXAMPLE (zero-dimensional homology). By convention, every singular
0-chain is a cycle. If the spaceX is path connected then two pointsx0, x1 ∈ X
always determine homologous0-cycles; namely, a continuous curveT : [0, 1] →
X from x0 to x1 is a singular1-chain whose boundary isx1 − x0. It follows that
the0-th singular homology groupH0(X) is cyclic and spanned by the homology
class of any pointx ∈ X. We will prove now that the homology class of a point
x ∈ X is a freegenerator ofH0(X), i.e., that ifn ∈ Z is a non zero integer then
n · x is not a boundary. It will then follow that

H0(X) ∼= Z

wheneverX is a non empty path connected space. The trick to prove thatn · x can
not be a boundary is the introduction of the homomorphism

(1.2.2) ǫ : S0(X) −→ Z

characterized by the property thatǫ maps every point ofX to 1 ∈ Z. The homo-
morphism (1.2.2) is known as theaugmentation map. We have the identity

(1.2.3) ǫ ◦ ∂1 = 0;

to check (1.2.3) one simply computes its lefthand side on anysingular1-simplex
T : [0, 1] → X. It follows that the augmentation map vanishes on0-boundaries
and sinceǫ(n · x) = n, the0-chainn · x is a boundary iffn = 0.

1.2.10. EXAMPLE. Let V be a real topological vector space (for instance, a
finite dimensional real vector space endowed with the topology induced by any
norm) and letX ⊂ V be a subset that isstar-shapedaround a pointx0 ∈ X, i.e.,
for everyx ∈ X the line segment[x0, x] = Im

(
ℓ(x0, x)

)
is contained inX. It

follows from Example 1.2.9 thatH0(X) ∼= Z. We will now show thatHp(X) = 0
for everyp ≥ 1. To this aim, we introduce the following notation. IfT : ∆p → X
is a singularp-simplex then we denote by[x0, T ] : ∆p+1 → X the singular(p+1)-
simplex that coincides withT on∆p ⊂ ∆p+1, maps the vertexep+1 ∈ ∆p+1 to the
pointx0 ∈ X and is affine on each line segment of the form[u, ep+1] with u ∈ ∆p;
more explicitly:
(1.2.4)
[x0, T ] : ∆p+1 ∋ (1−t)u+tep+1 7−→ (1−t)T (u)+tx0 ∈ X, u ∈ ∆p, t ∈ [0, 1].

The reader is asked to show in Exercise 1.24 that (1.2.4) indeed defines a con-
tinuous map in∆p+1. The operationT 7→ [x0, T ] extends uniquely to a group
homomorphism

[x0, ·] : Sp(X) −→ Sp+1(X).

For a singularp-chainc ∈ Sp(X) the boundary of[x0, c] ∈ Sp+1(X) is given by:

(1.2.5) ∂p+1[x0, c] =

{
c− [x0, ∂p c], p ≥ 1,

c− ǫ(c)x0, p = 0,

whereǫ is the augmentation map. Namely, since the three expressions in (1.2.5)
define group homomorphisms when seen as functions ofc ∈ Sp(X), in order to
check (1.2.5) it suffices to consider the case whenc is a singularp-simplexT ; this
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is easily done using the definition of the boundary of a singular simplex. It follows
directly from (1.2.5) that ifc is a singularp-cycle withp ≥ 1 thenc is the boundary
of [x0, c]; henceHp(X) = 0 for all p ≥ 1.

Motivated by the constructions above we now give the following abstract defi-
nition:

1.2.11. DEFINITION. A chain complexis a pair(C, ∂) whereC = (Cp)p∈Z
is a family of abelian groups and∂ = (∂p)p∈Z is a family of group homomor-
phisms∂p : Cp → Cp−1 satisfying∂p−1 ◦ ∂p = 0 for all p ∈ Z. We callCp the
p-dimensional groupof the chain complex(C, ∂) and∂p thep-th boundary homo-
morphismof (C, ∂). The groupZp(C) = Ker(∂p) is called thep-th cycle group
(or p-th dimensional cycle group) of C and the groupBp(C) = Im(∂p+1) is called
the p-th boundary group(or p-th dimensional boundary group) of C. Obviously
Bp(C) is contained inZp(C) and the quotientHp(C) = Zp(C)/Bp(C) is called the
p-th homology group(or p-th dimensional homology group) of the chain complex
(C, ∂).

1.2.12. EXAMPLE. Let X be a topological space. For every integerp ≥ 0
denote bySp(X) the group of singularp-chains inX and for everyp ≥ 1 let ∂p
denote thep-th boundary homomorphism introduced in Definition 1.2.4. If we set
Sp(X) = 0 for p < 0 and∂p = 0 for p ≤ 0 then, by Lemma 1.2.5,

(
S(X), ∂

)
be-

comes a chain complex called thesingular chain complexof the topological space
X. Another important example of a chain complex associated toa topological
spaceX is theaugmented singular chain complex

(
S̃(X), ∂

)
defined as follows:

for p 6= −1 we setS̃(X) = Sp(X) and forp 6= 0 we take thep-th boundary ho-
momorphism of

(
S̃(X), ∂

)
to be equal to thep-th boundary homomorphism of the

singular chain complex
(
S(X), ∂

)
; moreover, we set̃S−1(X) = Z and we take

the0-th boundary homomorphism of
(
S̃(X), ∂

)
to be the augmentation map intro-

duced in Example 1.2.9; equality (1.2.3) implies that
(
S̃(X), ∂

)
is indeed a chain

complex. Thep-th homology group of the chain complex
(
S̃(X), ∂

)
is called the

p-th reduced singular homology groupof the topological spaceX and is denoted
by H̃p(X). We obviously have:

H̃p(X) = Hp(X),

for all p 6∈ {0,−1}. If X is empty thenH̃−1(X) = Z andH−1(X) = 0; oth-
erwise, ifX is not empty, the augmentation map is surjective so thatH̃−1(X) =
H−1(X) = 0. The reader is asked to determine the relation betweenH0(X) and
H̃0(X) in Exercise 1.28.

Our next task is to show how a continuous map between topological spaces
induces a homomorphism between their singular homology groups. We start with
the algebraic part of the task.



14 1. SINGULAR HOMOLOGY AND CW-COMPLEXES

1.2.13. DEFINITION. Given chain complexesC andD, then achain mapfrom
C to D is a familyφp : Cp → Dp, p ∈ Z, of homomorphisms such that:

(1.2.6) ∂p ◦ φp = φp−1 ◦ ∂p,
for all p ∈ Z.

Condition (1.2.6) can be pictured in the following commutative diagram:

· · · ∂p+2 // Cp+1

φp+1

��

∂p+1 // Cp

φp

��

∂p // Cp−1

φp−1

��

∂p−1 // · · ·

· · ·
∂p+2

// Dp+1
∂p+1

// Dp
∂p

// Dp−1
∂p−1

// · · ·

Chain maps induce homology homomorphisms in a natural way:

1.2.14. PROPOSITION. If φ : C → D is a chain map thenφ mapsZp(C)
to Zp(D) andBp(C) to Bp(D). In particular, φ induces a homomorphismφ∗ :
Hp(C) → Hp(D) so that the diagram:

Zp(C)
φ|Zp(C)

//

quotient
map ��

Zp(D)

quotient
map��

Hp(C)
φ∗

// Hp(D)

commutes.

PROOF. If ∂p c = 0 then∂p φp(c) = φp−1

(
∂p c
)

= 0, which means thatφp
mapsZp(C) to Zp(D). Similarly, if c = ∂p+1(d) thenφp(c) = ∂p+1 φp+1(d),
which means thatφp mapsBp(C) toBp(D). �

Observe now that ifX, Y are topological spaces andf : X → Y is a continu-
ous map then, for eachp ≥ 0, we can define a homomorphism:

(f#)p : Sp(X) −→ Sp(Y )

by requiring that(f#)p(T ) = f ◦ T for every singularp-simplexT : ∆p → X.
Moreover, if we set(f#)p = 0 for p < 0 then it is easy to see thatf# : S(X) →
S(Y ) becomes a chain map (see Exercise 1.31). Observe thatǫ◦ (f#)0 = ǫ so that
we also obtain a chain mapf# : S̃(X) → S̃(Y ) by setting(f#)−1 = Id : Z → Z.
Keeping in mind Proposition 1.2.14 we can now give the following:

1.2.15. DEFINITION. Given topological spacesX, Y and a continuous map
f : X → Y then we denote by:

(1.2.7) f∗ : Hp(X) −→ Hp(Y )

the homomorphism induced in homology by the chain mapf# : S(X) → S(Y ).
We also denote by:

(1.2.8) f∗ : H̃p(X) −→ H̃p(Y )

the homomorphism induced in homology by the chain mapf# : S̃(X) → S̃(Y ).
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It is easy to see that the homomorphisms (1.2.7) and (1.2.8) are equal forp > 0;
if p = 0 then (1.2.8) is simply a restriction of (1.2.7).

1.3. Relative Homology

The examples discussed in Section 1.2 should give the readera vague geo-
metrical idea of what a non zero homology class is. One can picture it as a linear
combination of singular simplexes inX that “surrounds a hole”. The methods used
so far to compute singular homology are very primitive. In order to increase our
computational power of singular homology, given a complicated topological space
X, we will employ a certain strategy that can be roughly described as follows:

Step 1. identify a subspaceA ⊂ X that contains the complicated part of
X, i.e., such that the space obtained by collapsingA to a point
is topologically simple;

Step 2. define a notion of homology ofX moduloA;

Step 3. prove a general principle that allows to remove the complicated
part ofA andX when computing the homology ofX modulo
A;

Step 4. establish nice algebraic relations between the homology ofX,
the homology ofA and the homology ofX moduloA;

Step 5. use the relations established in Step 4 to “determine”5 the ho-
mology ofX in terms of the homology ofA and the homology
of X moduloA.

Observe that the machinery above can be applied recursivelyto determine the
homology ofA; hopefully one gets the homology ofX after a finite number of
reductions. If a finite number of reductions is not sufficient, some limit processes
can be used (see Exercises 1.32, 1.33 and 1.34).

In practical computations of homology, the scheme above is rarely used di-
rectly because such scheme was condensed in a more systematic method of com-
putation of homology which is known as cellular homology (the understanding of
such method is actually the final goal of this whole chapter).The reader should
think of the scheme above as a motivation for all the technical definitions and re-
sults presented below.

LetX be a topological space andA ⊂ X a subspace; we then say that(X,A)
is apair of topological spaces. By amap of pairsf : (X,A) → (Y,B) we mean a
continuous mapf : X → Y which carriesA intoB, i.e., such thatf(A) ⊂ B.

Singularp-simplexes inA can obviously be seen as singularp-simplexes inX
and thereforeSp(A) can be seen as the subgroup ofSp(X) which has as a basis

5The reader should be warned that the homology ofA and the homology ofX modulo A
do not literally determine the homology ofX. The precise meaning of Step 5 will be stated in
Corollary 1.3.7 below.
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the singularp-simplexesT : ∆p → X with image inA. Moreover, the bound-
ary homomorphism∂p : Sp(X) → Sp−1(X) of S(X) restricts to the boundary
homomorphism ofS(A); we thus say thatS(A) is achain subcomplexof S(X)
(see Exercise 1.36). Obviously the chain mapi# : S(A) → S(X) induced by the
inclusioni : A→ X is simply the inclusion ofS(A) in S(X). For eachp we set:

Sp(X,A) = Sp(X)/Sp(A),

and we consider the homomorphism̄∂p : Sp(X,A) → Sp−1(X,A) induced by
∂p : Sp(X) → Sp−1(X) on the quotient. Clearly we obtain a chain complex
(S(X,A), ∂̄).

1.3.1. DEFINITION. The chain complexS(X,A) = S(X)/S(A) is called
thesingular chain complex of the pair(X,A). The homology groups ofS(X,A)
are called thesingular relative homology groups of the pair(X,A) and are denoted
byHp(X,A).

The p-th cycle andp-th boundary groups ofS(X,A) are subgroups of the
quotientSp(X)/Sp(A) and hence the relative homology groupHp(X,A) is by
definition a quotient of quotients. As usual (see Exercise 1.15), we have a “cancel-
lation rule” G1/H

G2/H
∼= G1/G2 that says that a quotient of subgroupsG1/H, G2/H

of a quotient groupG/H of an abelian groupG can be naturally identified with
a quotient of subgroupsG1, G2 of G. Keeping this in mind, for a pair of spaces
(X,A) we define the following subgroups ofSp(X):

Zp(X,A) =
{
c ∈ Sp(X) : ∂p c ∈ Sp−1(A)

}
= ∂−1

p

(
Sp−1(A)

)
,

Bp(X,A) =
{
∂p+1 c+ d : c ∈ Sp+1(X), d ∈ Sp(A)

}
= Bp(X) + Sp(A);

we callZp(X,A) the group ofrelativep-cyclesandBp(X,A) the group ofrelative
p-boundariesof the pair(X,A). Observe thatZp(X,A) (respectively,Bp(X,A))
equals the inverse image of the cycle groupZp

(
S(X,A)

)
(respectively, of the

boundary groupBp
(
S(X,A)

)
) by the quotient mapSp(X) → Sp(X,A). The

relative homology group can therefore be identified with thequotient:

Hp(X,A) ∼= Zp(X,A)/Bp(X,A),

for all p ∈ Z.

1.3.2. EXAMPLE. If A is empty then the subcomplexS(A) of S(X) is identi-
cally zero, so thatS(X,A) is just the singular chain complexS(X) of X. There-
fore, the relative homology groupsHp(X, ∅) are simply equal to the absolute ho-
mology groupsHp(X).

As in the case of absolute singular homology, continuous maps between pairs
of spaces induce chain maps (and therefore homology homomorphisms).

1.3.3. DEFINITION. Assume that(X,A), (Y,B) are pairs of spaces and that
f : (X,A) → (Y,B) is a map of pairs. The chain mapf# : S(X) → S(Y ) takes
S(A) to S(B) and therefore induces a chain mapf# : S(X,A) → S(Y,B);
the latter is called thechain map induced by the map of pairsf . The chain map
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f# : S(X,A) → S(Y,B) induces a homomorphism fromHp(X,A) toHp(Y,B)
that will be denoted byf∗.

In order to relate the homologies ofA, X and(X,A), we start by observing
that for everyp ∈ Z we have a short exact sequence:

(1.3.1) 0 −→ Sp(A)
i#−−−→ Sp(X)

q−−→ Sp(X,A) −→ 0

of abelian groups and homomorphisms, wherei : A → X is the inclusion and
q : Sp(X) → Sp(X,A) is the quotient map. Observe also that the quotient
mapq : S(X) → S(X,A) can also be thought as the chain map induced by the
inclusionj : (X, ∅) → (X,A) (j is just the identity ofX seen as a map of pairs).

In general, a sequence of chain complexes and chain maps willbe calledexact
if it is exact at every dimension. Thus (1.3.1) can actually be seen as ashort exact
sequence of chain complexes and chain maps:

(1.3.2) 0 −→ S(A)
i#−−−→ S(X)

q−−→ S(X,A) −→ 0

where0 denotes the zero complex. The following algebraic result will take care of
Step 4 of our program:

1.3.4. LEMMA (zig-zag). Consider a short exact sequence

(1.3.3) 0 −→ C
f−−→ D

g−−→ E −→ 0

of chain complexes and chain maps. One has a long exact homology sequence:

(1.3.4) · · · ∂∗−−−→ Hp(C)
f∗−−−→ Hp(D)

g∗−−−→ Hp(E)
∂∗−−−→ Hp−1(C)

f∗−−−→ · · ·
where theconnecting homomorphism∂∗ : Hp(E) → Hp−1(C) is defined by:

∂∗
(
e+Bp(E)

)
= c+Bp−1(C),

for all e ∈ Zp(E), wherec ∈ Cp−1 is chosen so thatf(c) = ∂p d andd ∈ Dp is
chosen withg(d) = e. The definition of∂∗ does not depend on the various choices
involved. The long exact homology sequence isnatural in the sense that given a
commutative diagram of chain complexes and chain maps

(1.3.5) 0 // C
f //

φ
��

D
g //

ψ
��

E //

τ

��

0

0 // C′
f ′

// D′
g′

// E ′ // 0

with exact rows then the diagram
(1.3.6)

· · · ∂∗ // Hp(C)
f∗ //

φ∗
��

Hp(D)
g∗ //

ψ∗

��

Hp(E)
∂∗ //

τ∗
��

Hp−1(C)
f∗ //

φ∗
��

· · ·

· · ·
∂∗

// Hp(C
′)

f ′∗

// Hp(D
′)

g′∗

// Hp(E ′)
∂∗

// Hp−1(C
′)

f ′∗

// · · ·
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commutes, where the rows in(1.3.6)are the long exact homology sequences corre-
sponding to the rows of(1.3.5).

PROOF. See [107, §24]. �

As a corollary, we obtain the nice algebraic relations between the homologies
of A,X and(X,A) that were mentioned in Step 4:

1.3.5. COROLLARY (long exact homology sequence of a pair).Given a pair
of spaces(X,A) there exists a long exact sequence:
(1.3.7)

· · · ∂∗−−−→ Hp(A)
i∗−−−→ Hp(X)

j∗−−−→ Hp(X,A)
∂∗−−−→ Hp−1(A)

i∗−−−→ · · ·

wherei : A → X and j : (X, ∅) → (X,A) are inclusions and theconnecting
homomorphism∂∗ : Hp(X,A) → Hp−1(A) is defined by:

∂∗
(
c+Bp(X,A)

)
= ∂p c+Bp−1(A),

for every relative cyclec ∈ Zp(X,A). The long exact homology sequence of a
pair is naturalin the sense that given a map of pairsf : (X,A) → (Y,B) then the
diagram
(1.3.8)

· · · ∂∗ // Hp(A)
i∗ //

(f |A)∗
��

Hp(X)
j∗ //

f∗
��

Hp(X,A)
∂∗ //

f∗
��

Hp−1(A)
i∗ //

(f |A)∗
��

· · ·

· · ·
∂∗

// Hp(B)
i∗

// Hp(Y )
j∗

// Hp(Y,B)
∂∗

// Hp−1(B)
i∗

// · · ·

commutes, where the rows in(1.3.8)are the long exact homology sequences of the
pairs (X,A) and(Y,B). There is also a long exact sequence in reduced homology

· · · ∂∗−−−→ H̃p(A)
i∗−−−→ H̃p(X)

j∗−−−→ Hp(X,A)
∂∗−−−→ H̃p−1(A)

i∗−−−→ · · ·

where the connecting homomorphism∂∗ is defined as before. The long exact se-
quence in reduced homology is also natural with respect to maps of pairsf :
(X,A) → (Y,B) in the sense above.

PROOF. The long exact sequence (1.3.7) follows by applying the Zig-Zag
Lemma to the short exact sequence (1.3.2). The long exact sequence in reduced
homology is obtained by applying the Zig-Zag Lemma to the short exact sequence:

0 −→ S̃(A)
i#−−−→ S̃(X)

q−−→ S(X,A) −→ 0

of augmented singular chain complexes (note that we do not need an augmented
version ofS(X,A)!). �

The following technical algebraic lemma (and its corollary) will take care of
Step 5 of our program.



1.4. EXCISION IN SINGULAR HOMOLOGY 19

1.3.6. LEMMA (Steenrod’s five lemma).Consider a commutative diagram of
abelian groups and homomorphisms:

(1.3.9) A1
//

f1
��

A2
//

f2
��

A3
//

f3
��

A4
//

f4
��

A5

f5
��

B1
// B2

// B3
// B4

// B5

If the rows in(1.3.9)are exact andf1, f2, f4, f5 are isomorphisms then alsof3 is
an isomorphism.

PROOF. See [107, Lemma 24.3]. �

1.3.7. COROLLARY. Let f : (X,A) → (Y,B) be a map of pairs. If any two
of the mapsf : X → Y , f |A : A → B, f : (X,A) → (Y,B) induce homology
isomorphisms (in all dimensions) then also the third one does.

PROOF. Follows by applying the five lemma to a suitable portion of the dia-
gram (1.3.8). �

1.3.8. EXAMPLE. A spaceX will be called acyclic if H̃p(X) = 0 for all
p ∈ Z. It follows directly from the long exact sequence of the pair(X,A) in
reduced homology that ifA is acyclic thenHp(X,A) ∼= H̃p(X); the isomorphism
is induced by the inclusion(X, ∅) → (X,A). Similarly, if X is acyclic then
Hp(X,A) ∼= H̃p−1(A); in this case, the isomorphism is induced by the connecting
homomorphism∂∗.

1.4. Excision in Singular Homology

In Section 1.2 we have shown how one can associate a chain complex S(X)
(an algebraic entity) to a topological spaceX (a geometric entity). If one modi-
fies a topological spaceX or, more generally, if one combines several topological
spaces by means of a geometric construction (like unions, intersections and prod-
ucts) then it is natural to expect that such geometric constructions will have alge-
braic analogues in the world of chain complexes. In some situations the relation
between the geometric and the algebraic construction is quite direct, while in others
it requires more care and some additional technical assumptions on the topological
spaces involved. It is an amazing fact that algebraic constructions in the theory of
chain complexes that were originally inspired by geometricconstructions turn out
to be fundamental tools in abstract algebra; this phenomenon gave birth to the field
of homological algebra.

In order to motivate the material in this section we will examine below the
algebraic analogues of the geometric operations of union and intersection. We
remark that when dealing with other homology theories (likesimplicial homology)
the link between the algebraic and the geometric constructions is more concrete.
Singular homology has the advantage of being defined for arbitrary topological
spaces (simplicial homology is defined only for triangulable spaces); the harder
understanding of the relations between algebraic and geometric constructions is a
price to be paid for such generality.
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1.4.1. EXAMPLE. Given subspacesX1, X2 of a topological spaceX then a
singularp-simplexT : ∆p → X has image inX1 and inX2 iff its image is in the
intersectionX1 ∩X2. It follows easily that (see Exercise 1.13):

Sp(X1) ∩ Sp(X2) = Sp(X1 ∩X2).

The equality above means that the geometric operation of intersection of topolog-
ical subspaces corresponds directly to the algebraic operation of intersection of
chain subcomplexes (in Exercise 1.40, the reader is asked togeneralize this result
to an arbitrary family of subspaces ofX).

1.4.2. EXAMPLE. Motivated by Example 1.4.1, one could guess that the alge-
braic operation of sum of subcomplexes should somehow correspond to the geo-
metric operation of union of subspaces of a topological space. This is indeed the
case, but the relation is not direct: given subspacesX1,X2 ⊂ X then obviously
it is not true in general thatSp(X1 ∪X2) = Sp(X1) + Sp(X2), since it is quite
possible that the image of a singularp-simplexT : ∆p → X1 ∪X2 is not entirely
contained either inX1 or inX2. The equalitySp(X1 ∪X2) = Sp(X1)+ Sp(X2)
holds only under quite restrictive hypotheses (whenX1 andX2 are arc-connected
components ofX, for instance). The theory presented in this section will show that
not everything is lost, though.

Although the union of spaces does not usually correspond to the sum of com-
plexesat the chain level, such correspondence holds in many important situations
at the homology level. Let us give the following:

1.4.3. DEFINITION. A pair{X1,X2} of subspaces ofX is calledexcisiveif the
inclusionS(X1) + S(X2) → S(X1 ∪X2) induces an isomorphism in homology.

The lemma below (or its corollary) gives a sufficient condition for a pair to be
excisive.

1.4.4. LEMMA (small simplices).Let X be a topological space and letA
be a collection of subsets ofX whose interiors coverX. SettingS(X;A) =∑

A∈AS(A) then the inclusionS(X;A) → S(X) induces an isomorphism in
homology.

PROOF. See [107, Theorem 31.5]. �

1.4.5. COROLLARY. Given a pair{X1,X2} of subspaces ofX, if the interiors
ofX1 andX2 coverX then{X1,X2} is an excisive pair. �

1.4.6. REMARK . The condition that{X1,X2} is an excisive pair depends only
on the spacesX1, X2 andX1 ∪ X2, not on the environment spaceX. For this
reason, we will usually work with the hypothesisX = X1 ∪ X2 for simplicity.
Observe for instance that the hypotheses of Corollary 1.4.5imply X = X1 ∪X2.
One can generalize Corollary 1.4.5 in the following way: if the interiors ofX1 and
X2 with respect toX1 ∪X2 coverX1 ∪X2 then{X1,X2} is an excisive pair. The
proof is obtained by takingX = X1 ∪X2 in Corollary 1.4.5.



1.5. THE MAYER-VIETORIS SEQUENCE 21

We want to show now how one can rephrase the condition that a pair {X1,X2}
is excisive in terms of certain relative homology groups. Observe that from Exam-
ple 1.4.1 and basic group theory (see Exercise 1.14) we conclude that there is a
chain isomorphism

(1.4.1)
S(X1)

S(X1 ∩X2)

∼=−−→ S(X1) + S(X2)

S(X2)

induced by inclusion. Consider the following chain maps

S(X1)

S(X1 ∩X2)
−→ S(X1 ∪X2)

S(X2)
,(1.4.2)

S(X1) + S(X2)

S(X2)
−→ S(X1 ∪X2)

S(X2)
,(1.4.3)

both induced by inclusion. It follows from (1.4.1) that (1.4.2) induces a homology
isomorphism iff (1.4.3) does. Using Exercise 1.38 we conclude that (1.4.3) induces
a homology isomorphism iff the inclusionS(X1) + S(X2) → S(X1 ∪X2) does.
We have proven the following:

1.4.7. LEMMA . A pair {X1,X2} is excisive iff the inclusion

(X1,X1 ∩X2) −→ (X1 ∪X2,X2)

induces a homology isomorphism. �

The following corollary takes care of Step 3 of the program presented in the
beginning of Section 1.3.

1.4.8. COROLLARY (excision). Let (X,A) be a pair of spaces and letU ⊂ A
be a subset whose closure is contained in the interior ofA. Then for everyp ∈ Z

we have an isomorphism

Hp(X \ U,A \ U)
∼=−−→ Hp(X,A)

induced by inclusion.

PROOF. The hypothesisU ⊂ int(A) implies that the interiors of the subsets
X \U,A ⊂ X coverX; from Lemma 1.4.4, we get that{X \U,A} is an excisive
pair. The conclusion follow from Lemma 1.4.7. �

1.5. The Mayer-Vietoris Sequence

Given a chain complexC and chain subcomplexesC1, C2 with C = C1 + C2

then we have the following short exact sequence of chain complexes and chain
maps:

(1.5.1) 0 −→ C1 ∩ C2
(i,−j)−−−−−→ C1 ⊕ C2

k+l−−−−→ C −→ 0

whereC1 ⊕ C2 denotes the (external) direct sum ofC1 andC2 andi, j, k, l denote
inclusion maps. An application of the Zig-Zag Lemma 1.3.4 to(1.5.1) yields the
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following long exact homology sequence (see also Exercise 1.25):

· · · −→ Hp(C1 ∩ C2)
(i∗,−j∗)−−−−−−→Hp(C1) ⊕Hp(C2)

k∗+l∗−−−−−→ Hp(C)

∂∗−−−→ Hp−1(C1 ∩ C2) −→ · · ·
We consider now the case whereC1 andC2 are the singular chain complexes

S(X1) andS(X2) of subspacesX1, X2 of a topological spaceX. By Exam-
ple 1.4.1, we haveC1 ∩ C2 = S(X1 ∩X2). If the pair{X1,X2} is excisive then
C = C1 + C2 andS(X1 ∪ X2) may not in general be the same chain complexes
but they play the same role at the homology level. We have proven the following:

1.5.1. PROPOSITION (Mayer-Vietoris sequence).If {X1,X2} is an excisive
pair then we have a long exact homology sequence:

· · · −→ Hp(X1 ∩X2)
(i∗,−j∗)−−−−−−→Hp(X1) ⊕Hp(X2)

k∗+l∗−−−−−→ Hp(X1 ∪X2)

∂∗−−−→ Hp−1(X1 ∩X2) −→ · · ·
where i : X1 ∩ X2 → X1, j : X1 ∩ X2 → X2, k : X1 → X1 ∪ X2 and
l : X2 → X1 ∪X2 denote inclusion maps. �

1.6. Rudiments of Homotopy Theory

In this section we simply recall a few basic definitions from homotopy theory.
The relations between homotopy and homology will be explored in Section 1.7
below.

1.6.1. DEFINITION. Given topological spacesX, Y then ahomotopy of maps
fromX to Y is a continuous mapH : X × [0, 1] → Y ; for eacht ∈ [0, 1] we write
Ht : X → Y for the mapx 7→ H(x, t). If (X,A) and(Y,B) are pairs of spaces
then we say thatH is a homotopy of maps from(X,A) to (Y,B) if in addition
H is a map of pairsH :

(
X × [0, 1], A × [0, 1]

)
→ (Y,B), i.e., if Ht(A) ⊂ B

for all t ∈ [0, 1]. A homotopyH is calledrelative to a subsetS of X if the map
t 7→ H(x, t) is constant on[0, 1] for all x ∈ X, i.e., if H(x, 0) = H(x, t) for
all x ∈ S, t ∈ [0, 1]. If H is a homotopy relative toX, i.e., if Ht = H0 for all
t ∈ [0, 1] then we callH aconstant homotopy. If H0 = f andH1 = g then we call
H a homotopy fromf to g and we writeH : f ∼= g. When a homotopy fromf to
g exists we say thatf andg arehomotopic.

We define two basic operations between homotopies. IfH : X × [0, 1] → Y
andK : X × [0, 1] → Y are homotopies withH1 = K0 then theconcatenationof
H andK is the homotopy(H ·K) : X × [0, 1] → Y defined by:

(H ·K)(x, t) =

{
H(x, 2t), t ∈

[
0, 1

2

]
,

K(x, 2t− 1), t ∈
[
1
2 , 1
]
,

for all x ∈ X. Theinverseof the homotopyH is the homotopyH−1 : X×[0, 1] →
Y defined by:

H−1(x, t) = H(x, 1 − t),
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for all x ∈ X, t ∈ [0, 1]. It is easy to see that the formulas above do define
continuous mapsH · K andH−1; it follows in particular that “f is homotopic
to g” is an equivalence relation in the set of continuous maps from X to Y . In
Exercise 1.57 the reader is asked to show a few basic properties of the homotopy
operations defined above.

We recall below another couple of definitions from homotopy theory.

1.6.2. DEFINITION. Two continuous mapsf : X → Y andg : Y → X are
calledhomotopy inversesif g ◦ f : X → X is homotopic to the identity ofX
andf ◦ g : Y → Y is homotopic to the identity ofY . If f : X → Y admits
a homotopy inverseg : Y → X then we callf a homotopy equivalence; if a
homotopy equivalencef : X → Y exists we say thatX andY havethe same
homotopy type.

1.6.3. DEFINITION. If A is a subspace ofX then a continuous mapr : X → A
such thatr|A = IdA is called aretraction fromX toA; if a retractionr : X → A
exists we callA a retract of X. We say thatA is a deformation retractof X if
there exists a retractionr : X → A that is homotopic to the identity ofX when
considered as a mapr : X → X. If there exists a homotopy relative toA between
r : X → X and the identity ofX then we callA a strong deformation retractof
X.

Observe that ifA ⊂ X is a deformation retract ofX then the inclusioni :
A→ X is a homotopy equivalence.

1.7. Homotopy Invariance of Singular Homology

The goal of this section is to show that homotopic maps inducethe same ho-
momorphisms in homology and that spaces having the same homotopy type have
isomorphic homology. We start by introducing an algebraic version of the notion
of homotopy.

1.7.1. DEFINITION. Given chain mapsf, g : C → D then achain homotopy
from f to g is a familyDp : Cp → Dp+1, p ∈ Z, of group homomorphisms such
that

(1.7.1) fp − gp = ∂p+1 ◦Dp +Dp−1 ◦ ∂p,
for all p ∈ Z. We writeD : f ∼= g. If there exists a chain homotopy fromf to g
then we say thatf andg arechain homotopic.

1.7.2. PROPOSITION. If f, g : C → D are chain homotopic thenf and g
induce the same homomorphisms in homology.

PROOF. If c ∈ Cp is a cycle then (1.7.1) implies thatfp(cp) − gp(cp) =
∂p+1Dp(cp); in particular, fp(cp) and gp(cp) are homologous and hencef∗ =
g∗. �

The lemma below relates the algebraic and geometric notionsof homotopy.
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1.7.3. LEMMA . LetX be a topological space. The continuous maps

iX , jX : X −→ X × [0, 1]

defined byiX(x) = (x, 0), jX(x) = (x, 1) induce chain homotopic maps(iX)#,
(jX)#. More specifically, one can associate a chain homotopyDX : (iX)# ∼=
(jX)# to every topological spaceX in a naturalway, i.e., in such a way that for
every continuous mapf : X → Y between topological spacesX, Y the diagram:

Sp(X)
DX //

f#
��

Sp+1

(
X × [0, 1]

)

(f×Id)#
��

Sp(Y )
DY

// Sp+1

(
Y × [0, 1]

)

commutes for everyp ∈ Z.

PROOF. See [107, Lemma 30.6]. �

The homotopy invariance of singular homology now follows simply by putting
all the pieces together.

1.7.4. THEOREM (homotopy invariance).If f, g : (X,A) → (Y,B) are ho-
motopic maps of pairs then the induced homomorphismsf∗, g∗ : Hp(X,A) →
Hp(Y,B) are equal for everyp ∈ Z.

PROOF. LetH :
(
X × [0, 1], A × [0, 1]

)
→ (Y,B) be a homotopy fromf to

g. By Lemma 1.7.3, there exists a chain homotopyDX : iX ∼= jX ; the naturality
of this chain homotopy implies thatDX carriesSp(A) to Sp+1

(
A × [0, 1]

)
for

all p ∈ Z (observe indeed thatDX restricts toDA). It follows thatDX induces a
chain homotopy from

(iX)# : S(X,A) −→ S
(
X × [0, 1], A × [0, 1]

)

to

(jX)# : S(X,A) −→ S
(
X × [0, 1], A × [0, 1]

)
.

Sincef = H ◦ iX , g = H ◦ jX , it follows from Exercise 1.41 thatf# is chain
homotopic tog#. The conclusion is now obtained from Proposition 1.7.2. �

1.7.5. COROLLARY. If f : X → Y is a homotopy equivalence thenf∗ :
Hp(X) → Hp(Y ) is an isomorphism for allp ∈ Z.

PROOF. It follows from Theorem 1.7.4 that ifg is a homotopy inverse forf
thenf∗ andg∗ are mutually inverse homology homomorphisms. �

1.7.6. COROLLARY. If X is contractible thenX is acyclic, i.e.,H̃p(X) = 0
for all p ∈ Z.

PROOF. Observe that a contractible space has the same homotopy type of a
one point space (see Exercise 1.58). �
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1.7.7. COROLLARY. If f : (X,A) → (Y,B) is a map of pairs and if both
f : X → Y andf |A : A→ B are homotopy equivalences thenf∗ : Hp(X,A) →
Hp(Y,B) is an isomorphism for allp ∈ Z.

PROOF. Follows from Corollaries 1.7.5 and 1.3.7. �

1.8. A Computation of the Singular Homology of Spheres and the Torus

In this section we show how the techniques developed in the previous sections
can be used to compute the singular homology of some simple spaces.

1.8.1. EXAMPLE. Denote byn, s respectively the north and the south pole of
Sn and identifySn−1 with the equator ofSn, i.e.,n is the(n+ 1)-th vector of the
canonical basis ofRn+1, s = −n andSn−1 is identified with the intersection of
Sn with the hyperplanexn+1 = 0. SinceSn \ {s} is contractible, it follows from
Example 1.3.8 and Corollary 1.7.6 that we have an isomorphism:

(1.8.1) H̃p(S
n)

induced by inclusion−−−−−−−−−−−−→
∼=

Hp

(
Sn, Sn \ {s}

)
.

By excision of the subsetU = {n} (see Corollary 1.4.8), we have an isomorphism:

(1.8.2) Hp

(
Sn \ {n}, Sn \ {n, s}

) induced by inclusion−−−−−−−−−−−−→
∼=

Hp

(
Sn, Sn \ {s}

)
.

SinceSn \ {n} is contractible, Example 1.3.8 and Corollary 1.7.6 give us again an
isomorphism:

(1.8.3) Hp

(
Sn \ {n}, Sn \ {n, s}

) ∂∗−−−→
∼=

H̃p−1

(
Sn \ {n, s}

)
.

Finally, we observe that the equatorSn−1 is a deformation retract ofSn \ {n, s}
and therefore, by Corollary 1.7.5, we have an isomorphism:

(1.8.4) H̃p−1(S
n−1)

induced by inclusion−−−−−−−−−−−−→
∼=

H̃p−1

(
Sn \ {n, s}

)
.

We have proven that:

H̃p(S
n) ∼= H̃p−1(S

n−1).

By induction it follows that:

H̃p(S
n) ∼= H̃p−n(S

0).

SinceS0 consists of two points, it follows that̃H0(S
0) ∼= Z andH̃q(S

0) = 0 for
q 6= 0, from which we obtain:

H̃p(S
n) ∼=

{
Z, p = n,

0, p 6= n.

For later use we will compute in the example below the homomorphism in-
duced onH̃n(S

n) by the reflection on the equator.
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1.8.2. EXAMPLE. LetR : Rn+1 → Rn+1 denote the reflection map:

(1.8.5) R(x1, x2, . . . , xn+1) = (−x1, x2, . . . , xn+1).

We will show by induction onn that the homeomorphismR|Sn : Sn → Sn in-
duces minus the identity map oñHn(S

n). Forn = 0 the result is obvious, since
R|S0 : S0 → S0 simply exchanges the two points ofS0. Forn ≥ 1, consider the
isomorphism:

φ : H̃n(S
n) −→ H̃n−1(S

n−1)

obtained by the composition of the isomorphisms (1.8.1)—(1.8.4) (with p = n).
The validity of the induction step will follow if we can show that the diagram:

H̃n(S
n)

(
R|Sn

)
∗ //

φ ∼=

��

H̃n(S
n)

∼= φ
��

H̃n−1(S
n−1) (

R|Sn−1

)
∗

// H̃n−1(S
n−1)

commutes. To this aim we argue as follows. The mapR preserves the spacesSn,
Sn\{n}, Sn\{s}, Sn\{n, s} andSn−1. Moreover, the homology homomorphisms
induced byR “intertwine” with all the isomorphisms (1.8.1)—(1.8.4); for example,
we have a commutative diagram:

H̃n(S
n)

the isomorphism
(1.8.1) ��

(
R|Sn

)
∗ // H̃n(S

n)

the isomorphism
(1.8.1)��

Hn

(
Sn, Sn \ {s}

)
(
R|Sn

)
∗

// Hn

(
Sn, Sn \ {s}

)

and one can construct similar commutative diagrams corresponding to the isomor-
phisms (1.8.2)—(1.8.4). This proves that(R|Sn)∗ equals minus the identity of
H̃n(S

n) for all n ≥ 0.

In the example below we compute the singular homology of the two-dimen-
sional torusT = S1 × S1. In spite of the large amount of technology developed
so far, the reader will see that such computation is rather involved. This serves as
a motivation for developing a more systematic method of computation for singular
homology.

1.8.3. EXAMPLE. In what follows we will think ofS1 as the unit circle in the
planeR2; let’s start by naming the auxiliary spaces and maps that will be used in
the computation.

• T = S1 × S1 denotes the torus;
• x0, x1 ∈ S1 are two antipodal points;
• α ⊂ S1 is a closed arc that is symmetric aroundx0;
• x2 andx3 are the two endpoints ofα;
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• A = S1 ×
(
S1 \ {x0}

)
;

• C = S1 × α;
• Di = S1 × {xi}, i = 0, 1, 2, 3 andD = D2 ∪D3;
• r : S1 → S1 is the reflection with respect to the linex0x1;
• R : T → T is the mapR = Id × r.

Clearly the circlesD2 andD3 are (strong) deformation retracts of bothA andC;
moreover,D0 is a (strong) deformation retract ofC, D1 is a (strong) deforma-
tion retract ofA andD is a (strong) deformation retract ofC \D0. Consider the
pairs(C,D), (T, A) and(C,C \D0); we have the following commutative diagram
whose arrows are induced by inclusions:

Hp(C,C \D0)

∼=

isomorphism
by excision

''OOOOOOOOOOOO

Hp(C,D)

∼=

isomorphism
by homotopy invariance

77nnnnnnnnnnn
// Hp(T, A)

It follows that the dotted arrow above is an isomorphism.
We can now prove easily thatHp(T) = 0 for p ≥ 3. We have the following

exact sequences:

Hp(A) −→ Hp(T) −→ Hp(T, A)(1.8.6)

Hp(C) −→ Hp(C,D) −→ Hp−1(D)(1.8.7)

extracted from the long exact homology sequences of the pairs (T, A) and(C,D).
SinceA andC have the homotopy type of a circle andD has two arc-connected
components homeomorphic to circles, by Example 1.8.1, we have:

Hp(A) = Hp(C) = Hp−1(D) = 0,

for p ≥ 3. The exactness of (1.8.7) impliesHp(C,D) = 0 and sinceHp(T, A) ∼=
Hp(C,D), the exactness of (1.8.6) gives us:

Hp(T) = 0, for all p ≥ 3.

Let us now compute the remaining homology groups of the torus. Using the
long exact sequence in reduced homology (and its naturality) we get a commutative
diagram with exact lines:

(1.8.8)

H2(D)

��

// H2(C)

��

// H2(C,D)

∼=

��

// H1(D)

��

// H1(C)

��

//

H2(A) // H2(T) // H2(T, A) // H1(A) // H1(T) //

// H1(C,D)

∼=

��

// H̃0(D)

��

// H̃0(C)

��
// H1(T, A) // H̃0(A) // H̃0(T)



28 1. SINGULAR HOMOLOGY AND CW-COMPLEXES

We now try to identify explicitly some of the groups and homomorphisms appear-
ing in diagram (1.8.8). We will see that all the groups appearing in diagram (1.8.8)
are free of finite rank and therefore we will be able to identify them as a finite di-
rect sum of copies ofZ. Nevertheless, we emphasize that in order to describe the
homomorphisms in diagram (1.8.8) we will have to make choices of generators for
some of these groups.

• The groupsH2(A) andH2(C) are zero becauseA andC have the same ho-
motopy type of a circle (see Example 1.8.1); moreover,H2(D) = H2(D2) ⊕
H2(D3) = 0.

• For the reasons aboveH1(A) ∼= Z,H1(C) ∼= Z andH1(D) ∼= Z⊕Z.

• H̃0(C) = H̃0(A) = H̃0(T) = 0 becauseC, A andT are arc-connected and
H̃0(D) ∼= Z becauseD has two arc-connected components.

• Denote byiν : Dν → C, jν : Dν → A, ν = 2, 3, the inclusion maps
and letγ2 denote a generator ofH1(D2) ∼= Z. SinceD2 is a deforma-
tion retract ofC andR mapsD2 homeomorphically ontoD3, it follows that
c = i2∗(γ2) is a generator ofH1(C) ∼= Z and thatγ3 = R∗(γ2) is a gener-
ator ofH1(D3). Similarly, a = j2∗(γ2) is a generator ofH1(A) ∼= Z. The
homomorphismH1(D) → H1(C) in diagram (1.8.8) is(i2∗, i

3
∗) and the homo-

morphismH1(D) → H1(A) is (j2∗ , j
3
∗). We know thati3∗ maps the generator

γ3 of H1(D3) to somegenerator ofH1(C), i.e., i3∗(γ3) = ±c. It will be
proven below thati3∗(γ3) = c. Similarly, we know thatj3∗(γ3) = ±a and
we will see below that indeedj3∗(γ3) = a. It follows that both the homo-
morphismsH1(D) → H1(C) andH1(D) → H1(A) in (1.8.8) are given by
sum : Z ⊕ Z → Z and in particular they have the same kernel. By the ex-
actness of the first line of (1.8.8), the composition ofH2(C,D) → H1(D)
andH1(D) → H1(A) is zero in (1.8.8); the commutativity of the third square
implies that the homomorphismH2(T, A) → H1(A) in (1.8.8) is zero.

• SinceH2(C) = 0, the homomorphismH2(C,D) → H1(D) in (1.8.8) is in-
jective and henceH2(C,D) is isomorphic to the kernel of the homomorphism

(1.8.9) H1(D) ∼= Z⊕Z
sum−−−−→ Z ∼= H1(C).

ThenH2(C,D) ∼= Z and alsoH2(T, A) ∼= Z.

• Since (1.8.9) is surjective, the mapH1(C) → H1(C,D) in (1.8.8) is zero.
Therefore,H1(C,D) → H̃0(D) is an isomorphism and

H1(C,D) ∼= H1(T, A) ∼= Z.
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We now rewrite the diagram (1.8.8) using all the informationwe obtained in
the items above:
(1.8.10)

0

��

// 0

��

// Z

∼=

��

(Id,−Id)
// Z⊕Z

sum

��

sum // Z

��

0 // Z

∼=

��

∼= // Z

��

// 0

��
0 // H2(T) // Z

0
// Z // H1(T) // Z // 0 // 0

Exactness of the second line in (1.8.10) implies immediately that:

H2(T) ∼= Z;

moreover, we get a short exact sequence:

0 −→ Z −→ H1(T) −→ Z −→ 0

that splits, becauseZ is free. Hence:

H1(T) ∼= Z⊕Z.

We are left with the problem of provingi3∗(γ3) = c andj3∗(γ3) = a. We prove
i3∗(γ3) = c. Observe first thatR∗ : H1(C) → H1(C) is the identity; this follows
from the commutative diagram6:

H1(C)
R∗ // H1(C)

H1(D0)
R∗=Id

//

∼=

OO

H1(D0)

∼=

OO

The equalityi3∗(γ3) = c now follows from the commutative diagram:

H1(C)
R∗=Id // H1(C)

H1(D2)
R∗

//

i2∗

OO

H1(D3)

i3∗

OO

The proof of the equalityj3∗(γ3) = a is carried out in a similar way, usingD0

instead ofD1.

1.9. Local Homology

Homology groups are a global topological invariant of topological spaces: if
one establishes that thep-th dimensional homology group ofX is not isomorphic
to thep-th dimensional homology group ofY thenX cannot be homeomorphic
to (or even have the same homotopy type of)Y . But what about if one wants to
decide whether some small portion ofX is homeomorphic to a small portion ofY ?
For instance, it is quite plausible (and will be proven by thetheory of this section)

6Observe thatR∗ : H1(D0) → H1(D0) is the identity becauseR|D0
: D0 → D0 is the

identity.
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that a non empty open subset ofRm cannot be homeomorphic to an open subset of
Rn if m 6= n. There is a special type of relative homology groups that areknown
aslocal homology groupsthat are suitable for solving this kind of problem.

For the development of the theory presented below we will have to assume
thatall the topological spaces appearing in this section (and all topological spaces
in the book for which we talk about local homology) satisfy the separation axiom
T1. We say that a topological spaceX satisfies the separation axiom T1 (or, more
simply, that the spaceX is T1) when the points ofX are closed subsets ofX,
i.e., if given any pair of distinct pointsx, y ∈ X we can find a neighborhood ofx
in X that does not containy. Observe that all Hausdorff spaces are T1 (actually,
Hausdorff spaces are also calledT2 spaces).

1.9.1. DEFINITION. LetX be a topological space. Thelocal homology groups
ofX with respect to a pointx0 ∈ X are defined to be the relative homology groups
Hp

(
X,X \ {x0}

)
.

The name “local homology” is motivated by the following:

1.9.2. LEMMA . If x0 ∈ X andV is a (not necessarily open) neighborhood of
x0 then the inclusion of

(
V, V \ {x0}

)
in
(
X,X \ {x0}

)
induces an isomorphism

in homology.

PROOF. Follows immediately from the excision principle, observing that the
closure ofX \V (i.e., the complement of the interior ofV ) is contained in the open
setX \ {x0}. �

1.9.3. REMARK . In what follows we will usually not distinguish between the
groupsHn

(
X,X \ {x0}

)
andHn

(
V, V \ {x0}

)
whenV is a neighborhood of

x0 in X. For example, ifV is a neighborhood ofx0 in X, h : V → Y is a
continuous map taking values in a topological spaceY , h(x0) = y0 ∈ Y and
h
(
V \ {x0}

)
⊂ Y \ {y0} then we will say thath induces a homomorphism:

h∗ : Hp

(
X,X \ {x0}

)
−→ Hp

(
Y, Y \ {y0}

)
,

for everyp ∈ Z. More explicitly, the homomorphism above is the dashed arrow in
the commutative diagram:

Hp

(
X,X \ {x0}

)

))RRRRRRR

Hp

(
V, V \ {x0}

)
∼=

OO

h∗
// Hp

(
Y, Y \ {y0}

)

where the vertical unlabelled arrow is induced by inclusion.

1.9.4. EXAMPLE. Let’s compute the local homology groups ofRn at an ar-
bitrary point; we consider, for instance, the origin. By Lemma 1.9.2, the local
homology groups ofRn at the origin are isomorphic to the relative homology
groupsHp

(
B
n
,B

n
×
)
, whereB

n
× denotes thepunctured closed ballB

n \{0}. Since
the unit sphereSn−1 is a deformation retract of the punctured ballB

n
×, it follows
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from the homotopy invariance of homology that the inclusionof
(
B
n
, Sn−1

)
in(

B
n
,B

n
×
)

induces an isomorphism in homology. SinceB
n

is contractible, the long
exact homology sequence of the pair

(
B
n
, Sn−1

)
implies thatHp

(
B
n
, Sn−1

) ∼=
H̃p−1(S

n−1). By Example 1.8.1, we have:

Hp

(
Rn,Rn \ {0}

) ∼=
{
Z, p = n,

0, p 6= n.

1.9.5. EXAMPLE. Denote byHn the closed half-space{x ∈ Rn : xn ≥ 0}
and byBd(Hn) the hyper-plane{x ∈ Rn : xn = 0} (that we identify withRn−1).
ObviouslyH

n is contractible because it is convex; butH
n \ {0} is also contractible

because it is star-shaped around any point of the open half-spaceH
n \ Bd(Hn). It

follows that the local homology groups ofH
n at the origin (and also at any point

of Bd(Hn)) are all identically zero, i.e.:

Hp

(
H
n,Hn \ {0}

)
= 0, p ∈ Z.

On the other hand, by Lemma 1.9.2 the local homology groups ofH
n at the points

of the open half-spaceHn \ Bd(Hn) are the same as those ofRn (see Exam-
ple 1.9.4).

The simple results obtained above have some very interesting applications that
are developed in Exercises 1.61, 1.62 and 1.63. We finish the section by proving a
result that will be used in Section 1.10 to relate the generators of the local homology
groups of a manifold with the orientations of that manifold.

1.9.6. PROPOSITION. Let f : U → Rn be a continuous map defined on an
open neighborhoodU of the origin inRn. Assume thatf is differentiable at the
origin, the differentialdf(0) : Rn → Rn is an isomorphism,f(0) = 0 and
f
(
U \ {0}

)
⊂ Rn \ {0}. Then the homomorphism:

(1.9.1) f∗ : Hn

(
Rn,Rn \ {0}

)
−→ Hn

(
Rn,Rn \ {0}

)

equals the identity ifdf(0) has positive determinant andf∗ equals minus the iden-
tity if df(0) has negative determinant.

PROOF. Set:
c = min

‖v‖=1

∥∥df(0) · v
∥∥ > 0.

Sincef(0) = 0 andf is differentiable at the origin, it follows that:

lim
x→0

f(x) − df(0) · x
‖x‖ = 0;

in particular, we can find an open neighborhoodV ⊂ U of the origin such that:
∥∥f(x) − df(0) · x

∥∥ ≤ c

2
‖x‖,

for all x ∈ V . This implies that
∥∥f(x) − df(0) · x

∥∥ <
∥∥df(0) · x

∥∥ for all
x ∈ V \ {0} and thereforef is homotopic todf(0) as a map from

(
V, V \ {0}

)
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to
(
Rn,Rn \ {0}

)
(see Exercise 1.54). We have proven that the homomorphism

(1.9.1) equals:

(1.9.2) df(0)∗ : Hn

(
Rn,Rn \ {0}

)
−→ Hn

(
Rn,Rn \ {0}

)
.

If df(0) has positive determinant thendf(0) is homotopic to the identity as a map
from

(
Rn,Rn \{0}

)
to itself (see Exercise 1.55); therefore (1.9.2) equals theiden-

tity. On the other hand ifdf(0) has negative determinant thendf(0) is homotopic
to the reflection mapR : Rn → Rn (see (1.8.5)) as a map from

(
Rn,Rn \ {0}

)

to itself and therefore (1.9.2) equals minus the identity (see Exercise 1.59). This
concludes the proof. �

1.10. Orientation on Manifolds

An orientation for a differentiable manifoldM is usually defined as a map-
ping that assigns to each point ofM an orientation for the tangent space at that
point; such choice of orientation should depend continuously on the point ofM
(such continuity can for instance be stated in terms of the existence of an atlas of
positively oriented charts). In the case of topological manifolds there is no tangent
space and so there is no obvious way of generalizing the notion of orientation to
the topological case. The goal of this section is to show how one can use homology
theory to give an elegant definition for the concept of orientation for topological
manifolds.

Before one tries to find an intrinsic definition for the concept of orientation
on a topological manifold, one should take a look at transition functions between
charts of a topological manifold (i.e., homeomorphisms between open subsets of
Rn) and try to define a notion of orientation preserving transition function. In
the differentiable case, such task is easy: a diffeomorphism between open subsets
of Rn is called orientation preserving when its linear approximation around each
point is orientation preserving, i.e., when its differential at each point has positive
determinant. Once a notion of orientation preserving transition function between
charts has been defined, one can proceed to give an intrinsic definition of orien-
tation: in the differentiable case, one easily finds the ideaof orienting the “linear
approximations” of the differentiable manifold, i.e., itstangent spaces. Proposi-
tion 1.9.6 showed that orientation preserving diffeomorphisms between open sub-
sets ofRn are precisely those that induce the identity on the local homology groups
of Rn; one now observes that this latter condition ispurely topologicaland thus
also makes sense for homeomorphisms. Now that a notion of positively oriented
transition function has been found in the topological case,it is not so hard to guess
what the intrinsic definition of orientation for topological manifolds should be; at
the very least, one can guess that such definition should involve the local homology
groups of the manifold.

The definition of a topological manifold (and also of a topological manifold
with boundary) is recalled in Exercise 1.63. In what follows,M will always denote
ann-dimensional topological manifold (without boundary).
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1.10.1. DEFINITION. An orientationfor M at a pointx ∈M is a generator of
the infinite cyclic groupHn

(
M,M \ {x}

)
.

The fact thatHn

(
M,M \ {x}

)
is indeed infinite cyclic (i.e., isomorphic to

Z) is a rather trivial consequence of Lemma 1.9.2 and Example 1.9.4 (see also
Exercise 1.63). Observe that (as it should be expected), at each pointx ∈ M there
are precisely two orientations.

A global orientation forM should be defined as a continuous map that as-
sociates an orientation to each point ofM ; our next task is to define a notion of
continuity for such maps. We denote byO(M) the disjoint union of the local
homology groupsHn

(
M,M \ {x}

)
, i.e., we set:

O(M) =
⋃

x∈M
{x} ×Hn

(
M,M \ {x}

)
,

and we callO(M) theorientation bundleof the topological manifoldM . Observe
that there is a canonical projection:

π : O(M) −→M,

that takes{x} × Hn

(
M,M \ {x}

)
to x. By a sectionof O(M) along a subset

A ⊂ M we mean a mapτ : A → O(M) such thatπ ◦ τ : A → M is the
inclusion map ofA in M , i.e.,τ is a map that associates to eachx ∈ A an element
of the infinite cyclic groupHn

(
M,M \ {x}

)
; whenA = M , we say thatτ is

a global section(or simply asection) of the orientation bundleO(M). Observe
that if τ is a section ofO(M) then, for eachx ∈ M , τ(x) is simply an element
of Hn

(
M,M \ {x}

)
and not necessarily a generator (although we will be mostly

concerned with sections ofO(M) that assign a generator ofHn

(
M,M \ {x}

)
for

everyx ∈M ).
We now define a topology for the orientation bundleO(M). This will take a

little work. For every pair of subsetsA,B ⊂ M with B ⊂ A, we consider the
homomorphism:

ρAB : Hn(M,M \ A) −→ Hn(M,M \B),

that is induced by the inclusion of(M,M \A) in (M,M \B); in particular, when
B = {x} consists of a single point we obtain a homomorphism:

(1.10.1) ρAx : Hn(M,M \A) −→ Hn

(
M,M \ {x}

)
,

taking values in the local homology groupHn

(
M,M \ {x}

)
(we prefer writing

ρAx than using the awkward notationρA{x}). WhenC ⊂ B ⊂ A ⊂ M we have
an obvious commutative diagram:

(1.10.2) Hn(M,M \ A)
ρAB

vvlllllllllllll
ρAC

((RRRRRRRRRRRRR

Hn(M,M \B) ρBC

// Hn(M,M \ C)

The setup above constitutes what is usually called apre-sheaf of abelian groups
in M (see Exercise 1.64).
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If A ⊂ M is fixed then each homology classα ∈ Hn(M,M \ A) induces a
sectionO(α;A,M) of O(M) alongA defined by:

(1.10.3) O(α;A,M)(x) = ρAx(α),

for all x ∈ A. WhenM is fixed by the context we write simplyO(α;A) instead of
O(α;A,M).

1.10.2. REMARK . It is a simple consequence of the commutativity of the di-
agram (1.10.2) that ifB ⊂ A ⊂ M andα ∈ Hn(M,M \ A) then the section
O
(
ρAB(α);B

)
is simply the restriction toB of the sectionO(α;A).

Our plan is to topologize the orientation bundleO(M) by requiring that the
image of the sectionsO(α;U) be a basis of open sets ofO(M), whereU runs
over theopensubsets ofM andα runs overHn(M,M \U). In order to make this
definition valid, we have to prove a few things (see Exercise 1.65).

1.10.3. LEMMA . Given a pointx ∈ M and a local homology classα0 ∈
Hn

(
M,M \ {x}

)
then there exists an open neighborhoodU of x and a homology

classα ∈ Hn(M,M \ U) such thatρUx(α) = α0; more concisely:

Hn

(
M,M \ {x}

)
=

⋃

U an open
neighborhood ofx

Im
(
ρUx

)
.

PROOF. It is a simple consequence of the fact that homology classesare com-
pactly supported (see Exercise 1.47). Namely, we can find a pair (K1,K2) of com-
pact topological spaces withK1 ⊂ M , K2 ⊂ M \ {x} and such thatα0 belongs
to the image of the homomorphismHn(K1,K2) → Hn

(
M,M \ {x}

)
induced by

inclusion. The conclusion is obtained by takingU = M \K2. �

1.10.4. LEMMA . Let subsetsA,B ⊂M be given and choose homology classes
α1 ∈ Hn(M,M \A), α2 ∈ Hn(M,M \B). Assume that for somex ∈ A∩B we
haveρAx(α1) = ρBx(α2), i.e., the sectionsO(α1;A) andO(α2;B) agree on the
point x. ThenO(α1;A) andO(α2;B) agree on a neighborhood ofx in A ∩ B,
i.e., there exists an open neighborhoodU of x in M such thatρAy(α1) = ρBy(α2)
for all y ∈ U ∩A ∩B.

PROOF. Observe first that by replacingA andB with A ∩ B andα1 and
α2 respectively withρA(A∩B)(α1) and ρB(A∩B)(α2) (keeping in mind also Re-
mark 1.10.2) one concludes that there is no loss of generality in assuming that
A = B. Now the result is a simple consequence of the fact that homology re-
lations are compactly supported (see Exercise 1.48). Namely, sinceα1 − α2 is
mapped to zero by the homomorphismHn(M,M \ A) → Hn

(
M,M \ {x}

)
in-

duced by inclusion, we can find compact subsetsK1 ⊂ M , K2 ⊂ M \ {x} with
K2 ⊂ K1 and such thatα1 − α2 is also mapped to zero by the homomorphism
Hn(M,M \ A) → Hn

(
M, (M \ A) ∪K2

)
induced by inclusion. The conclusion

is obtained by takingU = M \K2. �

In the language of sheaf theory, Lemmas 1.10.3 and 1.10.4 above imply that
the local homology groupHn

(
M,M \ {x}

)
can be identified with the group of
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germs atx of the pre-sheaf determined by the groupsHn(M,M \U) and the maps
ρUV . Thus, the orientation bundleO(M) is nothing more than the sheaf of germs
corresponding to such pre-sheaf. Below we describe the topology of O(M) in
sheaf-free language. For those who like the sheaf theory approach, take a look at
Exercise 1.66.

1.10.5. PROPOSITION. The setsIm
[
O(α;U)

]
, whereU runs over all open

subsets ofM and α runs throughHn(M,M \ U) is a basis of open sets for a
(unique) topology inO(M).

PROOF. We use the criterion given in Exercise 1.65. We start by observing
that Lemma 1.10.3 implies directly that the setsIm

[
O(α;U)

]
coverO(M). Now

choose open setsU, V ⊂M and homology classes

α1 ∈ Hn(M,M \ U), α2 ∈ Hn(M,M \ V );

assume that someα0 belongs to the intersectionIm
[
O(α1;U)

]
∩ Im

[
O(α2;V )

]
,

i.e., α0 = ρUx(α1) = ρV x(α2) for somex ∈ U ∩ V . By Lemma 1.10.4 we
can find an open neighborhoodW of x (that can be assumed to be contained in
U ∩ V ) such thatO(α1;U) andO(α2;V ) agree onW . Then (by Remark 1.10.2)
Im
[
O
(
ρUW (α1);W

)]
is contained inIm

[
O(α1;U)

]
∩ Im

[
O(α2;V )

]
. This con-

cludes the proof. �

From now on we will always assume that the orientation bundleO(M) is en-
dowed with the topology defined by Proposition 1.10.5.

The following lemma gives a simple criterion for checking the continuity of
sections ofO(M).

1.10.6. LEMMA . LetA ⊂ M be a subset andτ : A → O(M) a section of
O(M) alongA. Thenτ is continuous at a pointx ∈ A if and only if there exists an
open neighborhoodU of x in M and a homology classα ∈ Hn(M,M \ U) such
thatO(α;U) equalsτ onA ∩ U .

PROOF. Assume thatτ is continuous atx. By Lemma 1.10.3 we can find an
open neighborhoodV of x in M and a homology classα ∈ Hn(M,M \ V ) such
thatρV x(α) = τ(x). Thenτ(x) belongs to the open setIm

[
O(α;V )

]
and by the

continuity ofτ atxwe can find an open neighborhoodU of x inM such thatτ(A∩
U) ⊂ Im

[
O(α;U)

]
. This implies thatO(α;U) equalsτ onA ∩ U . Conversely,

assume that we can find an open neighborhoodU of x in M and a homology class
α ∈ Hn(M,M \ U) such thatτ equalsO(α;U) onA ∩ U . Choose a basic open
setIm

[
O(β;V )

]
containingτ(x), i.e.,V is an open neighborhood ofx in M , β ∈

Hn(M,M \ V ) andρV x(β) = τ(x) = ρUx(α). By Lemma 1.10.4 we can find an
open neighborhoodW of x contained inU ∩V such thatO(α;U) equalsO(β;V )
onW . But then alsoτ equalsO(β;V ) onW and thereforeτ(W ) ⊂ Im

[
O(β;V )

]
.

This establishes the continuity ofτ atx and concludes the proof. �

1.10.7. COROLLARY. For any subsetA ⊂ M and any homology classα ∈
Hn(M,M \ A) the sectionO(α;A) ofO(M) alongA is continuous. �

We are now ready to give the following:
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1.10.8. DEFINITION. An orientationfor the topological manifoldM is a con-
tinuous (global) sectionτ of O(M) such thatτ(x) is a generator of the local ho-
mology groupHn

(
M,M \ {x}

)
(i.e.,τ(x) is an orientation forM atx) for every

x ∈ M . If the manifoldM admits an orientation thenM is calledorientable; a
manifoldM endowed with an orientation is called anorientedmanifold.

If U is an open subset ofM then one should expect that orientations ofM
can be restricted to orientations ofU . In order to formalize that thought we have
to relate the orientation bundlesO(U) andO(M). First, for everyx ∈ U we can
identify the local homology groupHn

(
U,U \{x}

)
with the local homology group

Hn

(
M,M \{x}

)
via the isomorphism induced by inclusion (recall Remark 1.9.3).

In particular, we can identify the orientation bundleO(U) with the subset ofO(M)
that projects ontoU via the canonical projectionπ : O(M) → M . Moreover, we
have the following:

1.10.9. LEMMA . If U is open inM thenO(U) is open inO(M); moreover,
the topology ofO(U) is induced from the topology ofO(M).

PROOF. For every subsetA ⊂ U and every homology classα ∈ Hn(U,U\A),
we denote byi(α) ∈ Hn(M,M \ A) the image ofα by the homomorphism:

Hn(U,U \A) −→ Hn(M,M \ A)

induced by inclusion. We have a commutative diagram:

O(M)

A

O
(
i(α);A,M

) 99sssssssssssss

O(α;A,U)
// O(U)

inclusion

OO

that implies thatIm
[
O(α;A,U)

]
= Im

[
O
(
i(α);A,M

)]
. Let nowT be a subset

of O(U). We show thatT is open inO(M) if and only if it is open inO(U). If T is
open inO(U) then everyτ ∈ T belongs to some basic open setIm

[
O(α;V,U)

]
,

whereV ⊂ U is open andα ∈ Hn(U,U \ V ) is a homology class; but then
τ ∈ Im

[
O(α;V,U)

]
= Im

[
O
(
i(α);V,M

)]
and thusτ is an interior point ofT in

O(M). Conversely, assume thatT is open inO(M). Then everyτ ∈ T belongs to
some basic open setIm

[
O(β;V,M)

]
with V ⊂M open andβ ∈ Hn(M,M \ V )

a homology class. We can replaceV by a smaller open set such thatV ⊂ U ; then,
by excision the homomorphism:

Hn

(
U,U \ V ) −→ Hn(M,M \ V )

induced by inclusion is an isomorphism. We can thus findα ∈ Hn(U,U \ V ) with
i(α) = β. ThenIm

[
O(α;V,U)

]
= Im

[
O(β;V,M)

]
is open inO(U), containsτ

and is contained inT. This concludes the proof. �

1.10.10. COROLLARY. If U ⊂ M is open andτ : M → O(M) is an orienta-
tion forM thenτ |U : U → O(U) is an orientation forU . �



1.10. ORIENTATION ON MANIFOLDS 37

If τ is an orientation forM then it is easy to see that−τ is also an orientation
for M (see Exercise 1.67). IfM is connected and orientable, we now show thatM
has precisely two orientations.

1.10.11. PROPOSITION. If M is connected andτ , τ ′ are orientations forM
then eitherτ = τ ′ or τ = −τ ′.

PROOF. It follows easily from Lemmas 1.10.6 and 1.10.4 that the set:
{
x ∈M : τ(x) = τ ′(x)

}

is open. Similarly, its complement:
{
x ∈M : τ(x) = τ ′(x)

}
=
{
x ∈M : τ(x) = −τ ′(x)

}
,

is also open. The conclusion follows. �

Homeomorphic manifolds have homeomorphic orientation bundles. More pre-
cisely, if f : M → N is a homeomorphism between topological manifolds then
we can define a map:

O(f) : O(M) −→ O(N),

by requiring that the restriction ofO(f) toHn

(
M,M \{x}

)
is equal to the homo-

morphism:

(1.10.4) f∗ : Hn

(
M,M \ {x}

)
−→ Hn

(
N,N \ {f(x)}

)
,

for everyx ∈M . Moreover, we have the following:

1.10.12. PROPOSITION. If f : M → N is a homeomorphism then the map
O(f) is also a homeomorphism.

PROOF. Since (1.10.4) is an isomorphism for everyx ∈ M , it follows that
O(f) is bijective. Moreover, for every open setU ⊂M and every homology class
α ∈ Hn(M,M \ U) we have a commutative diagram:

O(M)
O(f) // O(N)

U

O(α;U)

OO

f
// f(U)

O
(
f∗(α);f(U)

)OO

that implies thatO(f) maps the basic open setIm
[
O(α;U)

]
⊂ O(M) to the basic

open setIm
[
O
(
f∗(α); f(U)

)]
⊂ O(N). ThusO(f) is an open map. But then

O(f)−1 = O
(
f−1

)
is also an open map. This concludes the proof. �

1.10.13. DEFINITION. A homeomorphismf : M → N between oriented
topological manifolds(M, τ), (N, τ ′) is calledpositively oriented(or, more sim-
ply, positive) if O(f) ◦ τ = τ ′. Similarly, we say thatf : M → N is negatively
oriented(or, more simply,negative) if O(f) ◦ τ = −τ ′.
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1.10.14. REMARK . If M is orientable and connected then one need not choose
an orientation forM in order to talk about positivity and negativity of homeomor-
phismsf : M → M (or, more in general, of homeomorphisms between open
subsets ofM ). Namely, ifτ is an orientation forM thenf : (M, τ) → (M, τ) is
positively oriented (or negatively oriented) if and only iff : (M,−τ) → (M,−τ)
is.

The following is a simple consequence of Proposition 1.10.11.

1.10.15. PROPOSITION. Let f : M → N be a homeomorphism between ori-
ented topological manifolds(M, τ), (N, τ ′). If M is connected thenf is either
positively oriented or negatively oriented.

PROOF. By Proposition 1.10.12,O(f) : O(M) → O(N) is a homeomor-
phism and thusO(f)−1 ◦ τ ′ ◦ f is an orientation forM ; such orientation is either
equal toτ or equal to−τ , by Proposition 1.10.11. In the first case,f is positive
and in the latter, negative. �

Let’s now take a look at the caseM = Rn. For everyv ∈ Rn we denote bytv
thetranslation map in the directionv:

tv : Rn ∋ x 7−→ x+ v ∈ Rn.

Obviouslytv induces an isomorphism:

(tv)∗ : Hn

(
Rn,Rn \ {0}

)
−→ Hn

(
Rn,Rn \ {v}

)
.

It would be natural to expect that, given a generator ofHn

(
Rn,Rn \ {0}

)
, one

can “spread around” such generator using the maps(tv)∗ in order to produce an
orientation forRn. This is indeed true, but the proof is not so straightforwardas
one could expect. It actually depends on the following:

1.10.16. LEMMA . For everyn ≥ 1 and everyv ∈ Bn there exists a homeo-
morphismh : Rn → Rn satisfying the following properties:

• h equals the identity outsideBn;
• h equals the translationtv in a neighborhood of the origin (in particular
h(0) = v).

PROOF. Let ξ : R → R be a differentiable map that equals1 in a neigh-
borhood of zero, vanishes outside]−∞, 1[ and such thatsupt∈R

∣∣ξ′(t)
∣∣ < 1

‖v‖ .
Consider the maph : Rn → Rn defined by:

h(x) = x+ ξ
(
‖x‖
)
v, x ∈ Rn;

using the estimate onξ′ and the mean value inequality, it is easy to see that the
mapx 7→ ξ(‖x‖)v is a contraction and thereforeh is a global homeomorphism
of Rn (see Exercise 1.69). Moreover, it is obvious thath satisfies the required
properties. �

We can now prove the following:
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1.10.17. PROPOSITION. Choose a generatorτ0 of Hn

(
Rn,Rn \ {0}

)
. The

mapτ : Rn → O(Rn) defined by:

(1.10.5) τ(x) = (tx)∗(τ0) ∈ Hn

(
Rn,Rn \ {x}

)
, x ∈ Rn,

is an orientation forRn.

PROOF. Obviously eachτ(x) is an orientation for the pointx and thus we only
have to prove the continuity ofτ . We show thatτ is continuous at the origin. Set
U = Bn; sinceRn \ Bn is a (strong) deformation retract ofRn \ {0} the map:

ρU0 : Hn

(
Rn,Rn \ Bn

)
−→ Hn

(
Rn,Rn \ {0}

)

is an isomorphism (recall thatρU0 is simply the homomorphism induced by in-
clusion). We can thus findα ∈ Hn

(
Rn,Rn \ Bn

)
such thatρU0(α) = τ0. We

claim thatτ equalsO(α;U) onU = Bn (this will imply the continuity ofτ at the
origin by Lemma 1.10.6). Letv ∈ Bn be fixed and chooseh : Rn → Rn as in
Lemma 1.10.16. The commutative diagram:

Hn

(
Rn,Rn \ Bn

) h∗=Id //

ρU0

��

Hn

(
Rn,Rn \ Bn

)

ρUv

��
Hn

(
Rn,Rn \ {0}

)
h∗=(tv)∗

// Hn

(
Rn,Rn \ {v}

)

implies thatρUv(α) = τ(v), proving the claim and the continuity ofτ at the origin.
The continuity ofτ at the other points ofRn can be proven in a similar way using
the (obvious) version of Lemma 1.10.16 for balls with other centers. �

1.10.18. COROLLARY. For any orientation chosen onRn, the translationstv
are positively oriented homeomorphisms.

PROOF. Observe that Proposition 1.10.11 implies that any orientation τ for
Rn must be of the form (1.10.5), for some generatorτ0 of Hn

(
Rn,Rn \ {0}

)
. For

such an orientationτ , the mapO(tv) carriesτ(0) to τ(v) and hencetv must be
positively oriented by Proposition 1.10.15. �

1.10.19. COROLLARY. Letf : U → V be a diffeomorphism between open sub-
setsU, V ⊂ Rn. Choose an arbitrary orientation forRn and assume thatU and
V are endowed with the restriction of such orientation. Thenf is a positively ori-
ented homeomorphism (respectively, negatively oriented homeomorphism) if and
only if df(x) has positive determinant (respectively, negative determinant) for ev-
eryx ∈ U .

PROOF. Since translations are positively oriented, it follows thatf is positively
oriented (respectively, negatively oriented) if and only if the homomorphism:

(
t−f(x) ◦ f ◦ tx

)
∗ : Hn

(
Rn,Rn \ {0}

)
−→ Hn

(
Rn,Rn \ {0}

)

equals the identity (respectively, minus the identity) foreveryx ∈ U . The conclu-
sion follows from Proposition 1.9.6. �
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1.10.20. REMARK . Observe that during the proof of Proposition 1.10.17 we
have actually shown (keeping in mind also Corollary 1.10.18) the following fact:
if τ is an orientation forRn and ifα ∈ Hn

(
Rn,Rn \ {0}

)
is mapped toτ(0) by

the homomorphism:

Hn

(
Rn,Rn \ Bn

)
−→ Hn

(
Rn,Rn \ {0}

)

induced by inclusion then for everyv ∈ Bn the homomorphism:

Hn

(
Rn,Rn \ Bn

)
−→ Hn

(
Rn,Rn \ {v}

)

induced by inclusion takesα to τ(v).

1.10.21. EXAMPLE (zero-dimensional manifolds). IfM is a zero-dimensional
topological manifold (i.e., a discrete topological space)then the orientation bun-
dle O(M) is also a discrete topological space; namely, for everyx ∈ M the set
U = {x} is open inM and for everyα ∈ H0(M,M \ U) the basic open set
Im
[
O(α;U)

]
is the singleton{α}. Thus, every sectionτ : M → O(M) of

O(M) is continuous. Moreover, for everyx ∈ M the local homology group
H0

(
M,M \ {x}

)
has a canonical generator, namely, the homology class of the

singular0-simplexx. If we identify the generatorsx and−x of H0

(
M,M \ {x}

)

respectively with1 and−1 then choosing an orientation for a zero-dimensional
topological manifoldM becomes the same as choosing an arbitrary mapτ : M →
{−1, 1}.

1.10.22. EXAMPLE (orientation on the sphere). For everyx ∈ Sn, since the
spaceSn \ {x} is contractible, the homomorphism̃Hn(S

n) → Hn

(
Sn, Sn \ {x}

)

induced by inclusion is an isomorphism. In other words, the homomorphisms:

ρSnx : Hn(S
n) −→ Hn

(
Sn, Sn \ {x}

)
,

are isomorphisms forn ≥ 1 and in the casen = 0, the restriction ofρSnx to
H̃n(S

n) is an isomorphism. Thus ifα is a generator of the infinite cyclic group
H̃n(S

n) thenO(α;Sn) is an orientation forSn (see Lemma 1.10.7). Ifn ≥ 1 then
Proposition 1.10.11 implies that we have a one-to-one correspondence:

(1.10.6)
{

generators of̃Hn(S
n)
}
∋ α 7−→ O(α;Sn) ∈

{
orientations ofSn

}
,

between the (two element set of) generators ofH̃n(Sn) = Hn(Sn) and the set
of orientations ofSn. For n = 0, the sphereS0 = {−1, 1} has actuallyfour
orientations (see Example 1.10.21), so that the image of theinjective map (1.10.6)
contains only two of them (namely, those attaching oppositesigns to the two points
of S0); we will not be interested in the other two orientations ofS0. Hence, from
now on, we shall identify the orientations ofSn with their corresponding generators
of H̃n(S

n) via the correspondence (1.10.6); more explicitly, ifα is a generator of
H̃n(S

n) then for everyx ∈ Sn we will write α(x) for the image ofα by the
isomorphismH̃n(S

n) → Hn

(
Sn, Sn \ {x}

)
induced by inclusion.

1.10.23. REMARK . Regarding the convention we made in Example 1.10.22
of identifying orientations ofSn with generators ofH̃n(S

n), we observe in ad-
dition that a homeomorphismh : Sn → Sn is positively oriented (respectively,
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negatively oriented) if and only if the automorphismh∗ of H̃n(S
n) is the identity

(respectively, minus the identity). This follows easily from the commutativity of
the diagram:

H̃n(S
n)

h∗ //

ρSnx

��

H̃n(S
n)

ρSnh(x)

��
Hn

(
Sn, Sn \ {x}

)
h∗

// Hn

(
Sn, Sn \ {h(x)}

)

We now study the relations between the notion of orientationintroduced in this
section (let’s call ithomological orientationfor the moment) and the standard no-
tion of orientation for differentiable manifolds defined interms of orientations for
the tangent spaces (let’s call itdifferentiable orientationfor the moment). Most of
the work is encoded in Corollary 1.10.19. A basic difficulty that appears right away
when one tries to relate homological and differentiable orientation is the following:
the model space for manifolds, i.e., the Euclidean spaceRn has a canonical dif-
ferentiable orientation (corresponding to the vector space orientation defined by
the canonical basis) while it has in principle no obvious choice for a homological
orientation. The natural way around this difficulty is to make a choice (once and
for all) for an orientation onRn that will be called “canonical”; we thus make the
following:

1.10.24. CONVENTION. Let us choose a homological orientationτ [n] : Rn →
O(Rn) for Rn. If n = 0 we orient the unique point ofR0 with a plus sign (see Ex-
ample 1.10.21), i.e., we simply takeτ [0](0) ∈ H0(R

0) to be the homology class of
the singular0-simplex determined by the origin. Assume now thatn ≥ 1. Propo-
sition 1.10.17 tells us that an orientationτ [n] for Rn is obtained if one chooses
a generatorτ [n](0) for Hn

(
Rn,Rn \ {0}

)
and then setτ [n](v) = (tv)∗

(
τ [n](0)

)

for all v ∈ Rn. Let us now chooseτ [n](0). We start by fixing an isomorphism
betweenHn

(
Rn,Rn \ {0}

)
andH̃n−1(S

n−1). We choose the isomorphism used
in Example 1.9.4 to compute the local homology ofRn; namely, we consider the
isomorphism given by the dotted arrow in the commutative diagram:

(1.10.7) Hn

(
Rn,Rn \ {0}

)

∼=

((
Hn

(
B
n
, Sn−1

)
∼=

OO

∂∗

∼= // H̃n−1(S
n−1)

where the unlabelled vertical arrow is induced by inclusion. Finally, we choose a
generatorα[n] for H̃n(S

n) for everyn ≥ 0 and then, for everyn ≥ 1, we take
τ [n](0) to be the inverse image ofα[n−1] by the dotted arrow in (1.10.7). We now
defineα[n] recursively. We choose the generatorα[0] of H̃0(S

0) = H̃0

(
{−1, 1}

)

by taking a plus sign on1 ∈ S0 and a minus sign in−1 ∈ S0. Assuming that
α[n−1] is defined for somen ≥ 1, we takeα[n] ∈ H̃n(S

n) to be the element that is
mapped to(−1)n−1α[n−1] by the isomorphismH̃n(S

n) ∼= H̃n−1(S
n−1) defined
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in Example 1.8.1, i.e., the composition of the isomorphisms(1.8.1)—(1.8.4) (with
p = n).

From now on, we will callτ [n] the canonicalhomological orientation ofRn

andα[n] thecanonicalhomological orientation ofSn (see also Example 1.10.22).

Let now M be ann-dimensional differentiable manifold with7 n ≥ 1. A
differentiable orientationfor M at a pointx ∈ M is by definition a vector space
orientation for the tangent spaceTxM .

Let x ∈ M and letϕ : U → Ũ be a (smooth) chart forM with U an open
neighborhood ofx in M and Ũ an open subset ofRn; set x̃ = ϕ(x). The vec-
tor space isomorphismdϕx : TxM → Rn induces a bijection between the (two
element) set of vector space orientations ofTxM and the set of vector space orien-
tations ofRn. Moreover, the group isomorphism:

ϕ∗ : Hn

(
M,M \ {x}

)
−→ Hn

(
Rn,Rn \ {x̃}

)

induces a bijection between the (two element) set of generators ofHn

(
M,M\{x}

)

and the set of generators ofHn

(
Rn,Rn \ {x̃}

)
. We have a canonical bijection

between the set of vector space orientations ofRn and the set of generators of
Hn

(
Rn,Rn \ {x̃}

)
; namely, this bijection takes the orientation ofRn induced

by the canonical basis to the generatorτ [n](x̃). The chartϕ therefore induces
a bijection between the set of vector space orientations ofTxM and the set of
generators ofHn

(
M,M \ {x}

)
; namely, such bijection is the dotted arrow in the

commutative diagram:

(1.10.8)
�� ��

�� ��
Orientations

of TxM
//

induced
by dϕx

��

�� ��

�� ��

Generators of
Hn

(
M,M \ {x}

)

induced
by ϕ∗

���� ��

�� ��
Orientations

of Rn
canonical7→ τ [n](x̃)

//
{
τ [n](x̃),−τ [n](x̃)

}

The crucial point here is that the top arrow of the diagram above does notdepend
on the choice of the chartϕ. To prove that, choose another chartψ of M aroundx
and set̃x′ = ψ(x); we denote byf = ψ ◦ ϕ−1 the transition map fromϕ to ψ so
thatf is a diffeomorphism between open subsets ofRn andf(x̃) = x̃′. Consider

7If M has dimension zero, one usually takes by convention that adifferentiable orientationon
M is simply an arbitrary mapτ : M → {−1, 1}. By Example 1.10.21 this is actually compatible
with the notion of homological orientation for zero-dimensional manifolds.
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the following diagram:
�� ��

�� ��
Orientations

of TxM
//

dϕx

��
dψx

		

�� ��

�� ��

Generators of
Hn

(
M,M \ {x}

)

ϕ∗

�� ψ∗

��

�� ��

�� ��
Orientations

of Rn
//___

dfx̃}}{
{

{
{

{

{
τ [n](x̃),−τ [n](x̃)

}

f∗
&&M

M
M

M
M

M
M

�� ��

�� ��
Orientations

of Rn

//__________________
{
τ [n](x̃′),−τ [n](x̃′)

}

where the dotted arrow at the top of the diagram is the bijection induced by the
chartϕ; by definition, the square in the back of the diagram commutes. Clearly,
the triangle on the left side of the diagram commutes by the chain rule and the
triangle on the right side commutes by the functoriality of singular homology. The
dashed square at the bottom of the diagram also commutes by Corollary 1.10.19;
it follows that the front square commutes and therefore the dotted arrow coincides
with the bijection induced byψ.

We have proven that, given a differentiable manifoldM , then for everyx ∈M
there exists acanonicalbijection between the set of orientations ofM atx in the
homological sense (i.e., the set of generators ofHn

(
M,M \ {x}

)
) and the set

of orientations ofM at x in the differentiable sense (i.e., the set of vector space
orientations ofTxM ).

Now let τ : M → O(M) be a section of the orientation bundle such that
τ(x) is a generator ofHn

(
M,M \ {x}

)
for all x ∈ M ; let τ̄(x) be the vector

space orientation ofTxM that corresponds toτx. To finish our comparison between
homological and differentiable orientation we sill have toshow thatτ is continuous
if and only if the family (τ̄x)x∈M define a differentiable orientation forM ; we
briefly recall below what the latter condition means.

1.10.25. DEFINITION. Let M be ann-dimensional differentiable manifold
with n ≥ 1. Assume that for everyx ∈ M one chooses a vector space orien-
tation τ̄x for TxM . A (smooth) chartϕ : U ⊂ M → Ũ ⊂ Rn is calledposi-
tively orientedfor the family τ̄ = (τ̄x)x∈M if for every x ∈ U the isomorphism
dϕx : TxM → Rn carries the orientation̄τx of TxM to the canonical orientation
of Rn. We say that the familȳτ defines an orientationfor M (in the differentiable
sense) ifM admits an atlas of positively oriented charts, i.e., ifM can be covered
by the domainsU of the positively oriented chartsϕ : U → Ũ .

We can now finally prove the following:

1.10.26. PROPOSITION. LetM be ann-dimensional differentiable manifold
with n ≥ 1. Let τ : M → O(M) be a section of the orientation bundleO(M)
such thatτ(x) is a generator ofHn

(
M,M \ {x}

)
for everyx ∈ M ; denote bȳτx

the vector space orientation ofTxM that corresponds toτ(x) by the rule explained
in diagram(1.10.8). Then the familȳτ = (τ̄x)x∈M defines an orientation forM (in
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the differentiable sense) if and only ifτ is an orientation forM (in the homological
sense), i.e., if and only ifτ is a continuous section ofO(M).

PROOF. Assume that̄τ defines an orientation forM . For everyx ∈ M we
can find a positively oriented (smooth) chartϕ : U → Ũ with x ∈ U . Then
dϕy carries the orientation̄τy of TyM to the canonical orientation ofRn for every
y ∈ U ; hence the isomorphism:

(1.10.9) ϕ∗ : Hn

(
M,M \ {y}

)
−→ Hn

(
Rn,Rn \ {ϕ(y)}

)

carriesτ(y) to τ [n]
(
ϕ(y)

)
. Therefore we have a commutative diagram:

O(M) ⊃ O(U)
O(ϕ)

// O
(
Ũ
)
⊂ O(Rn)

M ⊃ U

τ |U

OO

ϕ
// Ũ ⊂ Rn

τ [n]|
Ũ

OO

SinceO(ϕ) is a homeomorphism (see Proposition 1.10.12), it follows that τ |U is
continuous; butx is arbitrary and thereforeτ is continuous.

Conversely, assume thatτ is continuous. Letx ∈ M and letϕ : U → Ũ
be a (smooth) chart withU a connected open neighborhood ofx. By Proposi-
tion 1.10.15,ϕ is either a positive or a negative homeomorphism; by composing
ϕ on the left with a negative isomorphism ofRn if necessary, we can assume that
ϕ is positive. This means that (1.10.9) carriesτ(y) to τ [n]

(
ϕ(y)

)
for everyy ∈ U

and therefore the isomorphismdϕy carriesτ̄y to the canonical orientation ofRn.
Thusϕ is positively oriented for̄τ . �

We have completed the prove of the equivalence between the notions of homo-
logical and differentiable orientation. Actually, one should prove now (and that’s
very easy) that a diffeomorphism between oriented differentiable manifolds is pos-
itively oriented in the differentiable sense if and only if it is positively oriented in
the homological sense (see Exercise 1.68).

In our Convention 1.10.24 we have fixed the canonical orientation τ [n] for Rn

and the canonical orientationα[n] for the sphereSn. But to what differentiable
orientations do this conventions correspond? Well, it is pretty obvious thatτ [n]

corresponds to the canonical differentiable orientation of Rn, i.e., the one induced
from the canonical basis. But what aboutα[n]? We will have to work a little to
answer that. First, let’s fix some terminology.

1.10.27. DEFINITION. For everyn ≥ 0 the outward pointing orientationon
Sn is defined as follows; forn = 0 we simply take a plus sign for the point1 ∈ S0

and a minus sign for the point−1 ∈ S0. If n ≥ 1 then for everyx ∈ Sn ⊂ Rn+1

we orientTxM in such a way that(x, b1, . . . , bn) is a positively oriented basis of
Rn+1 for every positively oriented basis(b1, . . . , bn) of TxM .

It is a very elementary exercise to check that the outward pointing orientation
is indeed a differentiable orientation forSn.
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Now we can compare explicitly the homological and the differentiable orien-
tations of the sphere.

1.10.28. PROPOSITION. For everyn ≥ 0, the differentiable orientation asso-
ciated to the canonical homological orientationα[n] of Sn is the outward pointing
orientation (recall Example 1.10.22, Convention 1.10.24 and Proposition 1.10.26).

PROOF. If n = 0 there is nothing to do, so assumen ≥ 1. By Proposi-
tion 1.10.11 it suffices to check that the homological orientation corresponding to
the outward pointing orientation equalsα[n] at one specific point, say the south
pole. We use the notation of Example 1.8.1. Letϕ : Sn \ {n} → Rn de-
note the stereographic projection from the north pole onto the plane containing
the equator, i.e., for everyx ∈ Sn, x 6= n, ϕ(x) is the unique point of the half-line{
n+ t(x−n) : t ≥ 0

}
that belongs to the hyper-planeRn×{0} ⊂ Rn+1. If Sn is

endowed with the outward pointing orientation then a straightforward computation
(see Exercise 1.70) shows thatdϕs : TsS

n → Rn is a positive isomorphism for odd
n and it is a negative isomorphism for evenn; hence the proof will be concluded if
we can show that:

ϕ∗
(
α[n](s)

)
= (−1)n−1τ [n](0).

Consider the following diagram of abelian groups and isomorphisms:

H̃n−1

(
Sn−1

) i∗ //
��

��

����
��

H̃n−1

(
Sn \ {n, s}

)

Hn(S
n) //
�	 �_____________________

���
�
�
�

Hn(S
n, Sn \ {s}) Hn

(
Sn \ {n}, Sn \ {n, s}

)
∂∗

OO

oo

ϕ∗

��
Hn

(
Rn,Rn \ {0}

)

wherei∗ and the unlabelled arrows are induced by inclusion. The dotted path in
the diagram above corresponds precisely to the isomorphismbetweenH̃n−1(S

n−1)
andHn(S

n) describe in Example 1.8.1, i.e., the composition of the isomorphisms
(1.8.1)—(1.8.4). Hence such dotted path carriesα[n−1] to (−1)n−1α[n]. Moreover,
the dashed path in the diagram carriesα[n] to ϕ∗

(
α[n]

[
s]
)
; it follows that:

(1.10.10) (ϕ∗ ◦ ∂−1
∗ ◦ i∗)

(
α[n−1]

)
= (−1)n−1ϕ∗

(
α[n](s)

)
.
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We will show now that the lefthand side of (1.10.10) equalsτ [n](0). To this aim,
consider the commutative diagram:

H̃n−1

(
Sn \ {n, s}

)
Hn

(
Sn \ {n}, Sn \ {n, s}

)
∂∗

oo
ϕ∗

// Hn

(
Rn,Rn \ {0}

)

H̃n−1(S
n−1)

OO

ϕ∗=Id
��

@A

GF
� ��

Hn

(
Sn \ {n}, Sn−1

)
∂∗

oo

OO

ϕ∗

��

H̃n−1(S
n−1) Hn

(
Rn, Sn−1

)
∂∗

oo

H̃n−1(S
n−1)

Id

OO

�	
BC

__________________

EE�
�

�
�

�
�

�
�

�
�

�
�

�
�

�Hn

(
B
n
, Sn−1

)∂∗oo

OO

GG

where the unlabelled arrows are induced by inclusion. The conclusion is obtained
by observing that the dotted path in the diagram above takesα[n−1] to the lefthand
side of (1.10.10) while the dashed path takesα[n−1] to τ [n](0). �

Let us now study orientations on manifolds with boundary (see Exercise 1.63
for the exact definition and the terminology we adopt). In thecase ofdifferentiable
manifolds with boundary, there is no real additional difficulty in comparison with
the case of manifolds without boundary; namely, there is a well-defined notion of
tangent space also at the points of the boundary and one can consider vector space
orientations on such tangent spaces. Moreover, in the differentiable case, it is well
known (for instance by those who have studied Stoke’s theorem on manifolds) that
an orientation on a manifold with boundary induces canonically an orientation on
the boundary; namely, one uses the canonicaltransversalorientation of the bound-
ary, given by the outward pointing tangent vector. In the case of topological mani-
folds with boundary, there is a difficulty with the homological approach for orien-
tation; namely, all the local homology groups vanish at the boundary points. We
use the following strategy to go around this difficulty: we simply don’t talk about
oriented topological manifolds with boundary — we just talkabout orientations for
theinterior of the manifold with boundary (which is a manifold without boundary).
Nevertheless, we have to clarify how an orientation on the interior of a topological
manifold with boundary induces an orientation on the boundary of the manifold.
Such notion ofinduced orientation on the boundarywill be achieved by an elegant
trick using the connecting homomorphism∂∗ of the long exact homology sequence
of a pair (keep in mind the isomorphism∂∗ : Hn

(
B
n
, Sn−1

)
→ H̃n−1(S

n−1) as a
model for the general construction we explain below).

In what follows,M will always denote ann-dimensional topological mani-
fold with non emptyboundary (in particular,n cannot be zero). Recall from Exer-
cise 1.63 that ifU is a non empty open subset ofM thenU is also ann-dimensional
topological manifold with boundary and:

inter(U) = inter(M) ∩ U, Bd(U) = Bd(M) ∩ U.
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For every open subsetU in M and everyx ∈ inter(U) we define, in analogy with
(1.10.1), a homomorphism:

ρUx : Hn

(
M,M \ inter(U)

)
−→ Hn

(
inter(M), inter(M) \ {x}

)

by requiring the commutativity of the diagram:

Hn

(
M,M \ inter(U)

)
//

ρUx **VVVVVVVVVVVVVVVVVV
Hn

(
M,M \ {x}

)

Hn

(
inter(M), inter(M) \ {x}

)
∼=

OO

in which the unlabelled arrows are induced by inclusion. Now, for everyα ∈
Hn

(
M,M \ inter(U)

)
we define (in analogy with (1.10.3)) a sectionOi(α;U,M)

of the orientation bundleO
(
inter(M)

)
along the open setinter(U) ⊂ inter(M)

by setting:
Oi(α;U,M)(x) = ρUx(α),

for all x ∈ inter(U). WhenM is fixed by the context we write simplyOi(α;U)
instead ofOi(α;U,M).

Assume now thatx belongs to the boundary of the open setU ⊂ M , i.e.,
x ∈ Bd(U). Observe thatBd(M) is a neighborhood ofx in the topological space
M \ inter(U); namely,Bd(U) = U ∩

(
M \ inter(U)

)
is an open set in the space

M \ inter(U) that containsx and is contained inBd(M). It follows that the local
homology groups ofM \ inter(U) and ofBd(M) atx are isomorphic (by the usual
isomorphism induced by inclusion); we can thus define a homomorphism:

JUx : Hn

(
M,M \ inter(U)

)
−→ Hn−1

(
Bd(M),Bd(M) \ {x}

)

by requiring the commutativity of the diagram:
(1.10.11)

Hn

(
M,M \ inter(U)

) ∂∗ //

JUx

��

Hn−1

(
M \ inter(U)

)

��
Hn−1

(
Bd(M),Bd(M) \ {x}

) ∼= // Hn−1

(
M \ inter(U), [M \ inter(U)] \ {x}

)

in which the unlabelled arrows are induced by inclusion and the top arrow∂∗ is
the connecting homomorphism of the long exact homology sequence of the pair(
M,M \ inter(U)

)
. If α ∈ Hn

(
M,M \ inter(U)

)
is fixed then the homomor-

phismsJUx can be joined together to form a sectionOb(α;U,M) of O
(
Bd(M)

)

alongBd(U); more explicitly, we set:

Ob(α;U,M)(x) = JUx(α),

for all x ∈ Bd(U). Again, ifM is fixed by the context we write simplyOb(α;U).
Using the terminology introduced above, we can give the following:

1.10.29. DEFINITION. If τ is an orientation forinter(M) then an orientation
τb for Bd(M) is calledinducedfrom τ if for every pointx ∈ Bd(M) we can find
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an open setU inM containingx and a homology classα ∈ Hn

(
M,M \inter(U)

)

such that:

(1.10.12) τ |inter(U) = Oi(α;U), τb|Bd(U) = Ob(α;U).

Our task now will be to prove that for every orientationτ of inter(M) there is a
unique orientationτb onBd(M) that is induced fromτ ; after this fact is established
we shall simply say thatτb is the orientation induced byτ on the boundary ofM .

We start by stating some simple naturality results regarding the homomor-
phismsρUx andJUx.

1.10.30. LEMMA . If U, V ⊂ M are open subsets withV ⊂ U then for every
x ∈ inter(V ), y ∈ Bd(V ) the diagrams:

Hn

(
M,M \ inter(U)

)

ρUx

**VVVVVVVVVVVVVVVVVV

��

Hn

(
inter(M), inter(M) \ {x}

)

Hn

(
M,M \ inter(V )

)
ρV x

44hhhhhhhhhhhhhhhhhh

(1.10.13)

Hn

(
M,M \ inter(U)

)

JUy

**VVVVVVVVVVVVVVVVVV

��

Hn−1

(
Bd(M),Bd(M) \ {y}

)

Hn

(
M,M \ inter(V )

) JV y

44hhhhhhhhhhhhhhhhhh

(1.10.14)

commute, where the unlabelled vertical arrows are induced by inclusion.
In particular, if α ∈ Hn

(
M,M \ inter(U)

)
is a homology class andα′ ∈

Hn

(
M,M \ inter(V )

)
is the image ofα by the homomorphism:

(1.10.15) Hn

(
M,M \ inter(U)

)
−→ Hn

(
M,M \ inter(V )

)

induced by inclusion thenOi(α
′;V ) is the restriction ofOi(α;U) to inter(V ) and

Ob(α
′;V ) is the restriction ofOb(α;U) to Bd(V ).

PROOF. This is basically a consequence of the fact that the homomorphisms
we used to assemble theρ’s and theJ ’s are all natural with respect to inclusions.
For example, in order to prove the commutativity of (1.10.14) one can draw a cubic
diagram as follows: the bottom face of the cube is diagram (1.10.11), the top face
of the cube is diagram (1.10.11) withU replaced byV ; the top and the bottom
faces of the cube are connected by (downward pointing) vertical arrows which are
all induced by inclusion. One has now to observe that five faces of this cube are
commutative and then use this fact to conclude the commutativity of the sixth face,
which relates the mapsJUx andJV x. The proof of the commutativity of (1.10.13)
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is obtained in a similar way, considering a diagram having the form of a prism of
triangular basis. The (boring) diagram-chase details are left to the reader. �

Observe that Lemma 1.10.30 implies that if one can findU andα that satisfy
equalities (1.10.12) then for every smaller open setV ⊂ U one can findα′ (the
image ofα by (1.10.15)) such that (1.10.12) is satisfied withU replaced byV and
α replaced byα′. In particular, we obtain the following:

1.10.31. COROLLARY. If an orientation τb on Bd(M) is induced from an
orientationτ on inter(M) then for every open setW ⊂ M with Bd(W ) 6= ∅, the
restriction ofτb to Bd(W ) = Bd(M) ∩W is induced from the restriction ofτ to
inter(W ) = inter(M) ∩W .

PROOF. For everyx ∈ Bd(W ) one can find an open setU ⊂ M containingx
and a homology classα ∈ Hn

(
M,M \ inter(U)

)
satisfying (1.10.12); as observed

above, one can pick a smallerU such thatU ⊂ W . By excision, we know that the
homomorphism:

(1.10.16) Hn

(
W,W \ inter(U)

)
−→ Hn

(
M,M \ inter(U)

)

induced by inclusion is an isomorphism; we can thus find a homology classβ ∈
Hn

(
W,W \ inter(U)

)
that is mapped by (1.10.16) ontoα. The conclusion follows

from Exercise 1.72. �

1.10.32. LEMMA . Let h : M → N be a homeomorphism betweenn-dimen-
sional topological manifolds with (non empty) boundary, sothat h automatically
mapsBd(M) ontoBd(N) (see Exercise 1.63). For every open subsetU ⊂M and
for everyx ∈ inter(U), y ∈ Bd(U) the diagrams:

Hn

(
M,M \ inter(U)

)

h∗
��

ρUx // Hn

(
inter(M), inter(M) \ {x}

)

h∗
��

Hn

(
N,N \ inter(U ′)

) ρU′x′ // Hn

(
inter(N), inter(N) \ {x′}

)

Hn

(
M,M \ inter(U)

)

h∗
��

JUy // Hn

(
Bd(M),Bd(M) \ {y}

)

h∗
��

Hn

(
N,N \ inter(U ′)

) JU′y′ // Hn

(
Bd(N),Bd(N) \ {y′}

)

commute, whereU ′ = h(U) ⊂ N , x′ = h(x) ∈ inter(U ′) and y′ = h(y) ∈
Bd(U ′).

In particular, if α ∈ Hn

(
M,M \ inter(U)

)
is a homology class andα′ ∈

Hn

(
N,N \ inter(U ′)

)
is the image ofα by the homomorphism:

h∗ : Hn

(
M,M \ inter(U)

)
−→ Hn

(
N,N \ inter(U ′)

)
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then h also “relates” the mapsOi(α;U,M) and Ob(α;U,M) with the maps
Oi(α

′;U ′, N) andOb(α′;U ′, N) respectively; more precisely, the diagrams:

O
(
inter(M)

) O
(
h|inter(M)

)
// O
(
inter(N)

)

inter(U)

Oi(α;U,M)

OO

h|inter(U)

// inter(U ′)

Oi(α
′;U ′,N)

OO

O
(
Bd(M)

) O
(
h|Bd(M)

)
// O
(
Bd(N)

)

Bd(U)

Ob(α;U,M)

OO

h|Bd(U)

// Bd(U ′)

Ob(α′;U ′,N)

OO

commute.

PROOF. This is basically a consequence of the fact that the homomorphisms
we used to assemble theρ’s and theJ ’s are all natural with respect to homeomor-
phisms (one can also think about cubic and prismic diagrams as explained in the
proof of Lemma 1.10.30). The details are left to the reader. �

1.10.33. COROLLARY. Let h : M → N be a homeomorphism betweenn-
dimensional topological manifolds with (non empty) boundary, so that automat-
ically h

(
Bd(M)

)
= Bd(N). Assume thatτ , τb, σ, σb are orientations re-

spectively forinter(M), Bd(M), inter(N) andBd(N). If the homeomorphisms
h|inter(M) : inter(M) → inter(N) andh|Bd(M) : Bd(M) → Bd(N) are posi-
tively oriented and ifτb is induced fromτ then alsoσb is induced fromσ.

PROOF. Observe that if an open setU ⊂ M and a homology classα ∈
Hn

(
M,M \ inter(U)

)
satisfy equalities (1.10.12) then the open setU ′ = h(U)

and the homology classα′ = h∗(α) satisfy:

σ|inter(U ′) = Oi(α
′;U ′), σb|Bd(U ′) = Ob(α′;U ′).

The conclusion follows. �

We now prove the uniqueness of the induced orientation on theboundary.

1.10.34. LEMMA . If τ is an orientation forinter(M) then there exists at most
one orientationτb for Bd(M) that is induced fromτ .

PROOF. Let τb
1 andτb

2 be both induced fromτ . For any fixedy ∈ Bd(M) we
will show thatτb

1 (y) = τb
2 (y). By the definition of induced orientation, we can find

an open neighborhoodUi of y and a homology classαi ∈ Hn

(
M,M \ inter(Ui)

)

such that:

τ |inter(Ui) = Oi(αi;Ui),(1.10.17)

τb
i |Bd(Ui) = Ob(αi;Ui),(1.10.18)
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for i = 1, 2. Using a local chart aroundy we can find an open neighborhood
U of y contained inU1 ∩ U2 such thatU is homeomorphic to the half closed
ball B

n ∩ H
n by a homeomorphism that carriesinter(U) to the half open ball

Bn ∩ inter(Hn). Observe that for everyx ∈ inter(U), the topological boundary
∂
[
inter(U)

]
= U \inter(U) of inter(U) is a strong deformation retract ofU \{x};

it follows thatM \ inter(U) is also a strong deformation retract ofM \ {x} and
therefore the homomorphismρUx is an isomorphism. Denote byα′

i the image of
αi by the homomorphism:

Hn

(
M,M \ inter(Ui)

)
−→ Hn

(
M,M \ inter(U)

)

induced by inclusion. From (1.10.17) and Lemma 1.10.30 we obtain that:

ρUx(α
′
1) = τ(x) = ρUx(α

′
2),

for every x ∈ inter(U) and thereforeα′
1 = α′

2. Finally, using (1.10.18) and
Lemma 1.10.30 we obtain:

τb
1 (y) = JUy(α′

1) = JUy(α′
2) = τb

2 (y). �

Observe that we have not yet presented a single example of a situation where
an orientationτb on Bd(M) is induced from some orientationτ on inter(M). A
simple example is given below.

1.10.35. EXAMPLE. Let M denote the unit closed ballB
n

(with n ≥ 1),
so thatBd(M) is the sphereSn−1. We claim that ifτ is the orientation on
inter(M) = Bn obtained by restricting the canonical orientationτ [n] of Rn then
the canonical orientationτb = α[n−1] of the sphereSn−1 is induced fromτ . To
prove the claim, let the open setU ⊂ M be the whole closed ballB

n
and let

the homology classα ∈ Hn

(
M,M \ inter(U)

)
= Hn

(
B
n
, Sn−1

)
be the one

that is mapped to the canonical orientationα[n−1] ∈ H̃n−1(S
n−1) via the isomor-

phism∂∗ appearing in the long exact homology sequence of the pair
(
B
n
, Sn−1

)

(that’s the horizontal arrow in diagram (1.10.7)). The claim will follow once
we show that equality (1.10.12) holds. To this aim, observe first that equality
τb|Bd(U) = Ob(α;U) means thatJUx(α) = α[n−1](x) for everyx ∈ Sn−1; this
is a direct consequence of the definition ofJUx and of the relation betweenα[n−1]

andα[n−1](x) (recall Example 1.10.22). Finally, the equalityτ |inter(U) = Oi(α;U)
means that the homomorphism:

(1.10.19) Hn

(
B
n
, Sn−1

)
−→ Hn

(
Rn,Rn \ {v}

)

induced by inclusion carriesα to τ [n](v) for all v ∈ Bn (as usual we identify
the local homology groupsHn

(
Bn,Bn \ {v}

)
andHn

(
Rn,Rn \ {v}

)
). This last

assertion follows easily from Remark 1.10.20 (see Exercise1.71) by observing
that forv = 0 the map (1.10.19) takesα to τ [n](0) (recall Convention 1.10.24 and
diagram (1.10.7)).

We can now finally prove the following:

1.10.36. PROPOSITION. If τ is an orientation oninter(M) then there exists a
uniqueorientationτb onBd(M) that is induced byτ .



52 1. SINGULAR HOMOLOGY AND CW-COMPLEXES

PROOF. During the course of this proof we will say that a topological manifold
M with non empty boundary isacceptableif the statement of the proposition holds
for M . Our goal is to prove that all manifolds (with non empty boundary) are
acceptable. Observe that the uniqueness of the orientationinduced on the boundary
was already proven in Lemma 1.10.34. The proof of the existence will be split in
three steps.

• If the boundary ofM can be covered by a family(Mi)i∈I of open subsets of
M , each of them acceptable, thenM is acceptable; let τ be an orientation for
inter(M). For everyi ∈ I the orientationτ |inter(Mi) of inter(Mi) induces a
orientationτb

i on Bd(Mi). Moreover, fori, j ∈ I, Corollary 1.10.31 implies
that the orientationsτb

i |Bd(Mi∩Mj) andτb
j |Bd(Mi∩Mj) are both induced from

τ |inter(Mi∩Mj); thus, by Lemma 1.10.34, we have thatτb
i |Bd(Mi∩Mj) equals

τb
j |Bd(Mi∩Mj). We can therefore define a map:

τb : Bd(M) −→ O
(
Bd(M)

)
,

by requiring thatτb equalsτb
i on Bd(Mi). It is now easy to check thatτb

is indeed an orientation onBd(M) and thatτb is induced fromτ (see Exer-
cise 1.72).

• If M is homeomorphic to an acceptable manifold thenM is also acceptable;
follows trivially from Corollary 1.10.33.

• If inter(M) is connected andM is open in some acceptable orientable man-
ifold N thenM is also acceptable; let τ be an orientation forinter(M).
Choose an orientationτ ′ for N ; by replacingτ ′ with −τ ′ if necessary, we
can assume thatτ ′ equalsτ at some point ofinter(M). It then follows from
Proposition 1.10.11 thatτ = τ ′|inter(M). SinceN is acceptable, we can con-
sider the orientation(τ ′)b on Bd(N) induced fromτ ′; by Corollary 1.10.31,
the restriction of(τ ′)b to Bd(M) is induced fromτ = τ ′|inter(M).

Finally, the thesis of the proposition (i.e., the fact that all manifolds are acceptable)
follows from the fact thatB

n
is acceptable (see Example 1.10.35) and from the fact

that everyn-dimensional topological manifold with boundaryM can be covered by
open sets that are homeomorphic to open subsets ofB

n
having connected interior.

�

1.10.37. COROLLARY. If M is orientable then alsoBd(M) is orientable. �

In practical situations, how does one determine the orientation induced on the
boundary? We answer this question below by given a simple interpretation for the
induced orientation on the case of differentiable manifolds.

If M is a differentiablen-dimensional manifold with boundary then the tan-
gent spaceTxM (and hence the set of its vector space orientations) is well-defined
for everyx ∈ M (even ifx ∈ Bd(M)!). One can thus adapt Definition 1.10.25
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to the case of differentiable manifolds with boundary obtaining a concept of dif-
ferentiable orientation for such manifolds; more explicitly, an orientation (in the
differentiable sense) forM is a family τ̄ = (τ̄x)x∈M such that each̄τx is a vector
space orientation for the tangent spaceTxM and such thatM admits an atlas of
chartsϕ : U ⊂ M → Ũ ⊂ Rn that are positively oriented for̄τ (the definition is
the same as before, with the exception that now we accept thatŨ may not be open
in Rn, but open on the half-spaceHn).

We recall that for pointsx ∈ Bd(M) the tangent spaceTxBd(M) has acanon-
ical transverse orientationonTxM , i.e., one can distinguish canonically between
the two half-spaces defined by the hyper-planeTxBd(M) in TxM . More explic-
itly, one defines that a vectorv ∈ TxM is outward pointingif for some chart
ϕ : U → Ũ , with U ∋ x open inM andŨ open inH

n, the vectordϕx(v) ∈ Rn

does not belong toHn (i.e., it has negativen-th coordinate). It is not hard to check
that if such condition holds for one chartϕ aroundx then it will hold for every
chartϕ aroundx. Using the notion of outward pointing vectors we can give the
following:

1.10.38. DEFINITION. If M is ann-dimensional differentiable manifold with
boundary (n ≥ 2) and τ̄ = (τ̄x)x∈M is an orientation forM (in the differen-
tiable sense) then theoutward pointing orientationon Bd(M) is the (differen-
tiable) orientation̄τb =

(
τ̄b
x )x∈Bd(M) for which the following property holds: if

x ∈ Bd(M), v1 ∈ TxM is an outward pointing vector and(v2, . . . , vn) is a τ̄b
x -

positive basis forTxBd(M) then(v1, v2, . . . , vn) is a τ̄x-positive basis forTxM .

It is well known that the property given above does define an orientationτ̄b on
Bd(M) (this is the orientation onBd(M) used to formulate Stoke’s theorem on
manifolds). Observe that the outward pointing orientationfor the sphereSn−1 is
precisely the outward pointing orientation that the closedball B

n
(endowed with

the restriction of the canonical orientation ofRn) induces on its boundary.
As one should be guessing by now, we have the following:

1.10.39. PROPOSITION. LetM be ann-dimensional differentiable manifold
with non empty boundary (with8 n ≥ 2). If τ̄ = (τ̄x)x∈M is a differentiable orien-
tation forM and ifτ is the homological orientation oninter(M) corresponding to
(τ̄x)x∈inter(M) then the (homological) orientationτb onBd(M) induced fromτ is
precisely the one that corresponds to the outward pointing orientation onBd(M)
induced from̄τ .

PROOF. The idea of the proof is to compareM locally with the closed ball
B
n
. Let thenx0 ∈ Bd(M) be fixed and choose a diffeomorphismϕ : U → V

from an open connected neighborhoodU of x0 inM onto an open subsetV of B
n
.

Assume thatB
n

is endowed with the differentiable orientation induced from the
canonical orientation ofRn and thatSn−1 is endowed with the outward pointing
orientation. For everyx ∈ U the isomorphismsdϕx : TxM → Tϕ(x)B

n ∼= Rn

are either all positive or all negative; for definiteness, let’s assume that they are all

8See Remark 1.10.40 below for the casen = 1.
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positive. By Proposition 1.10.28 and Exercise 1.68 the proof will be completed
once we manage to show that:

(a) ϕ|Bd(U) : Bd(U) → Bd(V ) is a positively oriented diffeomorphism (in
the differentiable sense) when bothBd(U) andBd(V ) are endowed with
the outward pointing orientation;

(b) ϕ|Bd(U) : Bd(U) → Bd(V ) is a positively oriented homeomorphism (in
the homological sense) whenBd(U) is endowed with the restriction of
τb andBd(V ) is endowed with the restriction ofα[n−1].

To prove (a), observe that for everyx ∈ Bd(U), the isomorphismdϕx is
positive and it takes outward pointing vectors to outward pointing vectors; thus
dϕx also restricts to a positive isomorphism between the tangent spaces of the
boundaries. To prove (b), observe thatϕ|inter(U) : inter(U) → inter(V ) is
a positively oriented homeomorphism in the homological sense and hence so is
ϕ|Bd(U) : Bd(U) → Bd(V ), by Corollary 1.10.33 and Example 1.10.35. This
concludes the proof. �

1.10.40. REMARK (zero-dimensional boundary). Assume thatM is a one-
dimensional differentiable manifold with boundary, oriented in the differentiable
sense. Denote byτ the homological orientation ofinter(M) associated to such
differentiable orientation and byτb the homological orientation on the zero-dimen-
sional manifoldBd(M) induced fromτ . By Example 1.10.21, we may iden-
tify τb with a {−1, 1}-valued map on the setBd(M). We claim that for every
x ∈ Bd(M), τb(x) = 1 (respectivelyτb(x) = −1) if and only if the outward
pointing vectors at the pointx define the positive orientation (respectively, the neg-
ative orientation) of the one-dimensional vector spaceTxM . The claim is proved
by first observing that such property holds ifM = B

1
(recall Convention 1.10.24);

for generalM , one simply use diffeomorphisms to compare open subsets ofM

with open subsets ofB
1

as in the proof of Proposition 1.10.39. The details are left
to the reader.

1.10.41. EXAMPLE. LetM ⊂ R2 be a compact convex polygon9. ThenM is
a2-dimensional topological manifold with boundary, becauseM is homeomorphic
to the discB

2
via radial projection from an interior point (see Exercise 1.42). The

interior of M as a manifold with boundary (respectively, the boundary ofM as
a manifold with boundary) coincides with the topological interior (respectively,
the topological boundary) ofM as a subset ofR2. Assume thatinter(M) =

int(M) is endowed with the (restriction of) the canonical orientation τ [2] of R2.
Let’s describe the induced orientation on the boundary ofM . LetM ′ denote the
complement inM of the (finite set) consisting of the vertices ofM . ThenM ′ is a
differentiablemanifold with boundary, with the differentiable structurethat makes
it embedded inR2. Assume thatM ′ is endowed with the canonical differentiable

9We don’t care much about the precise definition of polygon here because we will be using the
content of this example only for the case of theregular n-agon (which may be defined as the convex

hull of the pointse
2kπi

n ∈ C, k = 0, . . . , n − 1).
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orientation induced fromR2, so that the corresponding homological orientation on
inter(M ′) = inter(M) is just (the restriction of)τ [2]. By Corollary 1.10.31, the
orientation thatM ′ induces onBd(M ′) is precisely the restriction of the orientation
thatM induces onBd(M). Therefore, if we determine the orientation thatM ′

induces onBd(M ′) we will have a good description of the orientation thatM
induces onBd(M). SinceM ′ is a differentiable manifold, we can compute the
orientation induced on the boundary using Proposition 1.10.39. LetS ⊂ Bd(M ′)
denote an open side (i.e., a side without the vertices) of thepolygonM . If x ∈ S
andv ∈ TxM

′ ∼= R2 is an outward pointing vector (in this case, this means that
x+ εv 6∈ M ′ for smallε > 0) then a vectorw ∈ TxS ⊂ R2 (i.e., a vector parallel
to S) defines the positive orientation forTxS if (v,w) is a positive basis ofR2.
Hence, ifx0 andx1 are the vertices ofS and if (v, x1 − x0) is a positive basis for
R2 then the map:

]0, 1[ ∋ t 7−→ x0 + t(x1 − x0) ∈ S,

is a positively oriented homeomorphism if the interval]0, 1[ is endowed with (the
restriction of) the canonical orientationτ [1] of R andS is endowed with (the re-
striction of) the orientation ofBd(M) induced fromM .

1.11. Degree Theory

The degree of a continuous map, roughly speaking, is an integer valued homo-
topic invariant that measures how many times a manifold is folded around another
one by such map; the concept of degree generalizes the one ofwinding numberof a
closed curve around a point in the plane (or of a closed curve in the circleS1). The
degree of a map is also a particular case of the more general concept ofintersec-
tion numberbetween a map and a submanifold (the degree corresponds to the case
where the submanifold reduces to a single point). When one studies integration of
differential forms on differentiable manifolds, the degree of a smooth mapf ap-
pears as the multiplicative factor that relates the integral of a formω with the inte-
gral of its pull-backf∗ω. The formal definition of degree can be given for instance
by techniques of differential topology; one defines the degree of a smooth mapf
to be an algebraic count of the number of inverse images byf of a regular value.
The proof that such number is independent of the regular value and the proof of the
homotopy invariance takes some work (typically involving differential forms and
Stoke’s theorem); the generalization of the notion of degree to continuous maps
is carried out using approximation theorems and the homotopy invariance. The
use of techniques of algebraic topology (or, more precisely, of homology theory)
provides in many cases an almost “magically” simple (although less geometric)
definition for the degree of a map. The simplest case is the oneconcerning maps
f from the sphereSn to itself; the degree of such a map equals the multiplicative
factor corresponding to the homomorphismf∗ : H̃n(S

n) → H̃n(S
n) (recalling

thatH̃n(S
n) ∼= Z).

The most general definition of degree can be given for proper mapsf : M →
N between oriented topological manifolds of the same dimension (with N con-
nected); such degree is invariant under proper homotopies.The amount of work



56 1. SINGULAR HOMOLOGY AND CW-COMPLEXES

required to develop degree theory in such general case is a bit extensive, so we
prefer to stick with a simpler case that will be sufficient forour purposes10. The
case we consider will be the one of a continuous map defined on an open subset of
the sphereSn taking values in an orientedn-dimensional topological manifold. In
Definition 1.11.1 below, we start by introducing a notion of degree that depends on
a fixed point of the counter-domain; under certain conditions, it will be possible to
prove that the degree is independent of the choice of such point.

1.11.1. DEFINITION. Let U ⊂ Sn be an open subset,M ann-dimensional
topological manifold,q ∈ M a point andτq an orientation forM at q, i.e., a
generator of the local homology groupHn

(
M,M \ {q}

)
. Let f : U → M be a

continuous map such thatf−1(q) is compact; we define thedegree off at the value
q with respect to the orientationτq to be the unique integer numberdegq(f) ∈ Z

for which the equality:
φ
(
α[n]

)
= degq(f)τq

holds, whereφ : H̃n(S
n) → Hn

(
M,M \ {q}

)
is the homomorphism obtained by

the composition of maps pictured in the diagram:

(1.11.1) H̃n(S
n)

φ

99

// Hn

(
Sn, Sn \ f−1(q)

)

Hn

(
U,U \ f−1(q)

)
∼=

OO

f∗ // Hn

(
M,M \ {q}

)

the unlabelled arrows in the diagram above are induced by inclusion.

The fact that the vertical arrow in diagram (1.11.1) is an isomorphism follows
by excision, observing thatf−1(q) is a closed subset of the open setU ⊂ Sn.

1.11.2. REMARK . If K is any compact subset ofU containingf−1(q) then one
could replace the two occurrences off−1(q) withK on diagram (1.11.1) obtaining
a new commutative diagram:

(1.11.2) H̃n(S
n)

φK

::

// Hn

(
Sn, Sn \K

)

Hn

(
U,U \K

)
∼=

OO

f∗ // Hn

(
M,M \ {q}

)

where (as before) the unlabelled arrows are induced by inclusion. Observe that,
sinceK is closed inSn, we can still use excision to conclude that the vertical
arrow is an isomorphism; moreover, sinceK containsf−1(q), the mapf indeed

10We want to use degree theory to give an explicit method of computing the cellular complex
of a CW-complex. See Section 1.17.
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carriesU \K toM \ {q}. One can now define an integer numberdegq(f ;K) ∈ Z

by the equality:
φK
(
α[n]

)
= degq(f ;K)τq.

What is the relation between the integersdegq(f ;K) anddegq(f)? It’s simple:
they are equal. Such equality follows from the fact that the homomorphismsφ
andφK are equal; namely, we can glue diagrams (1.11.1) and (1.11.2) together
obtaining the larger commutative diagram:

H̃n(S
n)��

�	 //

�_______________


��
�
�
�
�
�
�
�
�
�
�

rre e e e e e e e e e e e e

�� ))SSSSSSSSSSSSSSS

Hn

(
Sn, Sn \ f−1(q)

)
Hn

(
Sn, Sn \K)oo

Hn

(
U,U \ f−1(q)

)
∼=

OO

f∗
��

Hn

(
U,U \K

)
∼=

OO

oo

f∗uukkkkkkkkkkkkkk

Hn

(
M,M \ {q}

)

where the unlabelled arrows are induced by inclusion. The dotted path in the dia-
gram above definesφ, while de dashed path definesφK . The conclusion follows.

Let’s now prove the basic properties of degrees.

1.11.3. PROPOSITION. Let f : U ⊂ Sn → M , q and τq be as in Defini-
tion 1.11.1. The following assertions hold.

(1) (invariance of degree by restriction of domain)If V ⊂ U is an open set
containingf−1(q) thendegq(f) = degq(f |V ).

(2) (invariance of degree by restriction of counter-domain) If Z is an open
neighborhood ofq in M containing the image off then the degree of
f : U →M at q equals the degree off : U → Z at q (where we identify
the local homology groupsHn

(
Z,Z \ {q}

)
andHn

(
M,M \ {q}

)
in the

usual way).

(3) (vanishing of the degree)If q 6∈ Im(f) thendegq(f) = 0.

(4) (additivity of degree by disjoint union)If U is a disjoint unionU =⋃
λ∈L Uλ of open subsetsUλ ⊂ U then degq(f) =

∑
λ∈L deg(f |Uλ

)
(only a finite number of terms on that sum are non zero).

(5) (degree of a homeomorphism)If f : U → M is a homeomorphism then
degq(f) = ±1; more precisely,degq(f) = 1 (respectively,degq(f) =
−1) if the isomorphism:

f∗ : Hn

(
Sn, Sn \ {f−1(q)}

)
−→ Hn

(
M,M \ {q}

)

takes the canonical orientationα[n]
(
f−1(q)

)
to τq (respectively, takes the

canonical orientationα[n]
(
f−1(q)

)
to−τq).
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(6) (homotopy invariance)If f : U → M is homotopic tog : U → M by
a homotopyH : U × [0, 1] → M for whichH−1(q) is compact then
degq(f) = degq(g).

(7) (invariance by positive homeomorphisms on the counter-domain)If N is
a topological manifold,h : M → N is a homeomorphism and:

τ ′h(q) = h∗(τq) ∈ Hn

(
N,N \ {h(q)}

)
,

then the degree off at q with respect to the orientationτq equals the
degree ofh ◦ f at h(q) with respect to the orientationτ ′h(q).

(8) (invariance by positive homeomorphisms on the domain)If h : Sn → Sn

is a positive homeomorphism then the degree off ◦ h : h−1(U) →M at
q equals the degree off at q.

PROOF. The proof of item (1) follows easily from the commutativityof the
diagram:

H̃n(S
n)

�� �


�oo

�	 �_____

�	�
�

�

�


�_________________
OO

// Hn

(
Sn, Sn \ f−1(q)

)
Hn

(
V, V \ f−1(q)

)
∼=

oo

(f |V )∗
��

Hn

(
U,U \ f−1(q)

)
∼=

OO

f∗
// Hn

(
M,M \ {q}

)

where the unlabelled arrows are induced by inclusion. Namely, the dashed path
takes the generatorα[n] of H̃n(S

n) to degq(f)τq and the dotted path takesα[n] to
degq(f |V )τq.

The proof of item (2) follows from the commutativity of the diagram:

Hn

(
Z,Z \ {q}

)

��
Hn

(
U,U \ f−1(q)

)
f∗

55kkkkkkkkkkkkkk

f∗
// Hn

(
M,M \ {q}

)

by observing that the unlabelled arrow (induced by inclusion) is precisely the iso-
morphism we use to identify orientations ofM at q and orientations of the open
setZ at q.

The proof of item (3) follows from the observation thatf−1(q) = ∅ implies
Hn

(
U,U \ f−1(q)

)
= Hn(U,U) = 0.

To prove item (4), we start by observing that, sincef−1(q) is compact, the
intersectionf−1(q) ∩ Uλ is non empty only for a finite number of indexesλ ∈ L.
Using items (1) and (3) we can discard theλ’s for which Uλ ∩ f−1(q) = ∅ and
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therefore we can assume thatL is finite. Consider now the commutative diagram:

H̃n(S
n)

diagonal inclusion
//

��

⊕
λ∈L

H̃n(S
n)

��

Hn

(
Sn, Sn \ f−1(q)

)
//
⊕
λ∈L

Hn

(
Sn, Sn \ f−1

λ (q)
)

Hn

(
U,U \ f−1(q)

)
∼=

OO

f∗

��

⊕
λ∈L

Hn

(
Uλ, Uλ \ f−1

λ (q)
)

∼=oo_ _ _ _ _ _

∼=

OO

⊕
λ∈L

(fλ)∗

��

Hn

(
M,M \ {q}

) ⊕
λ∈L

Hn

(
M,M \ {q}

)
sum

oo

where the unlabelled arrows are induced by inclusion andfλ = f |Uλ
. The fact

that the dashed arrow is indeed an isomorphism follows from the result of Exer-
cise 1.49. The left column of the diagram mapsα[n] to degq(f)τq and the right
column of the diagram maps the family

(
α[n]

)
λ∈L to the family

(
degq(fλ)τq

)
λ∈L.

This proves item (4).

To prove item (5), we start by observing that sincef−1(q) is a single point then
the homomorphism̃Hn(S

n) → Hn

(
Sn, Sn \ f−1(q)

)
induced by inclusion is an

isomorphism that mapsα[n] toα[n]
(
f−1(q)

)
. The conclusion follows by observing

that the homomorphism:

f∗ : Hn

(
U,U \ {f−1(q)}

)
−→ Hn

(
M,M \ {q}

)

is an isomorphism and therefore it mapsα[n]
(
f−1(q)

)
to eitherτq or −τq.

To prove item (6) we argue as follows: letK ⊂ U be the projection ontoU
of the compact setH−1(q) ⊂ U × [0, 1]. ThenK is a compact subset ofU that
contains bothf−1(q) andg−1(q), so that (recall Remark 1.11.2):

degq(f ;K) = degq(f), degq(g;K) = degq(g).

The conclusion follows by observing thatH actually defines a homotopy between
the maps of pairsf, g : (U,U \K) →

(
M,M \ {q}

)
and therefore the homomor-

phisms:

f∗ : Hn(U,U \K) −→ Hn

(
M,M \ {q}

)
,

g∗ : Hn(U,U \K) −→ Hn

(
M,M \ {q}

)

used to definedegq(f ;K) anddegq(g;K) are equal.

Item (7) is trivial consequence of the equality(h ◦ f)∗ = h∗ ◦ f∗.
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Finally, to prove item (8) consider the commutative diagram:

H̃n(S
n)��_ _ _ _ _ _ _

�	�
�
�
�
�
�
�
�
�
�
�
�
�

//_____________________

h∗ //

��

H̃n(S
n)

��
Hn

(
Sn, Sn \ (f ◦ h)−1(q)

) h∗ // Hn

(
Sn, Sn \ f−1(q)

)

Hn

(
h−1(U), h−1(U) \ (f ◦ h)−1(q)

)
∼=

OO

h∗
//

(f◦h)∗ ++VVVVVVVVVVVVVVVVVVV
Hn

(
U,U \ f−1(q)

)
∼=

OO

f∗
��

Hn

(
M,M \ {q}

)

where the unlabelled arrows are induced by inclusion. The right column of the
diagram takesα[n] to degq(f)τq and the dashed path takesα[n] to degq(f ◦ h)τq.
The conclusion follows by observing that, sinceh is positive, the top arrow of the
diagram is the identity (see Remark 1.10.23). �

We now study conditions under with the degreedegq(f) is independent of the
point q ∈M .

1.11.4. PROPOSITION. Let f : U → M be a continuous proper map defined
on an open subsetU ⊂ Sn taking values on an orientedn-dimensional connected
topological manifold(M, τ). Then the integer numberdegq(f) (defined using the
orientationτ(q) for M at q) is independent ofq ∈M .

PROOF. It suffices to show that the mapq 7→ degq(f) ∈ Z is locally constant.
Let q ∈ M be fixed. Sinceτ : M → O(M) is continuous, we can find an open
neighborhoodV of q in M and a homology classα ∈ Hn(M,M \ V ) such that
τ |V = O(α;V ) (recall Lemma 1.10.6). By passing to a smallerV (and using a
local chart aroundq) we can assume that there exists a homeomorphism fromV
to B

n
that carriesV to Bn and q to the origin; thenV \ V = ∂V is a strong

deformation retract ofV \ {q} and alsoM \ V is a strong deformation retract of
M \ {q}. In particular, the homomorphism:

ρV q : Hn(M,M \ V ) −→ Hn

(
M,M \ {q}

)

induced by inclusion is an isomorphism andα is a generator ofHn(M,M\V ) ∼= Z

(becauseρV q(α) = τ(q) is a generator ofHn

(
M,M \ {q}

)
). LetK denote the
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compact setf−1
(
V
)
⊂ U (here we use thatf is proper!) and consider the homo-

morphismλ : H̃n(S
n) → Hn(M,M \ V ) defined by the commutative diagram:

H̃n(S
n)

λ

::

// Hn

(
Sn, Sn \K

)

Hn

(
U,U \K

)
∼=

OO

f∗ // Hn(M,M \ V )

where the unlabelled arrows are induced by inclusion. Sinceα is a generator of
Hn(M,M \ V ) we can find an integerd ∈ Z with λ

(
α[n]

)
= dα. But for every

q′ ∈ V we have (see Remark 1.11.2):

degq′(f ;K)τ(q′) =
(
ρV q′ ◦ λ

)(
α[n]

)
= dτ(q′),

and thereforedegq′(f) = degq′(f ;K) = d. �

We can finally give the following:

1.11.5. DEFINITION. If f : U ⊂ Sn → (M, τ) are as in the statement of
Proposition 1.11.4 then then integer numberdeg(f) = degq(f) ∈ Z (that does not
depend onq ∈M ) is called thedegreeof the mapf (with respect to the orientation
τ of M ).

1.11.6. EXAMPLE. If U = Sn andM = Sn is endowed with the canonical
orientationα[n] then the degree of a (automatically proper) continuous mapf from
U = Sn toM = Sn has a particularly simple interpretation (as mentioned in the
beginning of the section). Choose anyq ∈ Sn and letφ : H̃n(S

n) → Hn

(
Sn, Sn \

{q}
)

denote the homomorphism defined by diagram (1.11.1). It is easy to see that
φ makes the following diagram:

H̃n(S
n)

φ ''OOOOOOOOOOOO

f∗ // H̃n(S
n)

∼=

��
Hn

(
Sn, Sn \ {q}

)

commute, where the vertical arrow is induced by inclusion. Since such vertical
arrow mapsα[n] toα[n](q), it follows thatthe degree off equals the unique integer
d ∈ Z for which the homomorphismf∗ : H̃n(S

n) → H̃n(S
n) equals multiplica-

tion byd.

Now we give a simple method for computing degrees of smooth maps.

1.11.7. PROPOSITION(differential degree).Let f : U → M be a proper map
of classC1 defined on an open subsetU of Sn (with11 n ≥ 1), taking values on
an oriented connectedn-dimensional differentiable manifold(M, τ). If q ∈ M

11See Example 1.11.8 below for the casen = 0.
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is a regular value off (i.e., if dfx : TxS
n → TqM is an isomorphism for every

x ∈ f−1(q)) then the setf−1(q) is finite and the degree off is given by:

deg(f) =
∑

x∈f−1(q)

sign(dfx),

wheresign(dfx) = 1 if dfx is a positively oriented isomorphism andsign(dfx) =
−1 if dfx is a negatively oriented isomorphism (we consider the sphere Sn en-
dowed with the outward pointing orientation).

PROOF. It follows from the inverse function theorem that the compact set
f−1(q) is discrete and hence finite; we writef−1(q) = {x1, . . . , xk}. Again by
the inverse function theorem, we can choose an open neighborhoodUi of xi in Sn

such thatf(Ui) is open inM andf |Ui : Ui → f(Ui) is a diffeomorphism; we can
also assume thatUi ∩ Uj = ∅ for i 6= j (becauseSn is Hausdorff). By item (1) of
Proposition 1.11.3, the degree off at q (which equals the degree off , by defini-
tion) equals the degree atq of the restriction off to the open set

⋃k
i=1 Ui; now by

item (4) of Proposition 1.11.3, we have:

degq(f) =

k∑

i=1

degq(f |Ui).

Sincef |Ui : Ui → f(Ui) is a homeomorphism onto an open subset ofM , the
degree off |Ui at q equals±1 by items (2) and (5). The sign ofdegq(f |Ui) de-
pends on whether the homeomorphismf |Ui is positively oriented or negatively
oriented. The conclusion follows from the result of Exercise 1.68 (see also Propo-
sition 1.10.28). �

1.11.8. EXAMPLE (degree on the zero-dimensional case). LetM be a zero-
dimensional topological manifold (i.e., a discrete topological space),q ∈ M a
point andτq an orientation forM at q. We identifyτq with an element of{−1, 1}
as explained in Example 1.10.21. LetU ⊂ S0 = {−1, 1} be a (open) subset. Using
items (2), (3), (4) and (5) of Proposition 1.11.3 and recalling Convention 1.10.24
for the definition ofα[0], one checks easily that the degreedegq(f) of a mapf :
U →M is equal to:

• zero, iff−1(q) is either empty or equal toS0 = {−1, 1};
• τq, if f−1(q) contains only the “north pole”1 ∈ S0;
• −τq, if f−1(q) contains only the “south pole”−1 ∈ S0.

1.11.9. REMARK . As mentioned in the beginning of the section, it is possible
to give a notion of degree for a continuous proper map betweenarbitrary oriented
topological manifolds of the same dimension (actually, thecounter-domain should
be connected to guarantee thatdegq(f) is independent ofq). Let’s just take a
glimpse at this more general definition. First, observe thatif we replace

(
Sn, α[n]

)

with an arbitrary orientedn-dimensional topological manifoldN then it would
make no sense to care about maps defined onan open subsetU ⊂ N , since such
open set is again ann-dimensional topological manifold (likeN ). So, consider a
continuous mapf : N → M , a pointq ∈ M , a generatorτq of Hn

(
M,M \ {q}

)
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and assume thatK = f−1(q) is compact. As in Definition 1.11.1, we can consider
the homomorphism:

f∗ : Hn(N,N \K) −→ Hn

(
M,M \ {q}

)
;

the problem is: how do we choose the homology class onHn(N,N \ K) that
is going to be pushed-forward byf∗ to give us an integer multiple ofτq? When
N were an open subset ofSn then such homology class was induced from the
canonical generator of̃Hn(S

n) (that defines the canonical orientation ofSn). For
the general case, one has to work more to understand the structure of the homology
groupHn(N,N \ K). It can be shown that for any compact subsetK of ann-
dimensional topological manifoldN the map:

Hn(N,N \K) ∋ α 7−→ O(α;K)

gives an isomorphism between the homology groupHn(N,N \K) and the abelian
group of all continuous sections of the orientation bundleO(N) alongK. Thus,
the general definition ofdegq(f) can be given as follows: letα ∈ Hn(N,N \K)

be the unique homology class such that12 O(α;K) equals the restriction toK of
the orientation ofN ; the integerdegq(f) ∈ Z is thus defined by the equality:

f∗(α) = degq(f)τq.

One can now easily generalize Propositions 1.11.3, 1.11.4 and 1.11.7 to this con-
text (for Proposition 1.11.7 one obviously has to assume that N is a differentiable
manifold). See [39, Chapter VIII,§4] for details.

1.11.10. REMARK . In some situations we will have in hand continuous maps
f : U → M defined on open subsetsU of orientedn-dimensional topologi-
cal manifoldsX that are notexactlythe sphereSn but arehomeomorphicto the
sphere. In such situations, we should choose a positively oriented homeomor-
phism h :

(
Sn, α[n]

)
→ X and use our degree theory on the composite map

f ◦ h : h−1(U) ⊂ Sn → M . Observe though that using item (8) of Proposi-
tion 1.11.3, it is easy to see that the degree off ◦ h does not depend on the choice
of the positively oriented homeomorphismh. We will therefore use our degree
theory freely for maps defined on open subsets of oriented topological manifolds
X that are homeomorphic to the sphereSn, without making explicit references to
positively oriented homeomorphismsh : Sn → X.

1.12. Index of a Vector Field at an Isolated Singularity

The theory of this section will not be used elsewhere. We decided to presented
this material here because it is nicely related to the notionof degree.

By a vector fieldon an open subsetU ⊂ Rn we mean a continuous map
X : U → Rn; we call a pointx0 ∈ U asingularity for X if X(x0) = 0.

12Observe that ifN = U is an open subset ofSn then the homology classα ∈ Hn(U, U \ K)

obtained by pushingα[n] forward toHn(Sn, Sn \ K) and then pulling it back toHn(U, U \ K)
satisfy this condition; so we are indeed generalizing Definition 1.11.1 here.
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1.12.1. DEFINITION. Let X : U → Rn be a vector field and letx0 ∈ U
be an isolated singularity ofX (i.e., x0 is a singularity ofX andX has no other
singularities in some neighborhood ofx0). Choose a neighborhoodV of x0 in U
such thatx0 is the only singularity ofX|V ; the dotted arrow in the commutative
diagram:

Hn

(
Rn,Rn \ {x0}

)

(X|V )∗

))SSSSSSSSSSSSSS

Hn

(
Rn,Rn \ {0}

)
(tx0 )∗ ∼=

OO

// Hn

(
Rn,Rn \ {0}

)

defines an endomorphism ofHn

(
Rn,Rn \ {0}

) ∼= Z that equals multiplication
by an integerind(X;x0), called theindex of the vector fieldX at the isolated
singularityx0.

Alternatively (recall Convention 1.10.24) one can define the index ofX at the
isolated singularityx0 by the equality:

(1.12.1) (X|V )∗
(
τ [n](x0)

)
= ind(X;x0)τ

[n](0).

1.12.2. EXAMPLE. If x0 is a singularity ofX and ifX is a homeomorphism
from an open neighborhoodV of x0 onto an open neighborhood of the origin in
Rn then (X|V )∗ is an isomorphism and thereforeind(X;x0) = ±1; more pre-
cisely (see (1.12.1)), we haveind(X;x0) = 1 (respectively,ind(X;x0) = −1) if
the restriction ofX to V is a positively oriented homeomorphism (respectively, a
negatively oriented homeomorphism) onto an open neighborhood of the origin in
Rn. In particular, by Corollary 1.10.19 and the inverse function theorem, ifX is of
classC1 and if dXx0 : Rn → Rn is an isomorphism thenind(X;x0) = ±1 and
ind(X;x0) has the same sign of the determinant of the isomorphismdXx0.

We now relate indexes of vector fields at isolated singularities with degrees.
Letx0 ∈ U be an isolated singularity of a vector fieldX : U → Rn. Letε > 0

be such that the closed ballB[x0; ε] is contained inU and such thatX has no other
singularities inB[x0; ε]. Consider the mapλ : Sn−1 → S(x0; ε) defined by:

λ(x) = εx+ x0

and denote byr : Rn \ {0} → Sn−1 the radial projection:

r(x) =
x

‖x‖ .

We can then associate toX, x0 andε a continuous mapf : Sn−1 → Sn−1 defined
by:

(1.12.2) f = r ◦X ◦ λ.
The indexind(X;x0) can then be computed usingf as shown in the following:

1.12.3. PROPOSITION. If X, x0 and ε are chosen as above then the index of
X at the isolated singularityx0 equals the degree of the mapf : Sn−1 → Sn−1

defined in(1.12.2).
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PROOF. First observe that the vector fieldX ◦ tx0 has an isolated singularity
at the origin whose index equalsind(X;x0); moreover, the continuous mapf that
corresponds to the singularity at the origin ofX ◦ tx0 is precisely the same as the
continuous mapf that corresponds toX andx0. We may thus assume without loss
of generality thatx0 = 0.

Consider the following commutative diagram:

Hn

(
Rn,Rn \ {0}

)
��

�� //

multiplication
by ind(X; 0)

**UUUUUUUUUUUUUUUU

Hn

(
B[0; ε],B[0; ε] \ {0}

) X∗ //

∼=

OO

∼=∂∗
��

Hn

(
Rn,Rn \ {0}

)
��__

���
�
�
�
�
�
�
�
�

oo_ _ _

∼= ∂∗
��

H̃n−1

(
B[0; ε] \ {0}

) X∗ // H̃n−1

(
Rn \ {0}

)

∼= r∗

��

H̃n−1(S
n−1)

∼=λ∗

OO

f∗
// H̃n−1(S

n−1)

where the unlabelled arrow is induced by inclusion. The conclusion will follow
once we show that the isomorphisms defined by the dotted and the dashed paths in
the diagram above are equal (recall from Example 1.11.6 thatf∗ equals multipli-
cation bydeg(f)). But such equality can be easily established in the commutative
diagram below:

Hn

(
Rn,Rn \ {0}

)�� ��

��oo

��

���
�
�
�
�
�
�
�
�

//__

∼=∂∗
��

Hn

(
B[0; ε],B[0; ε] \ {0}

)∼=oo

∂∗∼=

��

H̃n−1

(
Rn \ {0}

)

∼=r∗
��

H̃n−1

(
B[0; ε] \ {0}

)∼=oo

H̃n−1(S
n−1) H̃n−1(S

n−1)
(r◦λ)∗=Id

oo

∼= λ∗

OO

in which the unlabelled arrows are induced by inclusion. �

1.13. Homology with General Coefficients

In Section 1.2, the singular homology of a topological spaceX was defined
in terms of the singular chain complexS(X) of X; for eachp ∈ N, the group
Sp(X) was defined as the free abelian group spanned by the set of all singular
p-simplexes inX. Thus, the groupSp(X) can be seen intuitively as the group of
formal linear combinations with integer coefficientsof singularp-simplexes. This
is why the groupsHp(X) defined in Section 1.2 are also calledsingular homology
groups with integer coefficientsof the topological spaceX. Can we use other types
of coefficients? Sure we can (as you could guess from the name of this section).
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Actually, one can use the elements of any fixed abelian groupG as coefficients for
singular chains. The groupSp(X;G) of singularp-chains inX with coefficients
in G could be defined as the group of all essentially zeroG-valued maps defined
on the set of all singularp-simplexes ofX. Although it seems very reasonable to
use such simple definition for the groupSp(X;G), we won’t do so. Alternatively,
we use a more elegant algebraic technique that produces a (naturally) isomorphic
object: we setSp(X;G) = Sp(X) ⊗ G. The advantage of doing so are the
following:

• the boundary homomorphism ofS(X;G) can be very elegantly13 defined
by tensoring the boundary homomorphism ofS(X) with the identity of
G.

• It becomes easier to prove theorems about singular homologywith coef-
ficients inG because we can use well-established techniques of algebra
for dealing with tensor products.

Observe that the operation of “tensoring withG” makes sense not only forS(X),
but for arbitrary chain complexes. We will therefore consider below this more
general situation.

1.13.1. DEFINITION. If (C, ∂) is a chain complex andG is an arbitrary abelian
group thenthe tensor product ofC andG is the chain complexC ⊗ G defined by
setting(C ⊗G)p = Cp ⊗G for all p ∈ Z; the boundary homomorphism ofC ⊗G
is defined by∂p ⊗ Id : Cp ⊗G→ Cp−1 ⊗G for all p ∈ Z, whereId stands for the
identity map ofG.

The fact thatC ⊗G is indeed a chain complex, i.e., the fact that the composi-
tion of two subsequent boundary homomorphisms is zero follows directly from the
result of Exercise 1.18.

The homology of the chain complexC ⊗ G will be called thehomology ofC
with coefficients inG; we write:

Hp(C;G) = Hp(C ⊗G),

for all p ∈ Z.
A chain map between chain complexes induces a chain map between their

respective tensorizations withG; more explicitly, iff : C → D is a chain map then
one obtains a chain mapf ⊗ Id : C ⊗G→ D ⊗G by setting:

(f ⊗ Id)p = fp ⊗ Id : Cp ⊗G −→ Dp ⊗G,

for all p ∈ Z, whereId stands for the identity map ofG. One can also define chain
maps induced from homomorphisms of coefficient groups; namely, if φ : G → H
is a homomorphism between abelian groupsG andH then for every chain complex
C one obtains a chain map:

Id ⊗ φ : C ⊗G −→ C ⊗H,

13Imagine how ugly the precise definition of the boundary of a singular chain with coefficients
in G would be if one decided not to talk about tensor products. Forinstance, observe thatS(X; G)
is not free over the set of singularp-simplexes, so it does not suffice to define the boundary homo-
morphism for simplexes — one has to give the formula directlyfor chains.
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defined by(Id ⊗ φ)p = Id ⊗ φ for all p ∈ Z, whereId stands for the identity
map ofCp. If we are given both a chain mapf : C → D and a homomorphism
φ : G → H then we can take the composition off ⊗ Id andId ⊗ φ obtaining a
chain mapf ⊗ φ; more explicitly, we have:

(f ⊗ φ)p = fp ⊗ φ = (fp ⊗ Id) ◦ (Id ⊗ φ),

for all p ∈ Z.

1.13.2. EXAMPLE. If X is a topological space andG is an abelian group
then thesingular chain complex ofX with coefficients inG is the chain complex
S(X;G) defined by:

S(X;G) = S(X) ⊗G.

The homology groups ofS(X;G) are called thesingular homology groups ofX
with coefficients inG; we write:

Hp(X;G) = Hp

(
S(X;G)

)
= Hp

(
S(X) ⊗G

)
= Hp

(
S(X);G

)
.

Similarly, one can define the reduced singular homology groups of a topological
spaceX with coefficients inG and the relative homology groups of a pair(X,A)
with coefficients inG. More explicitly, we set:

S̃(X;G) = S̃(X) ⊗G, H̃p(X;G) = Hp

(
S̃(X);G

)
,

S(X,A;G) = S(X,A) ⊗G, Hp(X,A;G) = Hp

(
S(X,A);G

)
,

for all p ∈ Z. If f : X → Y is a continuous map between topological spacesX
andY then the chain mapf# : S(X) → S(Y ) induced byf induces a chain map:

f# ⊗ Id : S(X;G) −→ S(Y ;G),

between the singular chain complexes with coefficients inG. Such chain map
induces a homomorphism:

f∗ : Hp(X;G) −→ Hp(Y ;G)

between singular homology groups with coefficients inG. Moreover, ifφ : G →
H is a coefficient group homomorphism then we can also look at the homomor-
phism:

φ∗ : Hp(X;G) −→ Hp(X;H),

induced in homology by the chain mapId ⊗ φ : S(X;G) → S(X;H). Similar
considerations can also be made for reduced and relative homology.

The natural question that arises now is: how do I compute homology with
coefficients inG? One could imagine thatHp(C;G) is justHp(C) ⊗G; this is not
true, as the following simple example shows.

1.13.3. EXAMPLE. Consider the chain complexC defined byCp = Z for
p = 0, 1, 2 andCp = 0 otherwise; the boundary homomorphisms are described
below:

· · · −→ Z
times2−−−−−→ Z

0−−→ Z −→ 0 −→ · · ·
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ObviouslyH2(C) = 0, H1(C) = Z2 andH0(C) = Z. If G = Z2 then the chain
complexC ⊗G is given by:

· · · −→ Z2
times2=0−−−−−−−→ Z2

0−−→ Z2 −→ 0 −→ · · ·
and thereforeHp(C;Z2) = Z2 for p = 0, 1, 2. Observe in particular thatH2(C;Z2)
is not equal toH2(C) ⊗Z2 = 0.

In spite of what we saw in Example 1.13.3, it is indeed true that for freechain
complexesC the homology with coefficients inG is exclusively determined by the
homology ofC; the theorem relating the homologies ofC ⊗ G andC is known
asthe universal coefficient theorem for homology. It happens that the rule relating
Hp(C;G) andHp(C) is not as simple asHp(C;G) = Hp(C)⊗G; in fact, the group
Hp(C;G) depends not only onHp(C) but also onHp−1(C).

Let’s first of all define a map relatingHp(C) ⊗ G andHp(C ⊗ G). Consider
a fixed chain complexC, an abelian groupG and an integerp ∈ Z. We have a
canonical bilinear map:

(1.13.1) Cp ×G −→ Cp ⊗G

that sends(c, g) to c ⊗ g. Obviously, if c is a cycle (respectively, a boundary) in
C then alsoc⊗ g is a cycle (respectively, a boundary) inC ⊗G. We can therefore
restrict (1.13.1) toZp(C) and pass it to the quotient (in the first variable) obtaining
a bilinear map:

(1.13.2) Hp(C) ×G −→ Hp(C ⊗G) = Hp(C;G),

that takes
(
c + Bp(C), g

)
to c ⊗ g + Bp(C ⊗ G) for everyc ∈ Zp(C) and every

g ∈ G. Finally, the bilinear map (1.13.2) gives rise (by the fundamental property
of tensor products) to a unique homomorphism:

(1.13.3) θp : Hp(C) ⊗G −→ Hp(C;G).

As we already know,θ is not in general an isomorphism. Nevertheless, we have
the following:

1.13.4. LEMMA . If C is free then, for everyp ∈ Z, the homomorphismθp given
in (1.13.3)is injective and its image is a direct summand inHp(C ⊗G).

PROOF. SinceC is free, the cycle groupZp(C) is a direct summand inCp
(see Exercise 1.39); then, the canonical projectionZp(C) → Hp(C) extends to a
homomorphism:

λp : Cp −→ Hp(C).

We can regardH(C) as a chain complex whosep-th group isHp(C) and all the
boundary homomorphisms are zero; it is then easy to see thatλ : C → H(C) is a
chain map. We have thus an induced chain map:

λ⊗ Id : C ⊗G −→ H(C) ⊗G,

and a induced homomorphism in homology:

(1.13.4) (λ⊗ Id)∗ : Hp(C ⊗G) −→ Hp(C) ⊗G;
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observe that in the complexH(C) ⊗G the boundary homomorphisms are all zero
and therefore itsp-th homology group is indeedHp(C) ⊗ G. It is now easy to
check that (1.13.4) is a left inverse forθp. The conclusion follows from the result
of Exercise 1.16. �

In order to finish our task of computing the homology ofC ⊗ G from the
homology ofC, we “only” have to determine the groupHp(C;G)/Im(θp); but
that’s not so easy.

1.13.5. DEFINITION. A short free resolutionof an abelian groupG is a short
exact sequence of the form:

0 −→ R −→ F −→ G −→ 0

where bothR andF are free abelian groups. Thecanonical free resolutionof G is
defined by:

0 −→ Rel[G]
inclusion−−−−−−→ Free[G]

q−−→ G −→ 0

whereq : Free[G] → G is the homomorphism characterized by the condition
q|G = Id : G → G and Rel[G] = Ker(q). The groupRel[G] is called the
relations groupof G.

1.13.6. DEFINITION. Let G, H be abelian groups and consider the groups
Rel[G] ⊂ Free[G] appearing in the canonical free resolution ofG. The group
Tor(G,H) is by definition the kernel of the homomorphism:

Rel[G] ⊗H
inclusion⊗H−−−−−−−−−→ Free[G]

obtained by tensoring withH the inclusion ofRel[G] in Free[G].

If φ : G1 → G2, ψ : H1 → H2 are abelian group homomorphisms, we now
want to define a homomorphism:

(1.13.5) Tor(φ,ψ) : Tor(G1,H1) −→ Tor(G2,H2).

We proceed as follows: let̃φ : Free[G1] → Free[G2] be the unique homomorphism
that extendsφ : G1 → G2. We have thus a commutative diagram:

(1.13.6) 0

��

0

��
Rel[G1]

inclusion
��

// Rel[G2]

inclusion
��

Free[G1]

q

��

φ̃ // Free[G2]

q

��
G1

��

φ
// G2

��
0 0
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with exact columns; such diagram implies thatφ̃ carriesRel[G1] to Rel[G2], i.e.,
we can actually put an arrow in the place where the dotted arrow is. We now
take the square in (1.13.6) containing the dotted arrow and we tensor it with the
commutative square

H1

Id
��

ψ // H2

Id
��

H1
ψ

// H2

As a result we get another commutative square:

(1.13.7) Rel[G1] ⊗H1

��

// Rel[G2] ⊗H2

��
Free[G1] ⊗H1

φ̃⊗ψ
// Free[G2] ⊗H2

The dotted arrow in diagram (1.13.7) above is just the dottedarrow in (1.13.6)
tensored withψ. The commutativity of (1.13.7) implies that the dotted arrow of
(1.13.7) takes the kernel of the left arrow (i.e.,Tor(G1,H1)) inside the kernel of
the right arrow (i.e.,Tor(G2,H2)). We thus define (1.13.5) to be the restriction of
the dotted arrow of (1.13.7).

The proposition below states the main property ofTor.

1.13.7. PROPOSITION. To every abelian groupG and every short exact se-
quence:

(1.13.8) 0 −→ A
σ−−→ B

τ−−→ C −→ 0

of abelian groups and homomorphisms it is possible to associate a homomorphism
fromTor(C,G) toA⊗G (depending onG and on(1.13.8)) that makes the follow-
ing sequence:

0 −→ Tor(A,G)
Tor(σ,Id)−−−−−−−→ Tor(B,G)

Tor(τ,Id)−−−−−−−→ Tor(C,G) −→

−→ A⊗G
σ⊗Id−−−−−→ B ⊗G

τ⊗Id−−−−→ C −→ 0

exact. Let’s call it theconnectinghomomorphism corresponding toG and to
(1.13.8).

The connecting homomorphismTor(C,G) → A ⊗ G is naturalin the sense
that given a homomorphismψ : G→ G′ and a commutative diagram:

(1.13.9) 0 // A
σ //

φ1

��

B
τ //

φ2

��

C

φ3

��

// 0

0 // A′
σ′

// B′
τ ′

// C ′ // 0
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with exact rows then the square:

Tor(C,G)
connecting //

Tor(φ3,ψ)
��

A⊗G

φ1⊗ψ
��

Tor(C ′, G′)
connecting

// A′ ⊗G′

commutes.

PROOF. See [107, §54]. �

We also have the following:

1.13.8. THEOREM. Given abelian groupsG,H thenTor(G,H) is isomorphic
to Tor(H,G). Such isomorphism is natural with respect to maps induced bygroup
homomorphisms.

PROOF. See [107, §54]. �

1.13.9. THEOREM. Given abelian groupsG, H, if eitherG or H is Torsion
free thenTor(G,H) = 0.

PROOF. See [107, §54]. �

1.13.10. EXAMPLE. We have a short exact sequence:

0 −→ Z
n−−→ Z −→ Zn −→ 0

By tensoring it withG and using Proposition 1.13.7 and Theorem 1.13.9, it is easy
to see that:

Tor(Zn, G) ∼= Ker
(
G

n−−→ G
)
,

for every abelian groupG. In particular:

Tor(Zn,Zm) ∼= Zgcd(m,n), Tor(Z,Zn) = Tor(Zn,Z) = 0.

We can now state the following:

1.13.11. THEOREM (universal coefficients theorem).Given a free chain com-
plexC there exists a short exact sequence:

(1.13.10) 0 −→ Hp(C) ⊗G
θp−−−→ Hp(C;G) −→ Tor

(
Hp−1(C), G

)
−→ 0

whereθp is the homomorphism(1.13.3). The sequence(1.13.10)splits and isnat-
ural with respect to chain mapsf : C → D and homomorphismsφ : G → H
between coefficient groups. More precisely, ifD is a free chain complex,H is an
abelian group,f : C → D is a chain map andφ : G → H is a homomorphism
then the diagram:

0 // Hp(C) ⊗G
θ //

f∗⊗φ
��

Hp(C;G) //

(f⊗φ)∗
��

Tor
(
Hp−1(C), G

)
//

Tor(f∗,φ)
��

0

0 // Hp(D) ⊗H
θ

// Hp(D;H) // Tor
(
Hp−1(D),H

)
// 0

commutes.
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PROOF. . See [107, §55] �

1.13.12. COROLLARY. Given free chain complexesC, D and a chain map
f : C → D that induces an isomorphism in homology (in all dimensions)then the
chain mapf ⊗ Id : C ⊗ G → D ⊗ G also induces an isomorphism in homology
(in all dimensions) foreverycoefficient groupG.

PROOF. Follows directly from the naturality of the universal coefficient se-
quence (1.13.10). �

Assume now that the coefficient groupG is endowed with the structure of a
(left) R-module, for some ringR. Then each groupCp ⊗G can be endowed with
the structure of anR-module; with suchR-module structure, the boundary map
∂p ⊗ Id becomesR-linear. We give the following:

1.13.13. DEFINITION. Given a ringR, A chain complex of (left)R-modulesis
a pair(C, ∂), whereC = (Cp)p∈Z is a family of (left)R-modules and∂ = (∂p)p∈Z
is a family ofR-linear maps∂p : Cp → Cp−1 such that∂p−1 ◦∂p = 0 for all p ∈ Z.

Obviously a chain complex ofR-modules can also be thought of as a chain
complex (of abelian groups) when one forgets about theR-module structure in the
chain groupsCp. One can therefore talk about cycles, boundaries and homology
groups for chain complexes ofR-modules and all the theorems presented so far
can be applied in this context. We now make a few remarks to establish the com-
patibility of theR-module structure of the chain groupsCp with some of the results
we have presented so far in homology theory.

• If C is a chain complex ofR-modules then the cycle groupsZp(C) and
boundary groupsBp(C) areR-submodules ofCp for everyp ∈ Z. In
particular, the homology groupHp(C) can also be endowed with anR-
module structure so that the quotient mapZp(C) → Hp(C) isR-linear.

• If C, D are chain complexes ofR-modules and iff : C → D is anR-
linear chain map, i.e.,f is a chain map and eachfp isR-linear, then the
induced mapsf∗ : Hp(C) → Hp(D) areR-linear.

• If (1.3.3) is a short exact sequence of chain complexes ofR-modules
andR-linear chain maps then the connecting homomorphism∂∗ in the
corresponding long exact homology sequence (1.3.4) isR-linear.

We are mainly concerned with the case that the abelian groupG = R is a
ring itself (endowed with the canonical leftR-module structure) and even more
specifically with the case thatG is a fieldK. In the latter case we talk aboutchain
complexes ofK-vector spacesrather than chain complexes ofK-modules.

As observed above, ifG is endowed with anR-module structure (for instance,
if G = R is a ring) then the homology groupsHp(X;G) andHp(X,A;G) are
canonically endowed withR-module structures. In particular, we can give the
following:

1.13.14. DEFINITION. Given a topological spaceX and a fieldK then thep-th
Betti number ofX is defined as the (possibly infinite) dimension overK of theK-
vector spaceHp(X; K) and is denoted byβp(X; K). Similarly, given a pair(X,A)
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of topological spaces one defines the Betti numbersβp(X,A; K) of the pair(X,A)
with respect to the fieldK.

1.13.15. LEMMA . Consider a topological spaceX whose singular homology
groups with integer coefficients are all finitely generated and vanish above a certain
dimension. Then for every coefficient fieldK we haveβp(X; K) < +∞ for all p
andβp(X; K) = 0 for p sufficiently large. Moreover, the Euler characteristic ofX
(recall Exercise 1.125) is given by:

χ(X) =
∑

p∈Z
(−1)pβp(X; K) ∈ Z,

for every coefficient fieldK.

PROOF. Follows from the universal coefficient theorem (Theorem 1.13.11).
�

1.14. Quotient Topology and Attachment Spaces

1.14.1. DEFINITION. A mapq : X → Y between topological spaces is called
aquotient mapif a subsetU ⊂ Y is open if and only ifq−1(U) ⊂ X is open.

Obviously, the “only if” part in the definition above means thatq is continuous.
Alternatively, one can define thatq : X → Y is a quotient map ifY has the
finest topology that makesq continuous; observe in particular that such topology
is unique (see Exercise 1.81). When a topological spaceX and an equivalence
relation∼ in X is given, we will implicitly assume that the quotient setX/ ∼ is
endowed with the unique topology that makes the canonical projectionX → X/ ∼
a quotient map.

We do not assume in principle that a quotient mapq : X → Y is surjective, as
some authors do; observe though that quotient maps are “almost” surjective (see
Exercise 1.83).

1.14.2. PROPOSITION(universal property of quotient maps).Given a commu-
tative diagram

(1.14.1) X

q

��

f

  @
@@

@@
@@

Y
f

// Z

with q a quotient map andf continuous thenf is also continuous.

1.14.3. DEFINITION. Given a setX and an equivalence relation∼ onX then
a subsetS ⊂ X is calledsaturated with respect to∼ if S is a union of equivalence
classes, i.e., if forx ∈ X, x′ ∈ S, x ∼ x′ impliesx ∈ S. If q : X → Y is any map
thenq defines an equivalence relation∼ in X by x ∼q x

′ ⇔ q(x) = q(x′); we say
that a subsetS ⊂ X is saturated with respect toq if it is saturated with respect to
∼q, i.e., if S = q−1

(
q(S)

)
.
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1.14.4. LEMMA . If q : X → Y is a quotient map andS ⊂ X is saturated and
either open or closed inX thenq|S : S → q(S) is a quotient map.

1.14.5. PROPOSITION. Let q : X → Y be a surjective quotient map and letZ
be a locally compact Hausdorff space. Then the mapq × Id : X × Z → Y × Z is
also a quotient map.

The following immediate corollary of Proposition 1.14.5 isa useful tool for
defining homotopies by passage to the quotient.

1.14.6. COROLLARY. LetH : X × [0, 1] → Y be a continuous map. Assume
that we are given a surjective quotient mapq1 : X → X ′ and a continuous map
q2 : Y → Y ′ such that there exists a mapH : X ′ × [0, 1] → Y ′ for which the
diagram

X × [0, 1]
H //

q1×Id
��

Y

q2

��
X ′ × [0, 1]

H

// Y ′

commutes. ThenH is continuous. �

1.14.7. DEFINITION. Given a topological spaceX and a family(Xi)i∈I of
subspaces ofX then we say thatX is the (internal)topological sumof the family
(Xi)i∈I if X =

⋃
i∈I Xi is a disjoint union and eachXi is open inX. If (Xi)i∈I

is a family of topological spaces then its (external)topological sumis defined as
the disjoint unionX =

⋃
i∈I{i} ×Xi topologized as follows:U ⊂ X is open iff

U =
⋃
i∈I{i} × Ui with eachUi open inXi.

Up to obvious identifications, the notions of internal and external topological
sum are equivalent (see Exercise 1.94). IfX is either the internal or the external
topological sum of the spaces(Xi)i∈I we will write X =

∑
i∈I Xi; for finite

families we may also use the simpler notationX = X1 + · · · +Xn.
Obviously, ifX is a topological sum of a family of subspaces(Xi)i∈I then a

mapf : X → Y is continuous ifff |Xi is continuous for everyi ∈ I. This property
characterizes the topological sum (see Exercise 1.95).

1.14.8. DEFINITION. Given a spaceX and a family(Xi)i∈I of subspaces ofX
with X =

⋃
i∈I Xi then we say thatX is the coherent union of the family(Xi)i∈I

if the following condition holds: given a subsetU ⊂ X, if U ∩Xi is open inXi

for everyi ∈ I thenU is open inX.

The definition above can be restated in terms of closed subsets (see Exer-
cise 1.96).

1.14.9. PROPOSITION(universal property of coherent union).If X =
⋃
i∈I Xi

is a coherent union then a mapf : X → Y is continuous ifff |Xi is continuous for
everyi ∈ I.
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1.14.10. DEFINITION. Let X, Y be topological spaces,A ⊂ X a subspace
andf : A → Y a continuous map. Theattachment spaceX ∪f Y is the quotient
spaceX+Y/ ∼ of the topological sumX+Y , where∼ is the equivalence relation
in X + Y spanned byx ∼ f(x), x ∈ A; more precisely, forz, z′ ∈ X + Y we
havez ∼ z′ iff one of the following holds:

(1) z = z′;
(2) z, z′ ∈ A andf(z) = f(z′);
(3) z ∈ A andz′ = f(z) ∈ Y ;
(4) z′ ∈ A andz = f(z′) ∈ Y .

1.14.11. LEMMA . If A is closed inX then the quotient mapq : X + Y →
X∪f Y mapsY homeomorphically onto a closed set andX \A homeomorphically
onto an open set.

PROOF. SinceX \A is open and saturated inX +Y , it follows thatq(X \A)
is open (see Exercise 1.91) and thatq|X\A : X \ A→ q(X \ A) is a quotient map
(see Lemma 1.14.4); sinceq|X\A is injective, then it is a homeomorphism (see
Exercise 1.84). Sinceq|Y is injective, to prove thatq mapsY homeomorphically
onto a closed set, it suffices to show thatq|Y : Y → X ∪f Y is a closed map. This
follows by observing that the saturation of a closed subsetF ⊂ Y is the closed
subsetF ∪ f−1(F ) of X + Y . �

The fact thatq : X + Y → X ∪f Y mapsY homeomorphically onto a (not
necessarily closed) subset ofX ∪f Y is also true whenA is not closed inX; the
proof is a little more delicate (see Exercise 1.113).

Whenf : A ⊂ X → Y is injective, the attachment spaceX ∪f Y can be
visualized in the following way: assume that in some environment spaceE there
are homeomorphic copies ofX andY in a way that the copy ofx ∈ A ⊂ X
in E coincides with the copy off(x) ∈ Y in E. It would be natural to expect
that the subspace ofE which is the union of the copies ofX andY should be
homeomorphic to the attachment spaceX ∪f Y . This holds for instance when the
copies ofX andY are closed inE; more generally, we have the following:

1.14.12. LEMMA . LetX, Y ,E be topological spaces,A ⊂ X a subspace,f :
A → Y an injective continuous map andh1 : X → X ′ ⊂ E, h2 : Y → Y ′ ⊂ E
homeomorphisms. Assume that, forx ∈ X, y ∈ Y , h1(x) = h2(y) iff x ∈ A and
y = f(x). Then there exists a unique mapφ such that the diagram

X + Y
q

yysssss
sssss

h

%%KKKKKKKKKK

X ∪f Y
φ

// X ′ ∪ Y ′

commutes, whereh is defined byh|X = h1 and h|Y = h2. The mapφ is a
continuous bijection; it is a homeomorphism iffX ′ ∪ Y ′ is a coherent union (for
instance, ifX ′ andY ′ are closed inE).



76 1. SINGULAR HOMOLOGY AND CW-COMPLEXES

PROOF. The existence and the bijectivity ofφ is easy. The continuity ofφ
follows from the continuity ofh and of the universal property of quotient maps;
the continuity ofh follows from the universal property of topological sums. The
mapφ is a homeomorphism iff it is a quotient map; by Exercises 1.85and 1.86,φ
is a quotient map iffh is a quotient map. We have a commutative diagram:

X + Y

h %%LLLLLLLLLL

h1+h2

∼=
// X ′ + Y ′

ixxrrrrrrrrrr

X ′ ∪ Y ′

wherei is induced by the inclusions ofX ′ andY ′ inX ′∪Y ′. The maph is quotient
iff the mapi is quotient. The conclusion follows from Exercise 1.98. �

Recall that a topological space is said to beT4 if it is T 1 and if any two disjoint
closed subsets admit disjoint open neighborhoods.

We recall the following two standard results from general topology concerning
T4 spaces.

1.14.13. THEOREM (Urysohn’s lemma).If X is a T4 topological space then,
given disjoint closed subsetsF,G ⊂ X, there exists a continuous mapφ : X →
[0, 1] such thatφ|F ≡ 0 andφ|G ≡ 1.

PROOF. See for instance [134, Theorem IV.7]. �

1.14.14. THEOREM (Tietze). If X is a T4 topological space then every con-
tinuous mapφ : F → R defined on a closed subsetF ⊂ X admits a continuous
(R-valued) extension to the whole spaceX.

PROOF. See for instance [134, Theorem IV.11]. �

1.14.15. LEMMA . If X, Y are T4 topological spaces,A ⊂ X is a closed subset
andf : A→ Y is a continuous map then the attachment spaceX ∪f Y is also T4.

PROOF. The fact thatX ∪f Y is T1 follows directly from the fact thatA is
closed inX. In order to prove thatX ∪f Y is T4, we will use the converse of
Tietze’s theorem (see Exercise 1.89). Letφ : F → R be a continuous map defined
on a closed subsetF of X ∪f Y . If q : X + Y → X ∪f Y denotes the canonical
projection thenq−1(F ) = F1 ∪ F2, with F1 closed inX, F2 closed inY and
F1 ∩ A = f−1(F2). The composite mapφ ◦ q : F1 ∪ F2 → R restricts to a
continuous mapφ1 : F1 → R and to a continuous mapφ2 : F2 → R; moreover,
φ2 ◦ f = φ1|A. SinceY is T4, Tietze’s theorem gives us a continuous extension
φ̃2 : Y → R of φ2. The functionsφ2 ◦ f : A → R andφ1 : F1 → R agree
on F1 ∩ A and, sinceF1 andA are closed, we obtain a well-defined continuous
function on the unionF1 ∪ A. Now we can apply again Tietze’s theorem on the
T4 spaceX to obtain a continuous functioñφ1 : X → R that extends bothφ1 and
φ2 ◦ f . The functionsφ̃1 : X → R andφ2 : Y → R now give us a continuous
function onX + Y that passes to the quotient, producing a continuous extension
φ̃ : X ∪f Y → R of φ. �
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1.14.16. LEMMA . LetX be a topological space and assume that we have an
increasing sequenceX1 ⊂ X2 ⊂ · · · ⊂ X of closed subsets ofX such that
X =

⋃
n≥1Xn is a coherent union and such that eachXn is T4. ThenX is also

T4.

PROOF. ObviouslyX is T1. In order to prove thatX is T4 we will use again
the converse of Tietze’s theorem (see Exercise 1.89). Letφ : F → R be a contin-
uous map defined on a closed subspaceF ⊂ X. We will construct a sequence of
continuous mapφn : Xn → R such thatφn equalsφ onF ∩Xn and such thatφn+1

extendsφn for everyn. Since the unionX =
⋃
n≥1Xn is coherent, this will yield

a continuous extension ofφ toX. We defineφn inductively using Tietze’s theorem
on eachXn. Start with an arbitrary continuous extensionφ1 : X1 → R of φ|F∩X1 .
If φn : Xn → R is a continuous extension ofφ|F∩Xn , define a continuous map on
(F ∩Xn+1) ∪Xn by gluingφ|F∩Xn+1 andφn; finally, let φn+1 : Xn+1 → R be
an arbitrary continuous extension of such continuous map. �

1.14.17. DEFINITION. Given a topological spaceX and a subspaceA ⊂ X
then the spaceX/A is defined to be the quotient space ofX by the equivalence
relation∼ whose equivalence classes areA and the singletons{x}, x ∈ X \ A;
more explicitly, forx, x′ ∈ X we havex ∼ x′ iff x = x′ or x, x′ ∈ A.

1.14.18. DEFINITION. Let f : X → Y be a continuous map. Themapping
cylinder of f , denoted byMf , is the attachment space

(
X × [0, 1]

)
∪f Y , where

f is identified with the mapX × {0} ∋ (x, 0) 7→ f(x) ∈ Y . Themapping cone
of f , denoted byCf , is the quotientMf/

(
X × {1}

)
, whereX × {1} is identified

with its image under the canonical map
(
X × [0, 1]

)
+ Y →Mf .

1.14.19. EXAMPLE. The cylinder of the identity mapId : X → X of a topo-
logical spaceX can be identified with the productX × [0, 1] (this is sometimes
called thecylinderof the spaceX). The cone of the identity map ofX is identified
with the quotient(X × [0, 1])/(X × {1}) and is called theconeof X; it will be
denoted byCX .

1.14.20. EXAMPLE. The cone of the sphereSn−1 can obviously be identified
with the closed ballB

n
via the map induced bySn−1× [0, 1] ∋ (x, t) 7→ tx ∈ B

n
.

More generally, ifU ⊂ Rn is an open bounded convex subset then the cone of the
boundary ofU can be identified withU (see Exercise 1.42).

The mapping cylinder and the mapping cone of a map are relatively simple
notions that are useful in many situations. Our interest on these concepts come
from their relation with attachment of cells:

1.14.21. LEMMA . If Y is a topological space andf : Sn−1 → Y is a con-
tinuous map then the mapping cone off is homeomorphic to the attachment space
B
n ∪f Y by a homeomorphism that fixesX.

PROOF. Follows immediately from Example 1.14.20 and Exercise 1.116. �

We now want to relate the mapping cylinders and the mapping cones of homo-
topic maps. To this aim, given a homotopyH : X × [0, 1] → Y from f to g we
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define a continuous mapφH : Mf →Mg as follows. Letqf :
(
X × [0, 1]

)
+Y →

Mf , qg :
(
X × [0, 1]

)
+ Y → Mg be the canonical quotient maps and consider

the homotopiesqg ◦ H : X × [0, 1] → Mg andqg|X×[0,1] : X × [0, 1] → Mg.
We define the mapφH by requiring thatφH ◦ qf equalsqg on Y and equals the
concatenation of homotopies(qg ◦H) · (qg|X×[0,1]) onX × [0, 1]. More explicitly,
we have:

φH
(
qf (x, t)

)
=

{
qg
(
H(x, 2t)

)
, t ∈

[
0, 1

2

]
,

qg(x, 2t− 1), t ∈
[

1
2 , 1
]
,

φH
(
qf (y)

)
= qg(y),

(1.14.2)

for all x ∈ X, y ∈ Y . It is easy to see thatφH induces a map̄φH : Cf → Cg
between the mapping cones off andg.

We now present some properties of the mapsφH .

1.14.22. LEMMA . The following properties hold:

(a) if two homotopiesH,H ′ : X × [0, 1] → Y from f to g are homotopic
relatively toX × {0, 1} thenφH andφH′ are homotopic relatively toY ;

(b) given homotopiesH,H ′ : X × [0, 1] → Y with H1 = H ′
0 then the

composite mapφH′ ◦ φH : MH0 →MH′
1

is homotopic relatively toY to
the mapφH·H′ corresponding to the concatenated homotopyH ·H ′;

(c) if H : X × [0, 1] → Y is a constant homotopy, sayHt = f : X → Y for
all t ∈ [0, 1], thenφH is homotopic relatively toY to the identity map of
Mf .

Analogous statements hold by replacingφH , φH′ by φ̄H , φ̄H′ and mapping cylin-
ders by mapping cones.

PROOF. It follows easily using Exercise 1.57 and the following observations.
Regarding item (b), we observe that(φH′ ◦φH)◦q|X×[0,1] equals the concatenated
homotopy(q′◦H)·[(q′ ◦H ′)·(q′|X×[0,1])], whereq :

(
X×[0, 1]

)
+Y →MH0 and

q′ :
(
X×[0, 1]

)
+Y →MH′

1
are the canonical projections. Regarding item (c), we

observe thatφH ◦ q equals the concatenation of the homotopy(x, t) 7→ q(x, 0) and
the homotopyq|X×[0,1], whereq :

(
X × [0, 1]

)
+ Y → Mf denotes the canonical

projection. �

1.14.23. COROLLARY. If f, g : X → Y are homotopic continuous maps
between topological spacesX, Y then the mapping cylindersMf andMg (re-
spectively, the mapping conesCf andCg) are homotopy equivalent. Explicitly, if
H : f ∼= g is a homotopy then the mapsφH : Mf → Mg andφH−1 : Mg → Mf

(respectively,φ̄H : Cf → Cg and φ̄H−1 : Cg → Cf ) are mutual homotopy in-
verses; moreover,φH andφH−1 (respectively,̄φH andφ̄H−1) restrict to the identity
onY (recall (1.14.2)).

PROOF. Follows easily from Lemma 1.14.22 and Exercise 1.57. �

1.14.24. LEMMA . LetX, Y be topological spaces,f : X → Y , g : Y → Y
be continuous maps such that there exists a homotopyH : g ∼= Id. Denote by
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q : X × [0, 1] + Y → Mf the canonical projection and consider the continuous
mapψ : Mf → Mf such thatψ ◦ q|Y = q ◦ g and ψ ◦ q|X×[0,1] equals the
concatenation of the homotopies(x, t) 7→ q ◦ H(f(x), t) and q|X×[0,1]. Then
ψ is homotopic to the identity relatively toq

(
X × {1}

)
. In particular, the map

ψ̄ : Cf → Cf induced byψ is also homotopic to the identity.

PROOF. We will explicitly exhibit a homotopyK : ψ ∼= Id relative toq
(
X ×

{1}
)
. For everys, t ∈ [0, 1], x ∈ X, y ∈ Y we set:

Ks

(
q(y)

)
= q ◦H(y, s),

Ks

(
q(x, t)

)
=





q ◦H
(
f(x), s + 2t

)
, t ∈

[
0, 1−s

2

]
,

q
(
x, 2(t−1)

1+s + 1
)
, t ∈

[
1−s
2 , 1

]
.

The verification thatK is well-defined and satisfies the required properties is left
to the reader. �

1.14.25. COROLLARY. Given topological spacesX, Y , Y ′, a continuous map
f : X → Y and a homotopy equivalenceh : Y → Y ′ then the map̃h : Mf →
Mh◦f induced by the identity onX × [0, 1] and byh onY is a homotopy equiva-
lence. Moreover,̃h induces a homotopy equivalence fromCf toCh◦f .

PROOF. Let k : Y ′ → Y be a homotopy inverse forh and consider the map
k̃ : Mh◦f →Mk◦h◦f induced by the identity onX×[0, 1] and byk onY . We claim
that k̃ ◦ h̃ is a homotopy equivalence; this will imply thath̃ has a left homotopy
inverse and that̃k has a right homotopy inverse. In order to prove the claim, set
g = k ◦ h and letH : g ∼= Id be a homotopy fromg to the identity ofY ; then
(x, t) 7→ H

(
f(x), t

)
defines a homotopŷH from g ◦ f to f . By Corollary 1.14.23,

we have a homotopy equivalenceφĤ : Mg◦f → Mf ; it is easy to see that the
composite mapφ

Ĥ
◦ k̃ ◦ h̃ is precisely the mapψ of Lemma 1.14.24. We conclude

thatφĤ ◦ k̃ ◦ h̃ andφĤ are both homotopy equivalences, proving the claim.
To conclude the proof of the corollary, we make the followingobservations:

sincek is a homotopy equivalence, the arguments above can also be used to show
that k̃ (like h̃) has a left homotopy inverse. Sincek̃ also has a right homotopy
inverse, it follows that̃k is a homotopy equivalence. Finally, since bothk̃ andk̃ ◦ h̃
are homotopy equivalences, it follows thath̃ is a homotopy equivalence. The proof
that the map induced bỹh on the mapping cones is also a homotopy equivalence is
totally analogous. �

1.15. CW-complexes

A CW-complex is a topological spaceX endowed with a special kind of de-
composition that allows one to systematize the strategy described in the beginning
of Section 1.3 for computing the singular homology groups ofX. Such decompo-
sition consists in fixing a partition ofX into smaller subspaces that are homeomor-
phic to open balls; such subspaces are called theopen cellsof the decomposition.
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The cells are glued together along each others boundaries toform the whole space
X. The simplest example of a CW-complex is the one of a triangulable space (see
Exercises 1.43, 1.44, 1.45, 1.46, 1.107 and 1.124). For instance, assume that one
chooses a triangulation for the two-dimensional torus, i.e., that one identifies the
torus with a polyhedron by means of a homeomorphism. Such triangulation gives
a decomposition for the torus into open two-dimensional triangles (the faces of
the polyhedron), that are glued together along open line segments (the edges of
the polyhedron); such open line segments are glued togetheralong isolated points
(the vertices of the polyhedron). Triangulations can also be used to compute the
singular homology of a space (that’s what’s calledsimplicial homology), but the
decompositions in cells allowed for CW-complexes are usually much more eco-
nomic. For instance, we will see below that it is possible to give a structure of
CW-complex on the torus having only four cells; in the case ofthe sphere, it’s
possible to use onlytwocells.

In this section, we present the general theory of CW-complexes. In Sec-
tion 1.16, we will show how one can compute the singular homology of a CW-
complex.

We start by introducing formally the terminology of cells and open cells.

1.15.1. DEFINITION. If p ≥ 0 is an integer then by acell of dimensionp (or
a p-cell) we mean a topological space that is homeomorphic to thep-dimensional
closed ballB

p
; by an open cell of dimensionp (or an openp-cell) we mean a

topological space that is homeomorphic to thep-dimensional open ballBp.

Observe that a0-cell or an open0-cell is the same thing as a topological space
having only one point. Observe also that thedimensionof a cell (or of an open
cell) is well-defined, i.e., a topological space cannot be atthe same time ap-cell
(respectively, an openp-cell) and aq-cell (respectively, an openq-cell) for p 6= q
(see Exercise 1.63).

We can now give the formal definition of CW-complex. This is a very technical
definition and not so easy to digest at first sight. The examples given below should
be able to clarify the spirit of the definition.

1.15.2. DEFINITION. A CW-complexconsists of a Hausdorff topological space
X and a collectionE of subsets ofX such that the following conditions hold:

(1) X =
⋃
e∈E e is a disjoint union;

(2) eache ∈ E is an open cell;
(3) for everyp ≥ 0 and every openp-cell e ∈ E there exists a continuous

mapf : B
p → X that restricts to a homeomorphism fromBp ontoe;

(4) for everyp ≥ 0 and every openp-cell e ∈ E the setė defined byė = e\e
is contained in a finite union of open cells inE of dimension less thanp;

(5) the unionX =
⋃
e∈E e is coherent.

The collectionE is called acellular decompositionfor the topological spaceX.

Condition (4) above is usually calledClosure-finitenessand condition (5) is
usually calledWeak-topology(thus the name CW-complex).
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If e ∈ E is an openp-cell then a continuous mapf : B
p → X that maps

Bp homeomorphically ontoe is called acharacteristic mapfor the cell e; thus
condition (3) above says that every open celle ∈ E admits a characteristic map14.

We will usually denote byEp the set of openp-cells ofX, i.e., we set:

Ep =
{
e ∈ E : dim(e) = p

}
.

Thedimensionof the CW-complexX is the (possibly infinite) natural number:

dim(X) = sup
e∈E

dim(e).

Regarding Definition 1.15.2, a few remarks are in order.

• If f : B
p → X is a characteristic map for an openp-cell e ∈ E then

the image off equals the closure ofe. Namely, sinceBp is dense inB
p
,

f
(
Bp
)

= e is dense inf
(
B
p)

; hencef
(
B
p)

is contained in the closure
of e. Moreover, the setf

(
B
p)

is compact and therefore closed (X is
Hausdorff!); sincef

(
B
p)

containse, it also contains the closure ofe.
• If e ∈ E is an openp-cell andf is a characteristic map fore then the set
ė = e \ e is the image byf of the unit sphereSp−1 (see Exercise 1.118).

• If e ∈ E is an open0-cell thene = e (again we use thatX is Hausdorff!)
and hencėe = ∅. Property (4) is thus vacuously satisfied for0-cells (even
though there are no cells of dimension less than zero). Observe also that
the existence of characteristic maps for open0-cells is trivial.

• If e ∈ E is an openp-cell then in general the closuree of e is notap-cell
and the seṫe is not homeomorphic to the sphereSp−1 (see Example 1.15.3
below).

• By Exercise 1.97, Property (5) is automatically satisfied for finite CW-
complexes, i.e., CW-complexes having only a finite number of open cells.

Let’s now give examples of cellular decompositions for somefamiliar topolog-
ical spaces.

1.15.3. EXAMPLE (CW-complex structure for the sphere). Let’s give a cellular
decomposition for thep-dimensional sphereSp. We assumep ≥ 1 (the zero-
dimensional sphereS0 has an obvious cellular decomposition with two open0-
cells). It is not hard to see that there exists a continuous map q : B

p → Sp that is
constant onSp−1 ⊂ B

p
and that maps the open ballBp homeomorphically onto

the complement of the pointq(Sp−1) in Sp (see Exercise 1.119). We can therefore
define a cellular decompositionE = {e0, ep} for Sp by takinge0 to be the open
0-cell q(Sp−1) andep to be the openp-cell Sp \ e0. Observe that the mapq is a
characteristic map for the open cellep. The sphere can thus be given the structure
of a CW-complex having only two open cells.

14We observe that the characteristic maps for the open cells donot form a part of the structure
of the CW-complex; only the spaceX and the cellular decompositionE do. More precisely, a CW-
complex is just a pair(X, E); the characteristic maps for the open cells are assumed to exist, but no
particular privileged set of characteristic maps is fixeda priori.
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1.15.4. EXAMPLE (CW-complex structure for the torus). LetR denote the
square[0, 1]2 ⊂ R2 and let∼ be the equivalence relation inR spanned by:

(x, 0) ∼ (x, 1) and (0, y) ∼ (1, y),

for all x, y ∈ [0, 1]. It is well known that the quotient spaceR/ ∼ is homeomorphic
to the torusT = S1 × S1. Let q : R → T ∼= R/ ∼ denote the quotient map. We
can thus define a cellular decompositionE for the torusT having one open2-cell
e2, two open1-cellse11, e12 and one open0-cell e0 as follows:

e2 = q
(
]0, 1[2

)
,

e11 = q
(
]0, 1[ × {0}

)
, e12 = q

(
{0} × ]0, 1[

)
,

e0 = {q(0, 0)};
namely, the interiorinter(R) = ]0, 1[2 of the squareR is a saturated open set for
the mapq. By Lemma 1.14.4 and Exercise 1.84,q maps]0, 1[2 homeomorphically
onto e2, so thate2 is indeed an open2-cell; a characteristic map fore2 is q itself
(see Remark 1.15.5 below). The restriction ofq to a closed side of the squareR
is a quotient map by item (4) of Exercise 1.91; the interior ofa side is a saturated
open set of that side, so that by Lemma 1.14.4 and Exercise 1.84, the mapq carries
]0, 1[ × {0} homeomorphically ontoe11 and{0} × ]0, 1[ homeomorphically onto
e12. Thuse11 ande12 are indeed open1-cells and characteristic maps for them are
obtained by taking restrictions ofq to [0, 1] × {0} and to{0} × [0, 1] respectively.
The remaining properties of a CW-complex listed in Definition 1.15.2 are trivially
verified.

1.15.5. REMARK . If a topological spaceB is homeomorphic toB
p

(i.e., if B
is ap-cell) and iff : B → X is a continuous maps takinginter(B) homeomor-
phically onto some openp-cell e ∈ E then we will in general (with some abuse)
call f a characteristic mapfor e. Obviously a real characteristic map fore can be
obtained by considering the compositionf ◦ h, whereh : B

p → B is an arbitrary
homeomorphism.

1.15.6. EXAMPLE. LetR be a regularn-agon in the planeR2 and letR/ ∼
be a quotient space ofR obtained by identifying some of the closed sides ofR
with each other, generalizing the situation of Example 1.15.4. It is known for in-
stance that every compact surface (possibly with boundary)can be obtained by this
construction (see [96]). The spaceR/ ∼ is always Hausdorff by the result of Ex-
ercise 1.90. Moreover, a cellular decomposition forR/ ∼ can be described in the
following way: the image by the quotient mapq : R → R/ ∼ of the interior ofR
is an open2-cell; the images byq of the interiors of the sides ofR are open1-cells
and the images byq of the vertices ofR are open0-cells. The characteristic maps
for such open cells are all obtained by taking suitable restrictions of q. Detailed
arguments that justify that we indeed have obtained a cellular decomposition for
R/ ∼ can be given in analogy with the ones given in Example 1.15.4.

1.15.7. EXAMPLE (CW-complex structure on the real projective space). The
n-dimensional real projective spaceRPn is the space obtained by identifying
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antipodal points inSn, i.e., RPn = Sn/ ∼ where∼ is the equivalence re-
lation spanned by−x ∼ x, x ∈ Sn. We will prove by induction onn that
RPn admits a CW-complex structure having exactly one open cell of dimension
i for i = 0, 1, . . . , n. The casen = 0 is trivial, sinceRP 0 consists of just one
point. To prove the induction step, we think ofSn as the equator ofSn+1, i.e.,
we identifyRn with the subspace ofRn+1 spanned by the firstn vectors of the
canonical basis. The quotient mapq : Sn+1 → RPn+1 restricts to a quotient
mapq|Sn : Sn → q(Sn) (by item (4) of Exercise 1.91) so that we can identify
q(Sn) ⊂ RPn+1 with RPn. Obviously,RPn+1 is the union ofRPn and the
homeomorphic image byq of any open hemisphere ofSn+1, which is an open
(n+ 1)-cell. A characteristic map for such open(n+ 1)-cell is obtained by taking
the restriction ofq to a closed hemisphere ofSn+1.

1.15.8. EXAMPLE (CW-complex structure on the complex projective space).
We think ofS2n+1 as the unit sphere of the complex spaceCn+1 ∼= R2n+2 and we
consider the action of the groupS1 ⊂ C in S2n+1 given by

λ · (z1, . . . , zn+1) = (λz1, . . . , λzn+1), λ ∈ S1, (z1, . . . , zn+1) ∈ Cn+1.

The corresponding orbit spaceS2n+1/S1 is called then-dimensional15 complex
projective spaceand is denoted byCPn. We now show by induction onn thatCPn

admits a cellular decomposition having exactly one open cell of dimension2i for
i = 0, 1, . . . , n. The spaceCP 0 consists of one single point. To prove the induction
step, we identifyS2n+1 with the subset ofS2n+3 consisting of those(n+2)-tuples
in C2n+2 whose last coordinate is zero. The quotient mapq : S2n+3 → CPn+1

therefore restricts to a quotient map fromS2n+1 to q(S2n+1) ⊂ CPn+1 and so we
can identifyq(S2n+1) with CPn. The complement ofCPn in CPn+1 is an open
(2n+ 2)-cell; namely, the restriction ofq to the set

{
(z1, . . . , zn+2) ∈ S2n+3 : z2n+2 ∈ ]0,+∞[

}
⊂ S2n+3

is a homeomorphism ontoCPn+1\CPn and this set can be identified with an open
hemisphere ofS2n+2 ⊂ R2n+3 ∼= Cn+1 ×R. A characteristic map for such open
cell is obtained by taking the restriction ofq to the set:

{
(z1, . . . , zn+2) ∈ S2n+3 : z2n+2 ∈ [0,+∞[

}
⊂ S2n+3.

1.15.9. DEFINITION. A CW-subcomplex(or simply asubcomplex) of a CW-
complexX is a closed subsetY ⊂ X that is the union of some open cells ofX. It
is easy to see that the cellular decomposition ofX induces a cellular decomposition
for Y making it a CW-complex (see Exercise 1.122).

1.15.10. EXAMPLE. Forp ≥ 0, thep-th skeleton of a CW-complexX, denoted
byXp, is the subcomplex ofX that is the union of all open cells ofX of dimension
less than or equal top:

Xp =
⋃

e∈E
dim(e)≤p

e.

15Actually n is the dimension ofCP n as acomplexmanifold.
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Forp < 0 we setXp = ∅.

1.15.11. DEFINITION. If X, Y are CW-complexes then we say thatf : X →
Y is a cellular mapif f is continuous and maps each skeletonXp of X into the
corresponding skeletonY p of Y for everyp.

1.15.12. PROPOSITION. Let X be a CW-complex of dimensionp (p ≥ 1).
For each openp-cell e ∈ Ep choose a characteristic mapfe : B

p → e for e.
Then the mapq :

(∑
e∈Ep

B
p)

+ Xp−1 → X induced by thefe’s and by the

inclusion ofXp−1 onX is a surjective quotient map. In particular,q induces a
homeomorphism from the attachment space

(∑
e∈Ep

B
p) ∪f Xp−1 to X, where

f :
∑

e∈Ep
Sp−1 → Xp−1 is the sum of the restrictions of thefe’s to the spheres

Sp−1.

PROOF. Observe first thatX is the coherent union of the skeletonXp−1 and
of the closurese of the openp-cells e ∈ Ep. Moreover, each characteristic map
fe : B

p → e is a quotient map, forB
p

is compact ande is Hausdorff. The
conclusion follows from Exercise 1.105. �

1.15.13. COROLLARY. Every CW-complex is a T4 topological space.

PROOF. LetX be a CW-complex. We first show by induction that every skele-
tonXp is T4. The0-skeleton is discrete and hence obviously T4. If Xp is T4 then
by Proposition 1.15.12, the skeletonXp+1 is homeomorphic to the attachment of
Xp with the topological sum of a family of closed ballsB

p
along their boundaries.

It follows from Lemma 1.14.15 thatXp+1 is T4. Now, since all skeletons are T4

and closed inX and since the unionX =
⋃
p≥0Xp is coherent, it follows from

Lemma 1.14.16 thatX is T4. �

1.15.14. PROPOSITION. LetX be a CW-complex and let
∑

i∈I B
pi be an ar-

bitrary topological sum of closed balls, where thepi’s are arbitrary integers. Let
f :
∑

i∈I S
pi−1 → X be a continuous map such thatf

(
Spi−1

)
⊂ Xpi−1 for every

i ∈ I. Then the attachment spaceX ′ =
∑

i∈I B
pi ∪f X is a CW-complex whose

open cells are identified with the open cells ofX and with the open ballsBpi .

PROOF. It follows from Corollary 1.15.13 and Lemma 1.14.15 thatX ′ is T4

and therefore Hausdorff16. The canonical projectionq :
∑

i∈I B
pi+X → X ′ maps

X homeomorphically onto a closed subset ofX ′ and
∑

i∈I Bpi homeomorphically
onto an open subset ofX ′ (see Exercise 1.108). It follows easily thatX ′ is the
disjoint union of the (image byq of) the open cells ofX and the image byq
of the open ballsBpi (that are the new open cells). The characteristic maps for
the cells ofX ′ are obtained using the old characteristic maps for the cellsof X
and appropriate restrictions ofq for the characteristic maps of the new cells. For
closure-finiteness we need the closure-finiteness propertyof X and Exercise 1.123
to conclude thatq(Spi−1) is contained in a finite union of open(pi − 1)-cells of

16This was the hard part of the proof. Namely, this was the motivation for the development of
theory of T4 spaces in Section 1.14.
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X ′. Finally, it follows from Exercise 1.106 thatX ′ is the coherent union of the sets
q
(
B
pi
)
, i ∈ I, andq(X); the weak-topology property ofX ′ follows then from the

weak-topology property ofX. �

1.15.15. PROPOSITION. Let X be a topological space and(Xn)n≥1 an in-
creasing sequence of subspaces ofX such that the unionX =

⋃
n≥1Xn is coher-

ent. Assume that eachXn is endowed with the structure of a CW-complex in such
a way thatXn is a subcomplex ofXn+1 for all n. ThenX is a CW-complex whose
open cells are precisely the open cells of theXn’s.

PROOF. Since the unionX =
⋃
n≥1Xn is coherent, the fact thatXn is closed

in Xm for n ≤ m imply that eachXn is closed inX. It follows thatX is T4

(see Corollary 1.15.13 and Lemma 1.14.16) and, in particular, it is Hausdorff. The
other properties of a CW-complex are of straightforward verification. �

1.15.16. LEMMA . If X is a CW-complex ande ∈ E is an openp-cell then
for everyq ∈ e the setė is a strong deformation retract of the punctured cell
e× = e \ {q}.

PROOF. Let f : B
p → e be a characteristic map fore; using Lemma 1.10.16

it is easy to see thatf can be chosen so thatf(0) = q. Now the sphereSp−1

is a strong deformation retract of the punctured closed ballB
p
× in the obvious

way; sincef is a quotient map fromB
p
× to e× the conclusion follows easily from

Corollary 1.14.6. �

1.15.17. COROLLARY. If one chooses a pointqe in each openp-cell e ∈ Ep
then the skeletonXp−1 is a strong deformation retract of the set

(Xp)× = Xp \
{
qe : e ∈ Ep

}
.

PROOF. It is an easy consequence of Exercise 1.102 and the fact that(Xp)× is
the coherent union of the family consisting of the skeletonXp−1 and the punctured
p-cellse×, e ∈ Ep (see Exercise 1.100). �

1.15.18. LEMMA . LetM be a differentiable manifold and letφ : M → Rn be
a continuous map. Given a continuous functionε : M → ]0,+∞[, a closed subset
F ⊂M and an open subsetU ⊂M withU ∩F = ∅ then there exists a continuous
mapψ : M → Rn such thatψ|F = φ|F ,ψ|U is smooth and

∥∥ψ(x)−φ(x)
∥∥ < ε(x)

for all x ∈M .

PROOF. For everyx ∈ M , let Ux ⊂ M be an open neighborhood ofx such
that

∥∥φ(y) − φ(x)
∥∥ < ε(y) for all y ∈ Ux. We can subordinate a smooth partition

of unity
∑

x∈M ξx ≡ 1 to the open coveringM =
⋃
x∈M Ux, i.e., eachξx :

M → [0, 1] is a smooth map whose supportsuppξx is contained inUx and the
family (suppξx)x∈M is locally finite inM . Define a map̃φ : M → R by φ̃(y) =∑

x∈M φ(x)ξx(y); since eachξx is smooth and(suppξx)x∈M is locally finite, it
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follows thatφ̃ is smooth. Moreover, for everyy ∈M :

∥∥φ̃(y) − φ(y)
∥∥ =

∥∥∥∥∥
∑

x∈M
φ(x)ξx(y) −

∑

x∈M
φ(y)ξx(y)

∥∥∥∥∥

≤
∑

x∈M

∥∥φ(x) − φ(y)
∥∥ ξx(y) < ε(y);

the last inequality is obtained by observing that whenξx(y) 6= 0 theny ∈ Ux. In
order to conclude the proof, letα : M → [0, 1] be a smooth map withα|F ≡ 0 and
α|U ≡ 1, setψ = αφ̃+(1−α)φ and observe that

∥∥ψ(x)−φ(x)
∥∥ ≤

∥∥φ̃(x)−φ(x)
∥∥

for all x ∈M . �

1.15.19. COROLLARY. Under the hypothesis of Lemma 1.15.18, ifV ⊂ Rn is
an open subset containing the image ofφ then the mapψ in the thesis of the lemma
can be chosen in such a way that its image is contained inV .

PROOF. Apply Lemma 1.15.18 replacingε(x) with the minimum between
ε(x) and the distance betweenφ(x) and the complement ofV in Rn. �

1.15.20. PROPOSITION. LetM be ap-dimensional differentiable manifold,X
a CW-complex andf : M → X a continuous map whose image is contained in
some skeleton ofX (this happens, for instance, ifM is compact). Then, given a
subsetS ⊂M with f(S) ⊂ Xp, there exists a continuous mapg : M → X that is
homotopic tof relatively toS and such that the image ofg is contained inXp.

PROOF. It suffices to show that iff(M) ⊂ Xn for somen > p thenf is
homotopic relatively toS to a continuous map whose image is contained inXn−1.
Moreover, by Corollary 1.15.17, it suffices to find a continuous mapg : M → X
homotopic tof relatively toS such thatg(X) ⊂ Xn and such thatg(M) does not
contain at least one point in each openn-cell of X, i.e., such thate 6⊂ g(M) for
everye ∈ En. We identify every openn-cell e ∈ En with the unit open ball inRn

via an arbitrary homeomorphism; once this identification ismade, we denote by
er, r ∈ ]0, 1[, the open subset ine that corresponds by such homeomorphism to the
open ball of radiusr. Observe that sincee is an open cell of maximal dimension in
Xn, thene is indeed an open subset ofXn (see Exercise 1.120) and thusf−1(e)
(and eachf−1(er)) is an open subset ofM . We now apply Corollary 1.15.19 to
the mapf |f−1(e) on the differentiable manifoldf−1(e), where the open subset
U ⊂ f−1(e) is f−1(e 1

3
), the closed subsetF ⊂ f−1(e) is f−1(e) \ f−1(e 1

2
) and

ε ≡ 1
6 ; we thus obtain a continuous mapψe : f−1(e) → e that is smooth on

f−1(e 1
3
), equalsf outsidef−1(e 1

2
) and such that

∥∥ψe(x) − f(x)
∥∥ < 1

6 for all

x ∈ f−1(e). Onceψe is defined for everye ∈ En, we defineg : M → X by:

g(x) =

{
f(x), x 6∈ ⋃e∈En

f−1(e),

ψe(x), x ∈ f−1(e).

Observe thatg actually equalsf onM \⋃e∈En
f−1

(
e 1

2

)
; this set is open inM , for⋃

e∈En
e 1

2
is closed inX by the weak-topology axiom. It follows thatg : M → X
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is continuous. Sinceg is smooth onf−1(e 1
3
) anddim(M) < dim(e), it follows

thatg mapsf−1(e 1
3
) onto a subset of null measure ine. Forx 6∈ f−1(e 1

3
) it cannot

beg(x) ∈ e 1
6
, becauseg(x) 6∈ f−1(e) for x 6∈ f−1(e) and

∥∥∥g(x)− f(x)
∥∥ < 1

6 for

x ∈ f−1(e). Sincee 1
6

cannot be contained in a set of null measure, it follows that
e 1

6
(and hencee) is not contained in the image ofg. Finally, one can construct a

homotopy betweenf andg that is constant onM \⋃e∈En
f−1

(
e 1

2

)
and “linear” on

eachf−1(e), e ∈ En (see Exercise 1.53). Observe that such homotopy is relative
to S becauseS is disjoint from everyf−1(e), e ∈ En. �

1.16. Homology of CW-complexes

To every CW-complexX we will associate a chain complex called the cellu-
lar chain complex ofX. We then show that the homology of the cellular chain
complex is naturally isomorphic to the singular homology ofX.

In what follows,X will always denote a CW-complex andE its set of open
cells. Recall thatXp denotes thep-th skeleton ofX.

1.16.1. DEFINITION. For everyp ∈ Z, we setDp(X) = Hp(X
p,Xp−1) and

we consider the homomorphism∂p : Dp(X) → Dp−1(X) obtained by the compo-
sition:

Hp(X
p,Xp−1)

∂∗−−−→ Hp−1(X
p−1)

i∗−−−→ Hp−1(X
p−1,Xp−2)

where∂∗ is the connecting homomorphism of the long exact homology sequence
of the pair(Xp,Xp−1) and i : (Xp−1, ∅) → (Xp−1,Xp−2) denotes the inclu-
sion map. We call

(
D(X), ∂

)
the cellular chain complexassociated toX (see

Lemma 1.16.2 below)

Since (by convention)Xp = ∅ for all p < 0, we haveD0(X) = H0(X0) and
Dp(X) = 0 for all p < 0.

We start by showing that
(
D(X), ∂

)
is indeed a chain complex.

1.16.2. LEMMA .
(
D(X), ∂

)
is a chain complex, i.e.,∂p−1 ◦ ∂p = 0 for all

p ∈ Z.

PROOF. The map∂p−1 ◦ ∂p is given by the composition of the following four
homomorphisms:

Hp(X
p,Xp−1)

∂∗−−−→ Hp−1(X
p−1)

i∗−−−→ Hp−1(X
p−1,Xp−2)

∂∗−−−→
∂∗−−−→ Hp−2(X

p−2)
i∗−−−→ Hp−2(X

p−2,Xp−3)

The vanishing of∂p−1◦∂p follows by observing that the middle part of the sequence
above is part of the long exact homology sequence of the pair(Xp−1,Xp−2). �

The results below will provide a better understanding of howthe cellular chain
complexD(X) is related to the cellular structure ofX.
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1.16.3. LEMMA . Let f : B
p → X be a characteristic map for an openp-cell

e ∈ E. Then, for everyi ∈ Z, the mapf induces an isomorphism:

(1.16.1) f∗ : Hi

(
B
p
, Sp−1

)
−→ Hi(e, ė);

in particular Hi(e, ė) is zero fori 6= p and is infinite cyclic fori = p.

PROOF. Setq = f(0) ∈ e and consider the commutative diagram:

(1.16.2) Hi(e, ė)
i1∗
∼=

// Hi(e, e×) Hi(e, e×)
j1∗
∼=

oo

Hi

(
B
p
, Sp−1

)
f∗

OO

i2∗

∼= // Hi

(
B
p
,B

p
×
)

f∗

OO

Hi

(
Bp,Bp×

)
j2∗

∼=oo

∼= f∗

OO

wherei1, i2, j1, j2 denote inclusions ande× = e\{q}, e× = e\{q}, B
p
× = B

p\{0},
Bp× = Bp \{0}. The fact thati1∗ andi2∗ are isomorphisms follows from the fact that
ė is a deformation retract ofe× (see Lemma 1.15.16) andSp−1 is a deformation
retract ofB

p
×. The fact thatj1∗ andj2∗ are isomorphisms follows by excision. Finally,

the fact that the mapf∗ on the rightmost column of the diagram is an isomorphism
follows by observing thatf : (Bp,Bp×) → (e, e×) is a homeomorphism of pairs.
The conclusion now follows by observing that the commutativity of the diagram
implies that the other two mapsf∗ on the vertical arrows are isomorphisms, as
well. �

1.16.4. LEMMA . Let e ∈ E be an openp-cell ofX and letβ be a generator
of the infinite cyclic groupHp(e, ė). For everyq ∈ e, if we sete× = e \ {q}
and e× = e \ {q}, then the top row of diagram(1.16.2)(with i = p) defines an
isomorphism fromHp(e, ė) toHp

(
e, e \ {q}

)
that carriesβ to a generatorτ(q) of

the local homology groupHp

(
e, e \ {q}

)
. The map:

e ∋ q 7−→ τ(q) ∈ O(e)

thus obtained is a continuous section of the orientation bundleO(e) and is there-
fore an orientation for thep-dimensional topological manifolde. Moreover, the
correspondenceβ 7→ τ just described is a bijection between the (two element) set
of generators ofHp(e, ė) and the set of orientations of the topological manifolde.

PROOF. The casep = 0 is trivial, so assumep ≥ 1. Let f : B
p → X be a

characteristic map fore and denote byα the generator of the infinite cyclic group
Hp

(
B
p
, Sp−1

)
that is mapped to the canonical orientationα[p−1] ∈ H̃p−1(S

p−1)

of Sp−1 via the connecting homomorphism∂∗ of the long exact homology se-
quence of the pair

(
B
p
, Sp−1

)
. The isomorphism (1.16.1) (withi = p) takesα to

±β; for definiteness, let’s assumef∗(α) = β. For everyv ∈ Bp we claim that the
isomorphism:

f∗ : Hp

(
Bp,Bp \ {v}

)
−→ Hp

(
e, e \ {f(v)}

)
,

takes the canonical orientationτ [p](v) of Rp to τ
(
f(v)

)
. Once we prove the claim,

the continuity ofτ will follow (using Proposition 1.10.12). To prove the claim, set
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q = f(v) ∈ e, e× = e \ {q}, e× = e \ {q} and consider the commutative diagram
(1.16.2) withB

p
× andBp× replaced byB

p \{v} and byBp \{v} respectively; more
explicitly:

(1.16.3) Hi(e, ė) ∼=
// Hi(e, e×) Hi(e, e×)∼=

oo

Hi

(
B
p
, Sp−1

)
f∗

OO

∼= // Hi

(
B
p
,B

p \ {v}
)

f∗

OO

Hi

(
Bp,Bp \ {v}

)∼=oo

∼= f∗

OO

Recalling Convention 1.10.24 (see diagram (1.10.7)), it follows from the result of
Exercise 1.71 that the bottom arrow of (1.16.3) carriesα to τ [p](v). The claim (and
the continuity ofτ ) follows then easily from the commutativity of (1.16.3), since
the top row of (1.16.3) takesβ to τ(q).

Finally, the last assertion on the statement of the lemma follows trivially from
Proposition 1.10.11. �

1.16.5. DEFINITION. If e ∈ E is an openp-cell of X then a generator of the
groupHp(e, ė) ∼= Z will be called anorientationfor e.

1.16.6. REMARK . According to Lemma 1.16.4, the orientations ofe in the
sense of Definition 1.16.5 above can be identified with the orientations of the topo-
logical manifolde.

1.16.7. REMARK . A nice way of fixing an orientation for an openp-cell e ∈ E

consists in choosing a characteristic mapf : B
p → X for e; namely, the homeo-

morphismf |Bp : Bp → e carries the canonical orientationτ [p] of Bp to a orienta-
tion τ for the manifolde (so thatf |Bp :

(
Bp, τ [p]

)
→ (e, τ) becomes a positively

oriented homeomorphism).
During the proof of Lemma 1.16.4, we have actually shown the following fact:

for p ≥ 1, if α denotes the generator ofHp

(
B
p
, Sp−1

)
that is mapped toα[p−1]

via the connecting homomorphism∂∗ of the long exact homology sequence of the
pair

(
B
p
, Sp−1

)
then the generatorβ of Hp(e, ė) corresponding to the orientation

τ of e is precisely the image ofα by the isomorphism (1.16.1) (withi = p). This
same statement (obviously) also holds forp = 0 if one takesα to be the canonical
generator ofH0

(
B

0
, S−1

)
= H0

(
{0}
)
, i.e., the homology class of the singular

0-simplex determined by the point0.

We can now finally describe the groupDp(X). Recall thatEp denotes the set
of openp-cells ofX.

1.16.8. LEMMA . For anyp ≥ 0, the homomorphism
⊕

e∈Ep

Hi(e, ė) −→ Hi(X
p,Xp−1)

induced by inclusion is an isomorphism. In particular,Hi(X
p,Xp−1) = 0 for

i 6= p andHp(X
p,Xp−1) is free and its rank equals the number of openp-cells of

X.
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PROOF. Choose a pointqe ∈ e for every openp-cell e ∈ Ep and define(Xp)×
ande× as in Corollary 1.15.17. Consider the commutative diagram:

(1.16.4)
⊕
e∈Ep

Hp(e, ė) //

∼=by Lemma 1.15.16
��

Hp(X
p,Xp−1)

∼= by Corollary 1.15.17

��⊕
e∈Ep

Hp

(
e, e×

)
// Hp

(
Xp, (Xp)×

)

⊕
e∈Ep

Hp

(
e, e×

)
∼=by excision

OO

∼=
// Hp

( ⋃
e∈Ep

e,
⋃
e∈Ep

e×
)

∼= by excision

OO

where all arrows are induced by inclusion. The fact that the bottom arrow of the
diagram is an isomorphism follows from the result of Exercise 1.49 (observe that
eache ∈ Ep is open inXp by the result of Exercise 1.120). The commutativity
of the diagram now implies that the top arrow is also an isomorphism and that is
precisely our thesis. �

Lemma 1.16.8 tells us in particular that the homomorphisms

Hp(e, ė) −→ Hp(X
p,Xp−1)

induced by inclusion are injective. We shall therefore identify Hp(e, ė) with a sub-
group ofHp(X

p,Xp−1) for everye ∈ Ep. Keeping in mind also the identification
between the orientations of thep-dimensional topological manifolde and the gen-
erators of the groupHp(e, ė) ∼= Z (see Remark 1.16.6) we obtain the following:

1.16.9. COROLLARY. For eachp ∈ Z the groupDp(X) is free. One obtains a
basis forDp(X) by choosing orientations for all openp-cells ofX. �

1.16.10. REMARK . If f : X → Y is a cellular map between CW-complexes
X andY then for everyp ∈ Z, f restricts to a map of pairs:

f : (Xp,Xp−1) −→ (Y p, Y p−1);

such map of pairs induces a homomorphism in thep-th homology group, i.e., a
homomorphism fromDp(X) to Dp(Y ). We shall denote such homomorphism by:

(f#)p : Dp(X) −→ Dp(Y ),

and we call it thechain map induced by the cellular mapf . The fact thatf#

indeed defines a chain map fromD(X) toD(Y ) follows easily from the naturality
of the long exact homology sequence of a pair. IfA is a subcomplex ofX then
the inclusioni : A → X is a cellular map; keeping in mind Lemma 1.16.8 and
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denoting byE′
p ⊂ Ep the set of openp-cells ofA, we get a commutative diagram:

⊕
p∈E′

p
Hp(e, ė)

∼= //

��

Hp(A
p, Ap−1)

(i#)p

��⊕
p∈Ep

Hp(e, ė) ∼=
// Hp(X

p,Xp−1)

in which all arrows are induced by inclusion. It follows thatthe chain mapi#
induced by the inclusioni : A → X is actually a chain isomorphism fromD(A)
onto the subcomplex ofD(X) spanned by the orientations of the open cells ofA.
Hence,we can identify the cellular complex of a CW-subcomplexA ⊂ X with a
chain subcomplex of the cellular complex ofX by means of the chain map induced
by inclusion.

We are now going to prove that the homology of the chain complex D(X)
is isomorphic to the singular homology ofX. Our strategy is to construct two
subcomplexesZ(X) andB(X) of the singular chain complexS(X) in such a
way thatD(X) = Z(X)/B(X) and that both the inclusionZ(X) → S(X) and
the quotient mapZ(X) → D(X) induce an isomorphism in homology.

We start by definingZ(X) andB(X) by setting, for everyp ∈ Z:

Zp(X) = Zp(X
p,Xp−1) =

{
c ∈ Sp(X

p) : ∂p c ∈ Sp−1(Xp−1)
}
,

Bp(X) = Bp(X
p,Xp−1) = Bp(X

p) + Sp(X
p−1).

It is easy to see thatZ(X) and B(X) are subcomplexes ofS(X); moreover,
Dp(X) = Zp(X)/Bp(X) for everyp ∈ Z. By looking explicitly at the defini-
tion of the connecting homomorphism∂∗ of the long exact homology sequence of
the pair(Xp,Xp−1) (see Corollary 1.3.5) it is easy to see that the boundary ho-
momorphism of the cellular chain complex

(
D(X), ∂

)
is induced by the boundary

homomorphism ofZ(X), i.e.,
(
D(X), ∂

)
is equal to the quotient chain complex

Z(X)/B(X).
Before establishing the relation between the homologies ofZ(X), D(X) and

S(X), we need a few technical lemmas regarding the homologies of the skeletons
of X.

1.16.11. LEMMA . For anyp ∈ Z, the inclusionXp+1 → X induces an iso-
morphismHp(X

p+1) → Hp(X).

PROOF. The long exact homology sequence of the pair(Xi+1,Xi) shows that

Hp+1(X
i+1,Xi)

∂∗−−−→ Hp(X
i) −→ Hp(X

i+1) −→ Hp(X
i+1,Xi)

is exact, where the unlabelled arrows are induced by inclusion. For every in-
teger i ≥ p + 1, we conclude from the exactness of the sequence above and
from Lemma 1.16.8 that the inclusionXi → Xi+1 induces an isomorphism from
Hp(X

i) toHp(X
i+1); hence (by composition), the inclusionXi → Xj induces an

isomorphism fromHp(X
i) toHp(X

j), for everyj ≥ i ≥ p + 1. The conclusion
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now follows from the result of Exercise 1.34; namely, we havea (trivial) filtration:

Xp+1 ⊂ Xp+1 ⊂ Xp+1 ⊂ · · · ⊂ Xp+1

of the topological spaceXp+1 and a filtration:

Xp+1 ⊂ Xp+2 ⊂ Xp+3 ⊂ · · · ⊂ X

for the topological spaceX. The inclusionXp+1 → X is a filtration preserving
map. The fact that the hypotheses of the result stated in Exercise 1.34 are indeed
satisfied is a consequence of the first part of the proof and of the result of Exer-
cise 1.123. �

1.16.12. LEMMA . For anyp, i ∈ Z with i < p we haveHp(X
i) = 0.

PROOF. Given integersi, j ∈ Z with j ≤ i, the long exact homology sequence
of the triple(Xi,Xj ,Xj−1) (see Exercise 1.52) shows that the sequence:

Hp(X
j ,Xj−1) −→ Hp(X

i,Xj−1) −→ Hp(X
i,Xj)

∂∗−−−→ Hp−1(X
j ,Xj−1)

is exact, where the unlabelled arrows are induced by inclusion. Forj ≤ p − 2 we
conclude from the exactness of the sequence above and from Lemma 1.16.8 that the
inclusion of(Xi,Xj−1) in (Xi,Xj) induces an isomorphism fromHp(X

i,Xj−1)
toHp(X

i,Xj). Therefore (by composition), sinceXk = ∅ for k < 0, the inclusion
of Xi in (Xi,Xj) induces an isomorphism fromHp(X

i) to Hp(X
i,Xj), where

j = min{i, p− 2}.
If i ≤ p−2 we havej = i, so thatHp(X

i) ∼= Hp(X
i,Xj) = 0 and the proof is

complete. Otherwise,i = p− 1 andHp(X
i) ∼= Hp(X

i,Xj) = Hp(X
p−1,Xp−2);

from Lemma 1.16.8, we haveHp(X
p−1,Xp−2) = 0 and so the proof is complete

as well. �

We can now prove our two main theorems.

1.16.13. THEOREM. The inclusionZ(X) → S(X) induces an isomorphism
in homology. Such isomorphism is natural, i.e., iff : X → Y is a cellular map
then the diagram

(1.16.5) Hp(X)
f∗ // Hp(Y )

Hp

(
Z(X)

)
f∗

//

OO

Hp

(
Z(Y )

)

OO

commutes for everyp; the vertical arrows in the diagram above are induced by
inclusion and the bottom arrow is induced by the chain mapf# : Z(X) → Z(Y )
obtained by restrictingf# : S(X) → S(Y ).

PROOF. For anyp, the p-th cycle group ofZ(X) is Zp(Xp) and thep-th
boundary group ofZ(X) is Bp(Xp+1) ∩ Zp(X

p). We have to prove that the
homomorphism:

Zp(X
p)

Bp(Xp+1) ∩ Zp(Xp)
−→ Zp(X)

Bp(X)
,
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induced by inclusion is an isomorphism.
By Lemma 1.16.11, the homomorphism:

(1.16.6)
Zp(X

p+1)

Bp(Xp+1)
−→ Zp(X)

Bp(X)
,

induced by inclusion is an isomorphism. The long exact sequence of the pair
(Xp+1,Xp) shows that the sequence

Hp(X
p) −→ Hp(X

p+1) −→ Hp(X
p+1,Xp)

Lemma 1.16.8
= 0

is exact, where all arrows are induced by inclusion. It follows that the homomor-
phism:

Zp(X
p)

Bp(Xp)
−→ Zp(X

p+1)

Bp(Xp+1)
,

induced by inclusion is surjective; this implies that:

Zp(X
p+1) = Zp(X

p) +Bp(X
p+1).

By the result of Exercise 1.14, the homomorphism:

(1.16.7)
Zp(X

p)

Bp(Xp+1) ∩ Zp(Xp)
−→ Zp(X

p) +Bp(X
p+1)

Bp(Xp+1)
=
Zp(X

p+1)

Bp(Xp+1)
,

induced by inclusion is an isomorphism.
Since both (1.16.6) and (1.16.7) are isomorphisms, the proof of the first part

of the statement is complete. Finally, the commutativity of(1.16.5) follows by
observing that such diagram already commutes at the chain level. �

1.16.14. COROLLARY. The chain mapZ(X) ⊗ G → S(X;G) induced by
the inclusion ofZ(X) in S(X) induces an isomorphism in homology for every
abelian groupG.

PROOF. Follows directly from Corollary 1.13.12, observing thatS(X) is free
and hence the subcomplexZ(X) of S(X) is also free. �

1.16.15. THEOREM. The quotient mapZ(X) → D(X) induces an isomor-
phism in homology. Such isomorphism is natural, i.e., iff : X → Y is a cellular
map then the diagram

(1.16.8) Hp

(
Z(X)

) f∗ //

��

Hp

(
Z(Y )

)

��
Hp

(
D(X)

)
f∗

// Hp

(
D(Y )

)

commutes for everyp; the vertical arrows in the diagram above are induced by the
quotient map, the top arrow is induced by the chain mapf# : Z(X) → Z(Y )
obtained by restrictingf# : S(X) → S(Y ) and the bottom arrow is induced by
the chain mapf# : D(X) → D(Y ) induced byf on the cellular complexes.
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PROOF. We have a short exact sequence of chain complexes:

0 −→ B(X) −→ Z(X) −→ D(X) −→ 0.

The corresponding long exact homology sequence, shows thatthe quotient map
Z(X) → D(X) induces an isomorphism in homology if and only if the homology
of B(X) vanishes. Let’s then try to compute such homology.

For anyp, thep-th cycle group ofB(X) isBp(Xp) + Zp(X
p−1) and thep-th

boundary group ofB(X) isBp(Xp). We want to show thatZp(Xp−1) ⊂ Bp(X
p).

By Lemma 1.16.12, we haveHp(X
p−1) = 0 so that:

Zp(X
p−1) = Bp(X

p−1) ⊂ Bp(X
p).

This concludes the proof of the first part of the statement. The commutativity of
diagram (1.16.8) follows by observing that such diagram already commutes at the
chain level. �

1.16.16. COROLLARY. The chain mapZ(X) ⊗ G → D(X) ⊗ G induced by
the quotient mapZ(X) → D(X) induces an isomorphism in homology for every
abelian groupG.

PROOF. Follows directly from Corollary 1.13.12, observing thatZ(X) is free
(since it is a subcomplex ofS(X)) andD(X) is free by Corollary 1.16.9. �

We have proven the following:

1.16.17. THEOREM. If X is a CW-complex then there exists an isomorphism
between the homology of the cellular chain complexD(X) and the singular homol-
ogy ofX. The same statement holds for reduced homology and for homology with
arbitrary coefficients. All the isomorphisms are natural with respect to cellular
maps. �

1.16.18. EXAMPLE. We have seen in Example 1.15.8 that the complex pro-
jective spaceCPn admits a cellular decomposition having exactly one cell of di-
mension2i for i = 0, . . . , n. It follows readily from Theorem 1.16.17 that the
homology ofCPn is given by:

H2i(CP
n) ∼= Z, for i = 0, 1, . . . , n,

andHp(CP
n) = 0 otherwise.

We will now prove some results relating the Betti numbers of aCW-complex
X and the number of cells ofX in each dimension.

1.16.19. PROPOSITION. LetX be a CW-complex and, for each integerp ≥ 0,
denote byκp the number of openp-cells ofX. Then, for every coefficient fieldK
we have:

(1.16.9) βp(X; K) ≤ κp,

for everyp.
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PROOF. Follows by observing that theK-vector spaceHp(X; K) is isomor-
phic to a quotient of a subspace ofDp(X) ⊗ K anddimK

[
Dp(X) ⊗ K

]
= κp for

everyp. �

1.16.20. PROPOSITION. Let X be a finite (or, equivalently, compact) CW-
complex. Denote byκp the number of openp-cells ofX. Then the Euler char-
acteristic ofX is given by:

(1.16.10) χ(X) =
∑

p∈Z
(−1)pκp.

PROOF. Apply the result of Exercise 1.78 withf the identity ofD(X) ⊗ K

and Lemma 1.13.15 for an arbitrary coefficient fieldK. �

1.16.21. PROPOSITION. LetX be a CW-complex and denote byκp the number
of openp-cells ofX. Assume that for somek ≥ 0 we haveκp < +∞ for all p ≤ k.
Then, for any coefficient fieldK:
(1.16.11)
βk(X; K)− βk−1(X; K) + · · ·+ (−1)kβ0(X; K) ≤ κk − κk−1 + · · ·+ (−1)kκ0.

PROOF. Define a chain complex ofK-vector spacesC by setting

Cp = Dp(X) ⊗ K,

for p ≤ k andCp = 0 for p > k; the boundary operator inC is defined so thatC is
a subcomplex ofD(X) ⊗ K. If β′p denotes the dimension overK of the homology
groupHp(C) then, applying Exercise 1.78 withf the identity ofC, we obtain:

β′k − β′k−1 + · · · + (−1)kβ′0 = κk − κk−1 + · · · + (−1)kκ0.

The conclusion follows by observing thatβ′p = βp(X; K) for p < k andβ′p ≥
βp(X; K). �

1.16.22. PROPOSITION. Let X be a CW-complex and denote byκp ∈ N ∪
{+∞} the number of openp-cells ofX. Then, for any coefficient fieldK, there
exists a sequence(qp)p≥0 in N ∪ {+∞} such that:

(1.16.12) κ0 = β0(X; K) + q0, κp = βp(X; K) + qp + qp−1, p ≥ 1.

PROOF. Denote by∂p : Dp(X) ⊗ K → Dp−1(X) ⊗ K the p-th boundary
operator of the complexD(X) ⊗ K. Set:

qp = dim
(
Dp+1(X) ⊗ K/Ker(∂p+1)

)
= dim(Im(∂p+1)

)
,

for all p ≥ 0. The conclusion follows by applying the result of Exercise 1.80 to the
spacesIm(∂p+1) ⊂ Ker(∂p) ⊂ Dp(X) ⊗ K. �

In spite of the awkward statement of Proposition 1.16.22, itis not hard to show
that such Proposition actually implies Propositions 1.16.19, 1.16.20 and 1.16.21
(see Exercise 1.126).

The thesis of Proposition 1.16.22 can be nicely summarized in the following
form. Consider the formal “power series” with coefficients in N ∪ {+∞} given
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byQ(λ) =
∑+∞

p=0 qpλ
p. Then equalities (1.16.12) are equivalent to the following

equality of formal “power series” with coefficients inN ∪ {+∞}:

(1.16.13)
+∞∑

p=0

κpλ
p =

+∞∑

p=0

βp(X; K)λp + (1 + λ)Q(λ).

The formal power series:

Pλ(X; K) =

+∞∑

p=0

βp(X; K)λp,

appearing in equation (1.16.13) is known as thePoincaŕe polynomialof the topo-
logical spaceX with respect to the field coefficientK.

1.16.23. REMARK . If a singular homology groupHp(X) (with integer coef-
ficients) of a CW-complexX is finitely generated then the Betti numberβ(X; K)
is always greater or equal to the Betti numberβ(X) (with integer coefficients) of
X (recall Exercise 1.125). Namely, the universal coefficients theorem implies that
Hp(X) ⊗ K is aK-vector subspace ofHp(X; K) and therefore:

β(X; K) = dimK

(
Hp(X; K)

)
≥ dimK

(
Hp(X) ⊗ K

)
≥ βp(X).

It follows that the lower estimate (1.16.9) forκp is always better than (or equivalent
to) the estimateβp(X) ≤ κp if Hp(X) is finitely generated. On the other hand, if
Hp(X) is not finitely generated thenβp(X) = +∞ by convention and it is indeed
true thatβp(X) ≤ κp, i.e., thatκp is also equal to+∞. Namely, ifκp were finite
thenDp(X) would be free of finite rank and hence alsoHp(X) (being a quotient
of a subgroup ofDp(X)) would be finitely generated. Observe that ifHp(X) is
not finitely generated then it may happen thatno coefficient fieldK will give us the
equalityκp = +∞ from (1.16.9) (see Exercise 1.79).

1.17. Explicit Computation of the Cellular Complex

Let X be a CW-complex. We have seen in Section 1.16 that the singular
homology ofX is isomorphic to the homology of the cellular chain complex(
D(X), ∂

)
corresponding toX. The boundary homomorphisms ofD(X) were

defined abstractly in terms of the long exact homology sequence of a pair of con-
secutive dimensional skeletons ofX. The goal of this section is to give an explicit
geometric method for computing such boundary homomorphisms. Recall from
Corollary 1.16.9 that for eachp ≥ 0, the groupDp(X) is free abelian and a basis
for Dp(X) is obtained by choosing an orientation for each openp-cell ofX. More
explicitly (recall Lemma 1.16.8), we have an isomorphism:

(1.17.1)
⊕

e∈Ep

Hp(e, ė) −→ Dp(X)

induced by inclusion (recall thatEp denotes the set of openp-cells ofX). For
everye ∈ Ep, the generators of the infinite cyclic groupHp(e, ė) ∼= Z are (by
definition) called theorientationsof the openp-cell e; moreover, there is a natural
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correspondence between the set of generators ofHp(e, ė) and the set of actual
orientations for thep-dimensional topological manifolde (recall Remark 1.16.6).

In this section we will always identify the groupDp(X) with the direct sum⊕
e∈Ep

Hp(e, ė) via the isomorphism (1.17.1). Moreover, once an orientation for
an openp-cell e is fixed, we will simply denote bye the corresponding generator
of Hp(e, ė). Hence, we write the elements ofDp(X) simply as (finite) linear com-
binations of openp-cells ofX with integer coefficients; the sign of the coefficient
appearing next to some openp-cell e is determined once an orientation fore is
fixed.

Let ep+1 ∈ E be a fixed open(p + 1)-cell ofX. We choose an orientation for
ep+1. A good way of doing that (recall Remark 1.16.7) is choosing acharacteristic
map f : B

p+1 → X for ep+1. The boundary∂p+1 e
p+1 of ep+1 in the chain

complexD(X) equals a finite linear integral combination of openp-cells ofX.
Let thenep ∈ E be a fixed openp-cell ofX; we want to determine the coefficient
next toep appearing in∂p+1 e

p+1. Such coefficient is only determined up to sign;
by choosing an orientation forep, this coefficient becomes a well-defined integer
number. The theorem below tells us how such number can be explicitly computed.

1.17.1. THEOREM. Let X be a CW-complex and letep, ep+1 ∈ E be re-
spectively an openp-cell and an open(p + 1)-cell of X (p ≥ 0). Assume that

f : B
p+1 → X is a characteristic map forep+1, that ep+1 has the orientation

induced byf and thatep has a fixed arbitrary orientation. Then the setf−1(ep) is
open inSp and the map:

(1.17.2) f |f−1(ep) : f−1(ep) ⊂ Sp −→ ep,

is proper. Moreover, the coefficient appearing next toep in the boundary ofep+1 in
the complexD(X) equals the degree of the map(1.17.2).

PROOF. The fact thatf−1(ep) is contained inSp follows by observing thatep

is disjoint fromep+1 = f
(
Bp+1

)
; the fact thatf−1(ep) is open inSp follows from

the continuity off |Sp : Sp → Xp and from the result of Exercise 1.120. Moreover,
the properness of (1.17.2) follows from the result of Exercise 1.73, observing that
f |Sp : Sp → Xp is (obviously) proper.

We have shown so far that it makes sense to talk about the degree of (1.17.2);
we now proceed with the proof that such degree equals the coefficient next toep

in ∂p+1 e
p+1. Let α denote the generator ofHp+1

(
B
p+1

, Sp
)

that is mapped to

α[p] ∈ H̃p(S
p) by the connecting homomorphism∂∗ of the long exact homology

sequence of the pair
(
B
p+1

, Sp
)
; by Remark 1.16.7, the basis element ofDp+1(X)

that is identified with the oriented(p+1)-cell ep+1 equals to the image ofα by the
homomorphism:

f∗ : Hp+1

(
B
p+1

, Sp
)
−→ Hp+1(X

p+1,Xp),
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induced byf . Such homomorphismf∗ is pictured in the leftmost column of the
commutative diagram below:

Hp+1(X
p+1,Xp)

∂∗ // Hp(X
p) // Hp(X

p,Xp−1)

Hp+1

(
B
p+1

, Sp
)

f∗

OO

∂∗
// H̃p(S

p)

f∗

OO

f∗

88ppppppppppp

the top row of the diagram is the(p + 1)-th boundary homomorphism of the
chain complexD(X). Since∂∗(α) = α[p], the boundary of (the basis element
of Dp+1(X) that is identified with the) open cellep+1 in the chain complexD(X)

equals the image ofα[p] by the homomorphismf∗ represented by the slanted arrow
in the diagram above; such homomorphism is represented again as the top row of
the commutative diagram given below. We choose a pointqe ∈ e for each open
p-cell e ∈ Ep and we sete× = e\{qe} and(Xp)× = Xp\⋃e∈Ep

{qe}; here comes
the diagram:

(1.17.3) H̃p(S
p)��_ _ _ _ _

���
�
�
�
�
�
�
�
�
�
�
�
�
�
�
�

++XXXXXXXXXXXXXXXXXXX

f∗ //

��

Hp(X
p,Xp−1)

∼=

��
Hp

(
Sp, Sp \ ⋃

e∈Ep

f−1(qe)
)

f∗ // Hp

(
Xp, (Xp)×

)

Hp

( ⋃
e∈Ep

f−1(e),
⋃
e∈Ep

f−1(e×)
)

∼=

OO

f∗ //

f∗ ))SSSSSSSSSSSSSS

Hp

( ⋃
e∈Ep

e,
⋃
e∈Ep

e×
)

∼=

OO

��

Hp

( ⋃
e∈Ep

e,
⋃
e∈Ep

e \ {qep}
)

Hp

(
ep, ep×

)
∼=

OO

as usual, the unlabelled arrows are induced by inclusion. Observe that the top part
of the right column of the diagram above is precisely the right column of diagram
(1.16.4).

Let β ∈ Hp(ep, ėp) denote the chosen orientation onep; the generatorβ of
Hp(ep, ėp) corresponds to an orientationτ : ep → O(ep) for the topological man-
ifold ep (see Remark 1.16.6). The left column of diagram (1.16.4) restricts to a
homomorphismHp(ep, ėp) → Hp(e

p, ep×) that carriesβ to τ(qep). Let d ∈ Z

denote the coefficient appearing next toep in the boundary ofep+1, i.e., d is the
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integer we want to compute. Denote byf∗
(
α[p]
)

the image ofα[p] by the top ar-
row of diagram (1.17.3). If we pushf∗

(
α[p]
)

down the right column of diagram
(1.16.4) and then pull it back using the bottom arrow of (1.16.4), we will obtain
an element of the direct sum

⊕
e∈Ep

Hp(e, e×) whose component inHp(e
p, ep×) is

d · τ(qep). By the result of Exercise 1.50, it then follows that pushingf∗
(
α[p]
)

all
the way down the right column of diagram (1.17.3) will give usd · τ(qep).

Now let d′ ∈ Z denote the degree of the map (1.17.2). The proof of the
theorem will be concluded if we can show that the dashed path in diagram (1.17.3)
takesα[p] to d′ · τ(qep). Let’s observe the following things.

• The union
⋃
e∈Ep

e is ap-dimensional topological manifold; namely each
e ∈ Ep is open inXp (and hence in

⋃
e∈Ep

e) by the result of Exer-
cise 1.120.

• The setU =
⋃
e∈Ep

f−1(e) is open inSp; as in the item above, we know
that eache ∈ Ep is open inXp. The conclusion follows from the conti-
nuity of f |Sp : Sp → Xp.

• The setK =
⋃
e∈Ep

f−1(qe) is compact; obviously, for eache ∈ Ep, the

setf−1(qe) is closed inSp and therefore compact. Observe now that, by
Closure-finiteness,f−1(qe) is non empty for at most a finite number of
e’s.

• U \K =
⋃
e∈Ep

f−1(e×); this is obvious.
• The map:

(1.17.4) f
∣∣[⋃

e∈Ep
f−1(e)

] :
⋃

e∈Ep

f−1(e) −→
⋃

e∈Ep

e

is proper; this follows from the result of Exercise 1.73, observing that
f |Sp : Sp → Xp is proper.

We (as usual) use the isomorphism given by the dotted arrow ofdiagram
(1.17.3) to identify orientations of the manifoldep at the pointqep with orientations
of the manifold

⋃
e∈Ep

e at the pointqep . Keeping in mind such identification, the
items above and Remark 1.11.2, it follows that the dashed path of diagram (1.17.3)
takesα[p] to d′′ · τ(qep), whered′′ equals the degree of the map (1.17.4) at the
point qep with respect to the orientationτ(qep). We now have only to observe that
d′′ = d′; this follows from items (1) and (2) of Proposition 1.11.3. �

We are now going to present a few examples in which all the machinery we
have developed will be used to actually compute the singularhomology of some
spaces. Before that, we make a few remarks that will simplifythe practical com-
putations.

1.17.2. REMARK . Sometimes (recall Remark 1.15.5), rather than using a char-
acteristic mapf : B

p+1 → X for the open(p + 1)-cell e, we prefer to work with
a continuous mapf : B → X that takeinter(B) homeomorphically ontoe, where

B is an arbitrary topological space homeomorphic toB
p+1

(i.e.,B is a (p + 1)-

cell). Obviously, one can always choose a homeomorphismh : B
p+1 → B and
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then work with the characteristic mapf ◦ h, but it would be nicer to work directly
with f . So, how do we adapt Theorem 1.17.1? First, one has to choose an orien-
tationτ for inter(B) (inter(B) has no canonical orientation likeBp+1 does); then
the homeomorphismf |inter(B) : inter(B) → ep+1 will induce an orientation on
the open(p + 1)-cell ep+1 (so thatf |inter(B) becomes positively oriented). The
map (1.17.2) will now be replaced by a map defined on an open subset ofBd(B).
In Remark 1.11.10 we have mentioned that there is no problem in using degree the-
ory for maps defined on open subsets of topological spaces that are homeomorphic
to the sphere, as long as onefixes an orientationfor such space. What orienta-
tion do we use onBd(B)? The answer is given in Corollary 1.10.33: we use the
orientationτb that is induced fromτ on the boundary ofB.

1.17.3. REMARK . If e1 ∈ E is an open1-cell then it is particularly sim-
ple to determine the boundary ofe1 in the cellular complexD(X). Namely, let

f : B
1 → X be a characteristic map fore1; we take one1 the orientation induced

by f and we fix an open0-cell e0 ∈ E. Observe thate0 has a canonical orientation
(in the terminology of Example 1.10.21, this is the “+1” orientation). Using Theo-
rem 1.17.1 and Example 1.11.8, we conclude that the coefficient appearing next to
e0 in the boundary ofe1 in D(X) is equal to:

• zero, if eitherf−1(e0) is empty or iff−1(e0) contains the two points of
S0;

• one, iff−1(e0) contains only the “north pole”1 ∈ S0;
• minus one, iff−1(e0) contains only the “south pole”−1 ∈ S0.

Regarding Remark 1.17.2, we will in some situations prefer to replaceB
1

by
an arbitrary oriented1-cell (B, τ). Then the “north pole” (respectively, the “south
pole”) of S0 mentioned in the itemization above should be replaced by thepoint
of Bd(B) in which the orientationτb induced fromτ on the boundary ofB is
equal to+1 (respectively, equal to−1). By Remark 1.10.40, ifB is viewed as
an oriented1-dimensional differentiable manifold with boundary, thenthe point
of Bd(B) whereτb equals+1 (respectively, equals−1) is the point where the
outward pointing vector defines the positive orientation onthe tangent space of
B (respectively, the point where the outward pointing vectordefines the negative
orientation on the tangent space ofB).

In the examples below we will use freely the contents of Remarks 1.17.2 and
1.17.3, as well as the basic tools for computing degrees given in Propositions 1.11.3
and 1.11.7.

1.17.4. EXAMPLE. We compute the cellular chain complex of the sphereSn

(n ≥ 1) endowed with the cellular decomposition explained in Example 1.15.3.
We have just an openn-cell and an open0-cell, so thatDp(S

n) ∼= Z for p = 0, n
andDp(S

n) = 0 otherwise. The boundary homomorphisms ofD(Sn) are all
trivially zero, except whenn = 1: but in this case the boundary homomorphism
∂1 : D1(S

1) → D0(S
1) is again equal to zero, because a characteristic map for the

open1-cell would collapse both points of the boundary ofB
1

to the same0-cell.
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Thus, in any case, all boundary homomorphisms ofD(Sn) are zero. We conclude
(as we have known already for a long time now) thatHp(S

n) ∼= Z for p = 0, n
andHp(S

n) = 0 otherwise.

1.17.5. EXAMPLE. We compute the cellular chain complex of the torusT =
S1 × S1 endowed with the cellular decomposition explained in Example 1.15.4.
We obviously have:

D2(T) ∼= Z, D1(T) ∼= Z⊕Z, D0(T) ∼= Z;

the only non trivial boundary homomorphisms are∂2 and∂1. Since the charac-
teristic maps for the open1-cells e11 ande12 collapse both points of the boundary

of B
1

to the same0-cell, it follows that∂1 = 0. Let’s now compute∂2(e
2). A

characteristic map fore2 is given by the quotient mapq : R→ T itself. We have to
choose an orientationτ for inter(R) = ]0, 1[2; we pick the one induced from the
canonical orientationτ [2] of the planeR2. The orientationτ of inter(R) induces
an orientationτb on Bd(R). Such orientation is described in Example 1.10.41;
roughly speaking, this is just the “counter-clockwise” orientation. More explic-
itly, since the open sides of the rectangleR are (one-dimensional) differentiable
manifolds, the orientationτb can be described as follows:

• the restriction ofτb to the bottom side]0, 1[ × {0} of R is the one that
makes the first vector of the canonical basis ofR2 positive;

• the restriction ofτb to the top side]0, 1[×{1} of R is the one that makes
the first vector of the canonical basis ofR2 negative;

• the restriction ofτb to the right side{1}×]0, 1[ ofR is the one that makes
the second vector of the canonical basis ofR2 positive;

• the restriction ofτb to the left side{0} × ]0, 1[ is the one that makes the
second vector of the canonical basis ofR2 negative.

We now have to choose orientations for the open1-cells e11 ande12. We choose
the ones that makes the homeomorphismsq|]0,1[×{0} : ]0, 1[ × {0} → e11 and
q|{0}×]0,1[ : {0} × ]0, 1[ → e12 positively oriented (where the open sides ofR are
oriented by restrictions ofτb). Let’s compute the coefficient appearing next toe11
in the boundary ofe2. We have to compute the degree of the map:

(1.17.5) q|q−1(e11) : q−1(e11) −→ e11;

such degree is equal to the degree of the map obtained by composing (1.17.5) on
the left with the inverse of the positively oriented homeomorphism:

q|]0,1[×{0} : ]0, 1[ × {0} −→ e11.

The map obtained by such composition is described in the figure below:

q−1(e11) =





]0, 1[ × {0} ∋ (t, 0) 7−→ (t, 0)

∪
]0, 1[ × {1} ∋ (t, 1) 7−→ (t, 0)

But considering the orientations induced byτb on the open sides ofR, we conclude
that(t, 0) 7→ (t, 0) is a positive diffeomorphism, while(t, 1) 7→ (t, 0) is anegative
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diffeomorphism. Hence the degree of (1.17.5) is equal tozero. A similar reasoning
shows that the degree of the map:

q|q−1(e12) : q−1(e12) −→ e12,

is also equal to zero.

1.17.6. EXAMPLE. Let’s compute the cellular chain complex of the real pro-
jective spaceRPn endowed with the cellular decomposition described in Exam-
ple 1.15.7. Forp ≤ n + 1, we identifyRp with the subspace ofRn+1 spanned
by the firstp vectors of the canonical basis, so that we get a sequence of inclu-
sionsS0 ⊂ S1 ⊂ S2 ⊂ · · · ⊂ Sn for the unit spheres. Ifq : Sn → RPn

denotes the quotient map that identifies antipodal points then q(Sp) ⊂ RPn is
identified with RP p for p = 0, . . . , n, so that we also get a sequence of in-
clusionsRP 0 ⊂ RP 1 ⊂ · · · ⊂ RPn. For p = 0, . . . , n − 1, the difference
ep+1 = RP p+1 \RP p is exactly the unique open(p+1)-cell ofRPn; a character-
istic map forep+1 is obtained by restrictingq to the closed northern hemisphere:

Sp+1
n =

{
x ∈ Sp+1 ⊂ Rp+2 : xp+2 ≥ 0

}
.

We orient the northern hemisphereSp+1
n with the restriction of the canonical ori-

entationα[p+1] (i.e., the outward pointing orientation) of the sphereSp+1. We can
now giveep+1 the orientation induced fromSp+1

n by the characteristic mapq|Sp+1
n

.

Let’s compute the boundary ofep+1 in the chain complexD(RPn); such boundary
is just an integer multiple ofep. One can check straightforwardly that the orien-
tation τb that Sp+1

n induces onBd(Sp+1
n ) = Sp equals the canonical (outward

pointing) one if and only ifp is odd, i.e.,τb = (−1)p+1α[p]. Let’s now compute
the degree of the map:

(1.17.6) q|q−1(ep) : q−1(ep) −→ ep,

whereq−1(ep) = Sp \ Sp−1 is endowed with the restriction of the orientation
τb = (−1)p+1α[p]. The degree of (1.17.6) equals the degree of the map obtained
by composing (1.17.6) on the left with the positively oriented homeomorphism
q|inter(Sp

n ) :
(
inter(Spn), α[p]

)
→ ep. The resulting map is pictured below:

q−1(ep) =





open northern hemisphere︷ ︸︸ ︷(
inter(Spn), (−1)p+1α[p]

)
∋ x 7−→ x ∈

(
inter(Spn), α[p]

)

∪(
Sp \ Spn, (−1)p+1α[p]

)
︸ ︷︷ ︸

open southern hemisphere

∋ x 7−→ −x ∈
(
inter(Spn), α[p]

)

It follows now that the degree of (1.17.6) is equal to(−1)p+1
[
1 + (−1)p+1

]
, i.e.,

it is equal to0 for evenp and it is equal to2 for oddp. The cellular chain complex
of RPn is thus given by:

· · · −→ 0
n+1

−→ Z

n

2−−→ Z

n−1

0−−→ Z

n−2

2−−→ · · · 0−−→ Z

0

−→ 0
−1

−→ · · ·
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for evenn and by:

· · · −→ 0
n+1

−→ Z

n

0−−→ Z

n−1

2−−→ Z

n−2

0−−→ · · · 0−−→ Z

0

−→ 0
−1

−→ · · ·

for oddn. Finally, the singular homology groups ofRPn are given by:

Hi(RP
n) ∼=





Z2 = Z/2Z, if 1 ≤ i ≤ n− 1 andi is odd,

Z, if i = 0,

Z, if i = n andn is odd,

0, otherwise.

Exercises for Chapter 1

Short review of abelian groups.

EXERCISE 1.1. LetR be a (associative) ring with unit17. An R-moduleis an
abelian groupM (whose operation will be denoted additively) together witha map
R×M ∋ (r,m) 7→ rm ∈M satisfying the conditions:

(1) r(m1 +m2) = rm1 + rm2, for all r ∈ R,m1,m2 ∈M ;
(2) (r1 + r2)m = r1m+ r2m, for all r1, r2 ∈ R,m ∈M ;
(3) (r1r2)m = r1(r2m), for all r1, r2 ∈ R,m ∈M ;
(4) 1m = m, for allm ∈M .

The conditions above can also be more economically expressed in the following
way: for everyr ∈ R, we defineφr : M → M by φr(m) = rm and we ask that
r 7→ φr be a (unit preserving) ring homomorphism fromR to the ringHom(M)
of all group homomorphisms ofM (multiplication inHom(M) is composition of
homomorphisms). Observe also that the definition ofR-module is precisely the
same as the definition ofR-vector space in linear algebra, except for the fact that
R need not be a field. Don’t be fooled by the superficial similarity though: after
the basic definitions, module theory ismuchharder than linear algebra.

Show that ifM is an abelian group then there exists auniquemapZ×M →M
that makesM into aZ-module.

EXERCISE 1.2. LetR be a ring with unity. Show that the multiplication ofR
defines anR-module structure for the subjacent additive abelian groupof R. This
is called thecanonicalR-module structure of the ringR.

EXERCISE 1.3. IfM ,N areR-modules then a mapf : M → N is said to be
linear (overR) if f is a group homomorphism andf(rm) = rf(m) for all r ∈ R,
m ∈ M . If G, H are abelian groups, show that every homomorphismf : G → H
is automaticallyZ-linear whenG, H are endowed with their uniqueZ-module
structure.

EXERCISE 1.4. If M is a module over a ringR then asubmoduleof M is a
subgroupN ⊂M such thatrm ∈ N for all r ∈ R,m ∈ N .

17One can also consider modules over rings without unit; in this case, one obviously has to drop
condition (4). Even whenR has a unit element, one can “forget” about such unit, i.e., drop condition
(4) anyway, obtaining then a “weaker” notion ofR-module.
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• If G is an abelian group (endowed with its uniqueZ-module structure)
show that the submodules ofZ are precisely its subgroups.

• If the ringR is endowed with its canonicalR-module structure, show that
the submodules ofR are precisely its left ideals.

• If f : M → N is a linear map betweenR-modulesM ,N then thekernel
of f is defined byKer(f) = f−1(0) (this is the same as the kernel off
as a group homomorphism). Show that the kernel off is a submodule of
M and that the image off (denoted byIm(f)) is a submodule ofN .

EXERCISE 1.5. LetG be an abelian group. IfS ⊂ G is an arbitrary subset
then thesubgroup ofG spanned byS, denotedZ · S, is the smallest subgroup of
G containingS (i.e., the intersection of all subgroups ofG containingS, which is
obviously a subgroup ofG). If (gi)i∈I is a family of elements ofG, show that the
subgroup spanned by the set

{
gi : i ∈ I

}
equals the set of all linear combinations

of the family (gi)i∈I . Conclude that(gi)i∈I is generating forG if and only if no
proper subgroup ofG contains the set

{
gi : i ∈ I

}
.

EXERCISE1.6. IfG is an abelian groupG, show that(gi)i∈I is a basis forG if
and only if every element ofG can be written uniquely as a linear combination of
the family(gi)i∈I , i.e., if everyg ∈ G is a linear combination of the family(gi)i∈I
and

∑
i∈I nigi =

∑
i∈I n

′
igi impliesni = n′i for all i ∈ I.

EXERCISE1.7. Generalize Exercise 1.5 to modules; namely, letM be a mod-
ule over a ringR.

• Show that the intersection of a (non empty) family of submodules ofM
is a submodule ofM . Define thesubmodule spanned by a setS ⊂ M
to be the intersection of all submodules ofM containingS (this is the
smallest submodule ofM containingS). The submodule spanned byS
will be denoted byR · S.

• If (mi)i∈I is a family of elements ofM then alinear combinationof
(mi)i∈I is a sum of the form

∑
i∈I rimi ∈ M , where(ri)i∈I is an es-

sentially zero family of elements ofR (i.e., ri = 0 except for a finite
number of indicesi ∈ I). Show that the submodule spanned by the set{
mi : i ∈ I

}
equals the set of all linear combinations of the family

(mi)i∈I (the fact thatR has a unit elementis crucial here!).

EXERCISE 1.8. If M is a module over a ringR the a family(mi)i∈I of el-
ements ofM is called linearly independentif for every essentially zero family
(ri)i∈I in R,

∑
i∈I rimi = 0 implies ri = 0 for all i ∈ I. A family that is not

linearly independent is calledlinearly dependent. If the set
{
mi : i ∈ I

}
spansM

as a module we sat that the family(mi)i∈I is generatingfor M . A family (mi)i∈I
that is both linearly independent and generating is called abasisfor M (we also
say thatM is freeover(mi)i∈I ).

• Generalize Exercise 1.6 to modules.
• Generalize Proposition 1.1.3 to modules.
• If A is an arbitrary set, define thefreeR-module spanned byA to be

the setFreeR[A] of all essentially zero mapsf : A → R endowed with
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theR-module structure given by pointwise addition and multiplication by
elements ofR. Identify eacha ∈ A with the map that takesa to the unit
of R andA \ {a} to zero. Show that theR-moduleFreeR[A] is free over
A.

EXERCISE 1.9. Show that ifG is a finite abelian group then every non empty
family in G is linearly dependent; conclude that a non zero finite abelian group
cannot be free.

EXERCISE 1.10. LetG be an abelian group. LetT(G) be the set of elements
of G having finite order, i.e.:

T(G) =
{
g ∈ G : ng = 0 for some positive integern

}
.

Show thatT(G) is a subgroup ofG; we call it the torsion subgroupof G. If
T(G) = 0 we say thatG is torsion free. Show that the quotientG/T(G) is torsion
free for every abelian groupG.

EXERCISE 1.11. LetG be an abelian group and(gi)i∈I a family of elements
of G. Assume that the property given in the statement of Proposition 1.1.3 holds,
i.e., that foreveryabelian groupH and every family(hi)i∈I of elements ofG there
exists a unique homomorphismf : G → H with f(gi) = hi for all i ∈ I. Show
that (gi)i∈I is a basis forG (hint: let H be the free abelian group spanned by
{gi}i∈I ).

EXERCISE1.12. LetA be an arbitrary set,G an abelian group andi : A→ G
an injective map such thati(A) is a basis forG. Show that there exists a unique
homomorphismφ : Free[A] → G such that the diagram:

Free[A]
φ // G

A

ccGGGGGGGGG i

??��������

commutes, where the unlabelled arrow denotes the canonicalinclusion ofA in
Free[A]. Show thatφ is an isomorphism.

EXERCISE 1.13. LetG be a free abelian group with basis(gi)i∈I . Given sub-
setsI1, I2 ⊂ I show that the intersection of the subgroups spanned by{gi : i ∈ I1}
and{gi : i ∈ I2} is the subgroup spanned by{gi : i ∈ I1 ∩ I2}. Generalize this
result for an arbitrary (non empty) family of subsets ofI.

EXERCISE 1.14. LetG be an abelian group and letH,K ⊂ G be subgroups
with G = H +K. Show that the inclusion ofK in G induces an isomorphism

K

H ∩K
∼=−−→ G

H
.

EXERCISE 1.15. Letf : G → H be an epimorphism (i.e., a surjective homo-
morphism) between abelian groups. Show that ifS1 ⊂ S2 ⊂ H are subgroups of
H thenf induces an isomorphism between the quotientsf−1(S2)/f

−1(S1) and
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S2/S1. Show that this isomorphism isnatural in the following sense: given epi-
morphismsf : G → H, f ′ : G′ → H ′ and homomorphismsφ : G → G′,
ψ : H → H ′ such that the diagram

G
f //

φ
��

H

ψ
��

G′
f ′

// H ′

commutes then the diagram

f−1(S2)/f
−1(S1)

∼= //

��

S2/S1

��
f ′−1(S′

2)/f
′−1(S′

1) ∼=
// S′

2/S
′
1

also commutes, where the horizontal arrows are induced byf andf ′, the vertical
arrows are induced byφ andψ, S1, S2 are subgroups ofH andS′

1 = ψ(S1),
S′

2 = ψ(S2).

EXERCISE 1.16. LetG, H be abelian groups andf : G → H a homomor-
phism. Show that:

(a) f has a left inverse that is a homomorphism if and only iff is injective
andIm(f) is a direct summand ofH;

(b) f has a right inverse that is a homomorphism if and only iff is surjective
andKer(f) is a direct summand ofH.

EXERCISE 1.17. Given abelian groupsG, H with H free, show that every
surjective homomorphismf : G→ H has a right inverse.

EXERCISE 1.18. Given homomorphismshi : Gi → G′
i andki : G′

i → G′′
i ,

i = 1, 2, show that(k1 ⊗ k2) ◦ (h1 ⊗ h2) = (k1 ◦ h1) ⊗ (k2 ◦ h2).

EXERCISE1.19. Denote bye1 = (1, 0), e2 = (0, 1) the canonical basis of the
free abelian groupG = Z⊗Z. Show thate1 ⊗ e2 + e2 ⊗ e1 ∈ G⊗G is not of the
form g1 ⊗ g2 with g1, g2 ∈ G.

EXERCISE 1.20. Show that if(gi)i∈I is a basis for an abelian groupG and if
(hj)j∈J is a basis for an abelian groupH then(gi ⊗ hj)(i,j)∈I×J is a basis for the
tensor productG⊗H.

EXERCISE 1.21. LetR be a commutative ring with unity and letM , N be
R-modules. A mapB : M × N → P taking values in anR-moduleP is called
bilinear (overR) if for everym ∈ M , n ∈ N , the mapsB(m, ·) : N → P and
B(·, n) : M → P are linear overR. A tensor productof M andN (overR) is a
pair (T, b) whereT is anR-module,b : M × N → T is bilinear overR and the
following property holds: given an arbitraryR-moduleP and an arbitrary bilinear
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mapB : M ×N → P overR there exists a unique linear mapB : T → P overR
such that the diagram:

M ×N
B //

b
��

P

T
B

;;

commutes. Generalize Lemmas 1.1.11 and 1.1.12 to the context of R-modules by
proving the uniqueness (up to isomorphisms) and the existence of tensor products
overR. The (essentially unique) tensor product betweenM andN over R is
denoted byM ⊗R N .

EXERCISE1.22. LetR be a (non necessarily commutative) ring with unity. A
rightR-moduleis an abelian groupM together with a mapR×M →M satisfying
the properties (1)–(4) given in the statement of Exercise 1.1, except for the fact that
property (3) is replaced by:

(r2r1)m = r1(r2m),

for all r1, r2 ∈ R,m ∈M ; actually, one usually writesmr rather thanrm, so that
the property above becomes a natural “associativity law”m(r2r1) = (mr2)r1.
If M is anR-module (according to the definition given in the statement of Exer-
cise 1.1) then one sometimes callM a leftR-module, if it is necessary to make the
distinction from rightR-modules clearer.

If M is a rightR-module andN is a leftR-module then a mapB : M ×N →
G taking values in an abelian groupG is calledbalancedif B is bilinear as a map
of abelian groups and if:

B(mr, n) = B(m, rn),

for all m ∈ M , n ∈ N , r ∈ R. A tensor productof M andN (overR) is a pair
(T, b) whereT is an abelian group,b : M ×N → T is balanced and the following
property holds: given an arbitrary abelian groupH and an arbitrary balanced map
B : M × N → H there exists a unique group homomorphismB : T → H such
that the diagram:

M ×N
B //

b
��

H

T
B

;;

commutes. Generalize the result of Exercise 1.21 by provingthe uniqueness (up to
isomorphisms) and the existence of tensor products in this context.

Singular homology.

EXERCISE 1.23. Identify explicitly the singular chain groupsSp(X) and the
boundary homomorphisms∂p whenX is empty and whenX consists of just one
point. Obtain the singular homology groupsHp(X). What happens more generally
whenX is an arbitrary discrete space?
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EXERCISE 1.24. Show that (1.2.4) defines a continuous map in∆p+1 (hint:
[0, 1] × ∆p ∋ (t, u) 7→ (1 − t)u+ tep+1 ∈ ∆p+1 is a quotient map).

EXERCISE 1.25. Given a family(Ci, ∂i)i∈I of chain complexes then theirex-
ternal direct sumis the chain complex(C, ∂) defined by:

Cp =
⊕

i∈I
Cip, ∂p =

⊕

i∈I
∂ip,

for all p ∈ Z. Show that for everyp ∈ Z we obtain an isomorphism:
⊕

i∈I
Hp(C

i) −→ Hp(C)

whose restriction toHp(C
i) is induced by the inclusion ofCi in C.

EXERCISE1.26. LetX be a topological space and assume that we have a dis-
joint unionX =

⋃
λ∈ΛXλ where eachXλ is a union of arc-connected components

of X (this happens for instance when allXλ’s are open). For everyλ ∈ Λ, denote
by iλ : Xλ → X the inclusion; for some fixedp ∈ Z, consider the homomorphism

φ :
⊕

λ∈Λ

Hp(Xλ) −→ Hp(X)

whose restriction toHp(Xλ) equals(iλ)∗. Show thatφ is an isomorphism (hint:
use Exercise 1.25).

EXERCISE 1.27. Given a topological spaceX, show thatH0(X) is free and
that a basis forH0(X) is obtained by choosing a point of each arc-connected com-
ponent ofX and taking their homology classes (hint: use Exercise 1.26).

EXERCISE1.28. LetX be a non empty topological space.

• show that the augmentation mapǫ : S0(X) → Z is surjective;
• show that there exists a homomorphismǭ : H0(X) → Z such that:

ǭ
(
c+B0(X)

)
= ǫ(c),

for all c ∈ S0(X);
• show that we have a short exact sequence

0 −→ H̃0(X)
inclusion−−−−−−→ H0(X)

ǭ−−→ Z −→ 0

and that such sequence splits;
• conclude from the item above thatH0(X) ∼= H̃0(X) ⊕Z;
• denote by(Xi)i∈I the family of all arc-connected components ofX and

choosexi ∈ Xi for eachi ∈ I. Show that for any fixedi0 ∈ I, the set{
xi − xi0 : i ∈ I, i 6= i0

}
is mapped by the quotient map:

Z0

(
S̃(X)

)
= Ker(ǫ) −→ H̃0(X)

onto a basis of̃H0(X) (hint: use Exercise 1.27);
• conclude from the item above that̃H0(X) is free and that its rank equals

the number of arc-connected components ofX minus1. Conclude also
thatX is arc-connected if and only if̃H0(X) = 0.
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EXERCISE1.29. A chain complexC is callednonnegativeif Cp = 0 for p < 0.
Given a nonnegative chain complexC then anaugmentationfor C is a homomor-
phismǫ : C0 → Z such thatǫ ◦ ∂1 = 0. The complex(C, ǫ) obtained fromC by
replacing∂0 with ǫ andC−1 = {0} with Z is called theaugmented chain complex
corresponding toC and ǫ. Assuming that the augmentation mapǫ is surjective,
generalize the result of Exercise 1.28 by obtaining a splitting short exact sequence:

0 −→ H0(C, ǫ)
inclusion−−−−−−→ H0(C)

ǭ−−→ Z −→ 0

whereǭ is induced byǫ.

EXERCISE 1.30. Given non negative chain complexesC, C′ with augmenta-
tions ǫ and ǫ′ respectively (see Exercise 1.29) then a chain mapf : C → C′ is
calledaugmentation preservingif ǫ′ ◦f0 = ǫ. Show that a chain mapf : C → C′ is
augmentation preserving iff we obtain a chain mapf̃ : (C, ǫ) → (C′, ǫ′) by setting
f̃−1 = Id : Z → Z andf̃p = fp for p 6= −1. Assuming that both augmentationsǫ
andǫ′ are surjective, show that the map:

f∗ : H0(C) −→ H0(C
′)

induced byf is an isomorphism iff the map:

f̃∗ : H0(C, ǫ) −→ H0(C
′, ǫ′)

induced byf̃ is an isomorphism.

EXERCISE 1.31. Letf : X → Y be a continuous map between topological
spaces. Show that the homomorphisms(f#)p : Sp(X) → Sp(Y ) define a chain
mapf# from Sp(X) to Sp(Y ). Show thatf# is augmentation preserving (see
Exercise 1.30) when one considers the standard augmentations for the singular
chain complexes (see (1.2.2)).

EXERCISE 1.32. Show thathomology classes are compactly supported, i.e.,
given a topological spaceX and a homology classα ∈ Hp(X) then there exists a
compact subspaceK ⊂ X such thatα belongs to the image of the homomorphism
Hp(K) → Hp(X) induced by inclusion.

EXERCISE 1.33. Show thathomology relations are compactly supported, i.e.,
given a topological spaceX, a subspaceY ⊂ X and a homology classα ∈ Hp(Y )
such that the homomorphism induced by inclusionHp(Y ) → Hp(X) mapsα to
zero, then there exists a compact subspaceK ⊂ X such that the homomorphism
induced by inclusionHp(Y ) → Hp(Y ∪K) also mapsα to zero.

EXERCISE1.34. Afiltration for a topological spaceX is a sequence(Xn)n≥0

of subspaces ofX with Xn ⊂ Xn+1 for all n; a topological space together with a
given filtration is called afiltered space. Given filtered spacesX, Y with filtrations
(Xn)n≥0, (Yn)n≥0 for X andY respectively then a continuous mapf : X → Y
is calledfiltration preservingif f(Xn) ⊂ Yn for all n. Suppose that we are given
filtered spacesX, Y and a filtration preserving mapf : X → Y . Assume that
every compact subset ofX is contained in someXn and that every compact subset
of Y is contained in someYn. Show that if (for some fixedp) f |Xn : Xn → Yn



110 1. SINGULAR HOMOLOGY AND CW-COMPLEXES

induces homology isomorphismsHp(Xn) → Hp(Yn) for all n thenf induces a
homology isomorphismf∗ : Hp(X) → Hp(Y ).

EXERCISE 1.35. Letf : C → D be a chain map. Show that iffp : Cp → Dp

is an isomorphism for everyp ∈ Z then (f−1)p = (fp)
−1 defines a chain map

f−1 : D → C. A chain map which is an isomorphism in every dimension is called
achain isomorphism.

EXERCISE 1.36. LetC be a chain complex. A chain complexC′ is called a
subcomplexof C if for each p ∈ Z, C′

p is a subgroup ofCp and the boundary
homomorphism ofC′ is the restriction of the boundary homomorphism ofC.

(a) Show that ifC′ is a subcomplex ofC then we obtain another chain com-
plex whosep-th dimensional group is the quotientCp/C

′
p and the bound-

ary homomorphism is induced by the boundary homomorphism ofC.
(b) Show that iff : C → D is a chain map then we obtain a subcomplex

of C whosep-th dimensional group isKer(fp) and a subcomplex ofD
whosep-th dimensional group isIm(fp). These complexes are called
respectively thekerneland theimageof the chain mapf .

(c) Given a chain mapf : C → D, show thatf induces a chain isomorphism
betweenC/Ker(f) andIm(f) (see Exercise 1.35).

EXERCISE 1.37. LetC be a chain complex and letD,D′ be subcomplexes of
C. For everyp ∈ Z set (D ∩ D′)p = Dp ∩ D′

p and (D + D′)p = Dp + D′
p.

Show thatD ∩ D′ andD + D′ are subcomplexes ofC. More generally, for an
arbitrary18 family (Di)i∈I of subcomplexes ofC we set

(⋂
i∈I Di

)
p

=
⋂
i∈I Di

p

and
(∑

i∈I Di
)
p

=
∑

i∈I Di
p for everyp ∈ Z. Show that

⋂
i∈I Di and

∑
i∈I Di

are subcomplexes ofC.

EXERCISE 1.38. Letf : C → D be a chain map and letC′, D′ be subcom-
plexes ofC andD respectively withf(C′) ⊂ D′. Consider the chain maps

f |C′ : C′ −→ D′, f : C −→ D, f̄ : C/C′ −→ D/D′

induced byf . Show that if any two of the chain maps above induce isomorphisms
in homology (in all dimensions) then also the third one does.

EXERCISE 1.39. LetC be a free chain complex. Show that the cycle group
Zp(C) is a direct summand inCp for everyp ∈ Z (hint: observe that the image of
∂p is free and use the result of Exercises 1.17 and 1.16).

EXERCISE 1.40. LetX be a topological space andA a non empty collection
of subspaces ofX. Show that

⋂

A∈A

S(A) = S
(⋂

A∈A
A
)
.

18For the finicky reader we observe that if the index setI is empty then the intersection
⋂

i∈I Di

is not defined whereas the sum
∑

i∈I Di is defined and equals the zero subcomplex ofC.
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EXERCISE 1.41. Letf, g : C → D, h : D → D′, l : C′ → C be chain maps
and assume thatf andg are chain homotopic. Show thatf ◦ l is chain homotopic
to g ◦ l and thath ◦ f is chain homotopic toh ◦ g.

EXERCISE1.42. LetC ⊂ Rn be a convex subset.

(1) Show thatC is convex.
(2) If x ∈ int(C), y ∈ C, show that the line segment[x, y[ is contained in

the interior ofC.
(3) Show thatint(C) is convex.
(4) If x ∈ int(C), y ∈ C, show that[x, y[ ⊂ int(C) (hint: show first that

[x, y[ ⊂ C).
(5) Let x0 ∈ int(C) andv ∈ Rn \ {0} be fixed; consider the rayr(t) =

x0 + tv, t > 0. Show thatr−1(C) is an interval whose left endpoint is
zero; denote the right endpoint ofr−1(C) by b ∈ ]0,+∞]. Show that
if b = +∞ thenr(t) ∈ int(C) for all t > 0. Moreover, show that if
b < +∞, thenr(t) ∈ int(C) for t ∈ ]0, b[, r(b) ∈ ∂C andr(t) 6∈ C for
t > b.

(6) If C is bounded andx0 ∈ int(C), show that the map

∂C ∋ x 7−→ x− x0

‖x− x0‖
∈ Sn−1

is a homeomorphism. Show that such homeomorphism extends toa
homeomorphism fromC to the closed unit ballB

n
.

(7) If int(C) = ∅ but C 6= ∅, show that there exists an affine subspace
A ⊂ Rn with C ⊂ A and such that the interior ofC relatively toA is non
empty.

(8) Show thatint
(
C
)

= int(C), ∂C = ∂C. Moreover, assumingint(C) 6=
∅, show thatint(C) = C and∂

(
int(C)

)
= ∂C.

EXERCISE 1.43. LetV be a vector space over a fieldK. A family (vi)i∈I of
vectors inV is calledgeometrically independentif for every essentially zero family
(ci)i∈I of scalars inK, the equalities:

∑

i∈I
ci = 0 and

∑

i∈I
civi = 0,

imply ci = 0 for all i ∈ I.

• Show that a non empty family(vi)i∈I in V is geometrically independent
if and only if there existsi0 ∈ I such that the family(vi − vi0)i∈I\{i0} is
linearly independent.

• Show that a family(vi)i∈I in V is geometrically independent if and only
if for every i0 ∈ I the family(vi − vi0)i∈I\{i0} is linearly independent.

• Show that every family having less than two elements is geometrically
independent. Show that a pair of points is geometrically independent if
and only if the two points are distinct.

• An affine subspaceP ⊂ V is a translationS + v (v ∈ V ) of a vector
subspaceS ⊂ V ; the dimensiondim(P ) of P is by definition equal to
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the dimension ofS. Show that a finite family(v0, . . . , vp) in V having
p + 1 elements is geometrically independent if and only if there is no
affine subspaceP ⊂ V containing{v0, . . . , vp} with dim(P ) < p.

EXERCISE 1.44. IfV is a real vector space then a subsetσ ⊂ V is called an
affine simplexif it is the convex hull of a non empty finite geometrically indepen-
dent family(v0, . . . , vp). We say also thatσ is ap-dimensional simplexor, more
simply, ap-simplex; the vectorsvi, i = 0, . . . , p, are called theverticesof σ. Show
that the dimension and the set of vertices of a simplex are well-defined, i.e., that
if (v0, . . . , vp) and(w0, . . . , wq) are geometrically independent families with the
same convex hullσ thenp = q and{v0, . . . , vp} = {w0, . . . , wq} (hint: show that
x ∈ σ is a vertex if and only if there is no open line segment that containsx and is
contained inσ).

EXERCISE1.45. LetV be a real vector space. Ifσ is ap-simplex inV having
vertices{v0, . . . , vp} then afaces of σ is an affine simplex whose set of vertices
is contained in{v0, . . . , vp} (i.e., s is the convex hull of a non empty subset of
{v0, . . . , vp}). If s is a face ofσ but s 6= σ then we calls a proper faceof σ. The
boundaryof σ, denotedBd(σ), is defined as the union of all the proper faces ofσ;
the interior of σ, denotedinter(σ), is defined byinter(σ) = σ \ Bd(σ) (observe
that if σ is a zero-dimensional simplex, i.e., a single point, theninter(σ) = σ and
Bd(σ) = ∅). Show that every affine simplexσ equals the disjoint union of the
interiors of its faces.

EXERCISE 1.46. Asimplicial complexonV is a setK of affine simplexes on
V for which the following two properties hold:

(a) if σ ∈ K then all the faces ofσ are inK;
(b) if σ, τ ∈ K then eitherσ ∩ τ = ∅ or σ ∩ τ is a face of bothσ andτ .

Show that a setK of affine simplexes onV is a simplicial complex if and only if
(a) holds and for every pair of distinct simplexesσ, τ ∈ K the interiorsinter(σ)
andinter(τ) are disjoint. Show also that ifK is a set of affine simplexes onV for
which (b) holds then the set:

K ′ =
{
s : s is a face of someσ ∈ K

}

is a simplicial complex (we call it thesimplicial complex spanned byK).

Relative homology.

EXERCISE 1.47. Generalize the result of Exercise 1.32 to the case of relative
homology as follows. Given a pair of topological spaces(X,A) and a homology
classα ∈ Hp(X,A) show that there exists a pair(K1,K2) of compacttopological
spaces withK1 ⊂ X, K2 ⊂ A and such thatα belongs to the image of the
homomorphismHp(K1,K2) → Hp(X,A) induced by inclusion.

EXERCISE 1.48. Generalize the result of Exercise 1.33 to the case of rel-
ative homology as follows. Let(X,A), (Y,B) be pairs of topological spaces
with Y ⊂ X andB ⊂ A. Let α ∈ Hp(Y,B) be a homology class and as-
sume thatα is mapped to zero by the homomorphismHp(Y,B) → Hp(X,A)
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induced by inclusion. Show that there exist compact subsetsK1 ⊂ X, K2 ⊂ A
with K2 ⊂ K1 and such thatα is also mapped to zero by the homomorphism
Hp(Y,B) → Hp(Y ∪K1, B ∪K2) induced by inclusion.

EXERCISE 1.49. Generalize the result of Exercise 1.26 to the case of relative
homology, as follows. Suppose that we have a disjoint unionX =

⋃
λ∈ΛXλ,

where eachXλ is a union of arc-connected components ofX (this happens for
instance when allXλ’s are open). For eachλ ∈ Λ, letAλ be an arbitrary subset of
Xλ and setA =

⋃
λ∈ΛAλ. Show that (for fixedp ∈ Z) the homomorphism

(1.17.7)
⊕

λ∈Λ

Hp(Xλ, Aλ) −→ Hp(X,A)

induced by inclusion is an isomorphism.

EXERCISE 1.50. LetX, (Xλ)λ∈Λ and(Aλ)λ∈Λ be as in Exercise 1.49. For
fixedλ0 ∈ Λ, show that the inclusion

i : (Xλ0 , Aλ0) −→
(
X,Aλ0 ∪

⋃

λ6=λ0

Xλ

)

induces an isomorphism in homology. Moreover, for fixedp ∈ Z, prove that the
composite map:

Hp(X,A)
induced by inclusion−−−−−−−−−−−−→ Hp

(
X,Aλ0 ∪

⋃

λ6=λ0

Xλ

)
(i∗)−1

−−−−−→ Hp(Xλ0 , Aλ0)

equals projection onto the direct summandHp(Xλ0 , Aλ0), when one identifies
Hp(X,A) with

⊕
λ∈ΛHp(Xλ, Aλ) via (1.17.7).

hint: consider the commutative diagram:

Hp(Xλ0 , Aλ0) ⊕
⊕
λ6=λ0

Hp(Xλ,Xλ)
∼=

by Exercise 1.49 // Hp

(
X,Aλ0 ∪

⋃
λ6=λ0

Xλ

)

Hp(Xλ0 , Aλ0)

∼=

iiRRRRRRRRRRRRRR i∗

77nnnnnnnnnnnn

in which all arrows are induced by inclusion.

EXERCISE 1.51 (the serpent lemma). Consider the commutative diagramof
abelian groups and homomorphisms given below:

(1.17.8) 0 // A
σ //

f1
��

B
τ //

f2
��

C

f3
��

// 0

0 // A′
σ′

// B′
τ ′

// C ′ // 0
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Assume that the rows of (1.17.8) are exact. Show that there exists a exact sequence
(called theserpent sequence):

0 −→ Ker(f1)
σ|Ker(f1)−−−−−−−→ Ker(f2)

τ |Ker(f2)−−−−−−−→ Ker(f3) −→
−→ Coker(f1)

σ̄−−→ Coker(f2)
τ̄−−→ Coker(f3) −→ 0

whereσ̄ andτ̄ are induced byσ andτ respectively19. State and prove the naturality
of such sequence (hint: think of the columns of (1.17.8) as being chain complexes
having at most two non zero groups. Then (1.17.8) may be thought as a short
exact sequence of chain complexes and chain maps. Apply the zig-zag lemma
(Lemma 1.3.4) to such sequence). The homomorphismKer(f3) → Coker(f1)
appearing in the serpent sequence is called theconnecting homomorphism.

EXERCISE 1.52. We call(X,A,B) a triple of topological spaces ifX is a
topological space andB ⊂ A ⊂ X; we callf : (X,A,B) → (X ′, A′, B′) a map
of triples if f : X → X ′ is a continuous map andf(A) ⊂ A′, f(B) ⊂ B′. The
goal of this exercise is to produce a long exact sequence in homology associated to
every triple(X,A,B) of topological spaces.

• Consider (for fixedp ∈ Z) the commutative diagram:

0 // Sp(B)

��

Id // Sp(B)

��

// 0

��

// 0

0 // Sp(A) // Sp(X) // Sp(X,A) // 0

where the unlabelled arrows are induced by inclusion. Applythe serpent
Lemma (Exercise 1.51) to it and conclude that there exists a short exact
sequence of chain complexes:

0 −→ S(A,B) −→ S(X,B) −→ S(X,A) −→ 0

with arrows induced by inclusion.
• Apply the zig-zag lemma (Lemma 1.3.4) to the sequence obtained above

to produce a long exact sequence:

· · · ∂∗−−−→ Hp(A,B) −→ Hp(X,B) −→ Hp(X,A)
∂∗−−−→ Hp−1(A,B) −→ · · ·

where unlabelled arrows are induced by inclusion. The sequence above is
known as thelong exact homology sequenceof the triple(X,A,B); the
homomorphism∂∗ is called theconnecting homomorphism. State and
prove the naturality of the long exact homology sequence of atriple with
respect to maps of triplesf : (X,A,B) → (X ′, A′, B′).

• Show that the long exact homology sequence of a triple(X,A, ∅) is equal
to the long exact homology sequence of the pair(X,A).

19The co-kernelof a homomorphismf : G → H , denotedCoker(f), is defined to be the
quotientH/Im(f).
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• Considering the inclusion(X,A, ∅) → (X,A,B) and the naturality of
the long exact homology sequence of a triple, show that the connecting
homomorphism:

Hp(X,A)
∂∗−−−→ Hp−1(A,B)

appearing in the long exact homology sequence of the triple(X,A,B)
equals the composition:

Hp(X,A)
∂∗−−−→ Hp−1(A) −→ Hp−1(A,B)

of the connecting homomorphism∂∗ appearing in the long exact homol-
ogy sequence of the pair(X,A) with the homomorphism induced by the
inclusion ofA in (A,B).

Rudiments of homotopy theory.

EXERCISE1.53. LetX, Y be topological spaces such thatY is homeomorphic
to a convex subset of some normed vector space. Show that any two continuous
mapsf, g : X → Y are homotopic relatively to the set

{
x ∈ X : f(x) = g(x)

}
).

EXERCISE 1.54. LetX be a topological space,Y a normed real vector space
andf, g : X → Y \ {0} continuous maps such that:

∥∥f(x) − g(x)
∥∥ <

∥∥f(x)
∥∥,

for all x ∈ X. Show that:

H(s, x) = (1 − s)f(x) + sg(x), s ∈ [0, 1], x ∈ X,

defines a homotopy fromf : X → Y \ {0} to g : X → Y \ {0}.

EXERCISE 1.55. IfT, S : Rn → Rn are linear isomorphisms whose determi-
nants have the same sign, show that the mapsT :

(
Rn,Rn\{0}

)
→
(
Rn,Rn\{0}

)

andS :
(
Rn,Rn \ {0}

)
→
(
Rn,Rn \ {0}

)
are homotopic (hint: T andS can be

connected by a continuous curve in the general linear group of Rn).

EXERCISE 1.56. LetX be a convex subset of a normed vector space. Show
that a subsetS ⊂ X is a retract ofX if and only ifS is a strong deformation retract
of X.

EXERCISE 1.57. Letσ : [0, 1] → [0, 1] be a continuous map. Given topologi-
cal spacesX, Y and a homotopyH : X × [0, 1] → Y we define thereparameteri-
zationof H by σ by:

Hσ(x, t) = H
(
x, σ(t)

)
,

for all x ∈ X, t ∈ [0, 1].

• Show that ifσ(0) = 0 andσ(1) = 1 then the mapHσ is homotopic20 to
H relatively toX × {0, 1} (hint: look atH

(
x, (1 − s)t+ sσ(t)

)
).

• Show that ifσ(0) = σ(1) = t0 ∈ [0, 1] thenHσ is homotopic relatively
toX × {0, 1} to the constant homotopy given by(x, t) 7→ H(x, t0).

20Yes, we mean a homotopy of homotopies!
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• If H,H ′,H ′′ : X×[0, 1] → Y are homotopies withH1 = H ′
0,H ′

1 = H ′′
0 ,

conclude from the items above that(H ·H ′) ·H ′′ is homotopic relatively
toX × {0, 1} toH · (H ′ ·H ′′).

• Conclude from the items above thatH ·H−1 andH−1 · H are both ho-
motopic relatively toX × {0, 1} to constant homotopies.

• If H0,H1 : X × [0, 1] → Y are the constant homotopies defined by
H0(x, t) = H(x, 0), H1(x, t) = H(x, 1) thenH0 · H andH · H1 are
both homotopic relatively toX × {0, 1} to the homotopyH.

• If H,K,H ′ : X × [0, 1] → Y are homotopies such thatH1 = H ′
0 and

such thatH andK are homotopic relatively toX×{0, 1} then (K1 = H ′
0

and)H ·H ′ is homotopic toK ·H ′ relatively toX ×{0, 1}. Similarly, if
H1 = K0 andK is homotopic toK ′ relatively toX × {0, 1} thenH ·K
andH ·K ′ are homotopic relatively toX × {0, 1}.

EXERCISE 1.58. A non empty topological spaceX is calledcontractible if
the identity ofX is homotopic to some constant mapc : X → X. Show that the
following are equivalent:

• X is contractible;
• X has the same homotopy type of a one point space.

Show that a contractible space is arc-connected; conclude that in a contractible
spaceX the identity is homotopic toeveryconstant mapc : X → X.

A computation of the singular homology of spheres and the torus.

EXERCISE 1.59. LetR : Rn+1 → Rn+1 denote the reflection map (1.8.5).
Show that the homomorphisms:

R∗ : Hn+1

(
B
n+1

, Sn
)
−→ Hn+1

(
B
n+1

, Sn
)
,

R∗ : Hn+1

(
Rn+1,Rn+1 \ {0}

)
−→ Hn+1

(
Rn+1,Rn+1 \ {0}

)
,

are both equal to minus the identity (hint: use Example 1.8.2).

EXERCISE 1.60. The goal of this exercise is to compute the homology of the
Klein bottle by an argument similar to the one used in Example1.8.3. Denote
by K the Klein bottle that is obtained as the quotient of the square[0, 1]2 by the
equivalence relation∼ spanned by(x, 0) ∼ (x, 1) and (0, y) ∼ (1, 1 − y) for
all x, y ∈ [0, 1]; we denote byq : [0, 1]2 → K the quotient map. Consider the
following objects:

• A = q
(( [

0, 1
2

[
∪
]

1
2 , 1
] )

× [0, 1]
)

, C = q
(
[14 ,

3
4 ] × [0, 1]

)
;

• Di = q
(
{xi} × [0, 1]

)
, i = 0, 1, 2, 3, wherex0 = 1

2 , x1 = 0, x2 = 1
4 and

x3 = 3
4 ;

• D = D2 ∪D3;
• the reflectionr : [0, 1]2 → [0, 1]2 defined byr(x, y) = (1 − x, y).

Prove the following:

(b) Di is homeomorphic to a circle for alli.
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(a) The circlesD2 andD3 are strong deformation retracts of bothA andC;
D0 is a strong deformation retract ofC,D1 is a strong deformation retract
of A andD is a strong deformation retract ofC \D0.

(b) r defines by passage to the quotient a homeomorphismR : K → K; R
leavesC,A,D1 andD invariant and it fixesD0.

(c) R∗ : H1(D1) → H1(D1) equals minus the identity;
(d) Repeat the steps used in Example 1.8.3 after observing that one can use

the commutative diagram (1.8.8) withT replaced byK; using item (c)
conclude that the homomorphismH2(K,A) ∼= Z → Z ∼= H1(A) is
multiplication by2 (instead of zero).

(e) Prove thatH0(K) ∼= Z,H1(K) ∼= Z⊕Z2 andHp(K) = 0 for p ≥ 2.

Local homology.

EXERCISE 1.61 (invariance of dimension). Show that if a non empty open
subset ofRm is homeomorphic to an open subset ofRn thenm = n.

EXERCISE 1.62 (invariance of the boundary). Show that ifh : U → V is a
homeomorphism between open subsets of the closed half-space H

n then:

h(U ∩ Bd(Hn)) = V ∩ Bd(Hn).

EXERCISE 1.63. Ann-dimensional topological manifold with boundaryis a
non empty Hausdorff second countable topological spaceM such that each point
in M has an open neighborhood inM that is homeomorphic to an open subset
of the closed half-spaceHn. The interior of M , denotedinter(M), is the set of
points ofM that admit an open neighborhood that is homeomorphic to an open
subset ofRn; the other points ofM constitute theboundaryof M , which we
denote21 by Bd(M). If the boundary ofM is empty we say thatM is atopological
manifold without boundary(or simply atopological manifold). Whenn = 0, an
n-dimensional topological manifold with boundary is simplya discrete topological
spaceM and actuallythere can be no boundary.

LetM be ann-dimensional topological manifold with boundary.

• If U ⊂ M is a non empty open subset show thatU is also ann-dimen-
sional topological manifold with boundary and that:

inter(U) = inter(M) ∩ U, Bd(U) = Bd(M) ∩ U.

21One should be careful to distinguish between the notions of interior and boundary just defined
for manifolds and the usual notions of interior and boundaryof a subset of a topological space. If
M is a subset of a larger topological spaceX then it is indeed quite possible that the interior ofM
(respectively, the boundary ofM ) as a manifold do not coincide with the interior ofM (respectively,
the boundary ofM ) as a subset of the topological spaceX; for instance, ifX = M then the interior
of M (respectively, the boundary ofM ) as a subset ofX would always be the entire manifoldM (re-
spectively, the empty set). Unfortunately, this messy terminology is quite useful in the literature. We
somewhat attempt to reduce the confusion by using the following notation: the “manifold” interior
and boundary ofM will be denoted respectively byinter(M) andBd(M), while the “topological”
interior and boundary ofM will be denoted respectively byint(M) and∂M .
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• If N is a topological space andh : M → N is a homeomorphism show
thatN is also ann-dimensional topological manifold with boundary and
thath takes boundary to boundary and interior to interior, i.e.:

h
(
inter(M)

)
= inter(N), h

(
Bd(M)

)
= Bd(N).

• Show that the local homology groups ofM at an interior pointx ∈
inter(M) are given by:

Hp

(
M,M \ {x}

) ∼=
{

0, p 6= n,

Z, p = n;

if x ∈ Bd(M) is a boundary point, show thatHp

(
M,M \ {x}

)
= 0 for

all p ∈ Z.
• Show that thedimensiondim(M) of M is well-defined, i.e., that ifM is

also anm-dimensional topological manifold with boundary thenm = n.
• Show thatHn is ann-dimensional topological manifold with boundary

whose boundary is:

Bd(Hn) =
{
x = (x1, . . . , xn) ∈ H

n : xn = 0
}
,

i.e., the notationBd(Hn) used so far is indeed compatible with the nota-
tion for a boundary of a manifold just introduced.

• Conclude from the items above that ifϕ : U → Ũ is an arbitrary homeo-
morphism between an open subsetU ⊂ M and an open subset̃U ⊂ H

n

then:

ϕ
(
U ∩ inter(M)

)
=
{
x = (x1, . . . , xn) ∈ Ũ : xn > 0

}
,

ϕ
(
U ∩ Bd(M)

)
=
{
x = (x1, . . . , xn) ∈ Ũ : xn = 0

}
.

• Show that the interior ofM is an open dense subset ofM and that the
boundary ofM is either empty or an(n − 1)-dimensional topological
manifold (without boundary).

Orientation on manifolds.

EXERCISE1.64. LetX be a topological space. Apre-sheaf of abelian groups
on X is a rulePS that associates to each open setU ⊂ X an abelian group
PS(U) and to each pair of open setsU, V ⊂ X with V ⊂ U a homomorphism
ρUV : PS(U) → PS(V ) such that given open setsW ⊂ V ⊂ U ⊂ X we have a
commutative diagram:

PS(U)
ρUV

yyttttttttt
ρUW

%%K
KKKKKKKK

PS(V ) ρV W

// PS(W )

The homomorphismsρUV are usually called therestriction mapsof the pre-sheaf
PS. Show that the following are examples of pre-sheaves:
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• X an arbitrary topological space,

PS(U) = the set of continuous real-valued maps onU,

andρUV (f) = f |V for all f ∈ PS(U).
• X a differentiable manifold,

PS(U) = the set of smooth real-valued maps onU,

andρUV (f) = f |V for all f ∈ PS(U).
• X a differentiable manifold,

PS(U) = the set of smooth differentialr-forms onU,

andρUV (ω) = ω|V for all ω ∈ PS(U).
• X = Cn,

PS(U) = the set of holomorphic complex-valued maps onU,

andρUV (f) = f |V for all f ∈ PS(U).
• X an arbitrary topological space,G an arbitrary fixed abelian group,
PS(U) = G for all U andρUV equals the identity ofG for all U , V .

EXERCISE1.65. LetX be a topological space. Recall that abasis of open sets
for X is a collectionB of open subsets ofX such that every open subset ofX
can be written as a union of elements ofB. Given a setX and a collectionB of
subsets ofX show that the following conditions are equivalent:

• there exists a (automatically unique) topology forX havingB as a basis
of open sets;

• X =
⋃
B∈BB and for everyB1, B2 ∈ B and everyx ∈ B1 ∩ B2 there

existsC ∈ B with x ∈ C ⊂ B1 ∩B2.

EXERCISE 1.66. LetX be a topological space and letPS be a pre-sheaf of
abelian groups onX. The group of germsSx of the pre-sheafPS at the point
x ∈ X is defined as follows. Consider the quotient:

Sx =
⋃

U an open
neighborhood ofx

PS(U)
/

∼,

where the equivalence relation∼ is defined by declaring thatf ∈ PS(U) is equiva-
lent tog ∈ PS(V ) if and only if ρUW (f) = ρVW (g) for some open neighborhood
W of x contained inU ∩ V . We define an abelian group structure inSx by taking
the sum of the class off ∈ PS(U) with the class ofg ∈ PS(V ) to be the class of
ρUW (f) + ρVW (g) ∈ PS(W ), for some open neighborhoodW of x contained in
U ∩ V . If f ∈ PS(U) andx ∈ U then we denote by[f ]x the class off in Sx; we
call [f ]x thegermof f atx.

• Check that all the construction above actually makes sense.
• LetS be the disjoint union of the abelian groupsSx, x ∈ X. Consider the

collectionB consisting of the sets
{
[f ]x : x ∈ U

}
, whereU runs over all

the open subsets ofX andf runs throughPS(U). Show that there exists
a (unique) topology forS havingB as a basis of open sets.
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The topological spaceS is called thesheaf of germscorresponding to the pre-sheaf
PS.

EXERCISE1.67. LetM be a topological manifold. Show that the map:

O(M) ∋ α 7−→ −α ∈ O(M),

is a homeomorphism. Conclude that ifτ : M → O(M) is an orientation forM
then also(−τ)(x) = −τ(x), x ∈M , defines an orientation forM .

EXERCISE1.68. LetM ,N be differentiable manifolds of the same dimension
and letf : M → N be a diffeomorphism. Letτ : M → O(M), τ ′ : N →
O(N) be homological orientations forM andN respectively and let̄τ , τ̄ ′ be the
differentiable orientations that correspond respectively to τ andτ ′. Show thatf
is a positively oriented (respectively, negatively oriented) homeomorphism in the
sense of Definition 1.10.13 if and only iff is positively oriented (respectively,
negatively oriented) in the differentiable sense, i.e., if and only if the isomorphism
dfx : TxM → Tf(x)N takesτ̄x to τ̄ ′f(x) (respectively, takes̄τx to−τ̄ ′f(x)) for every
x ∈M (hint: use local charts and Corollary 1.10.19).

EXERCISE 1.69 (perturbation of identity). Recall that acontractionis a map
between metric spaces that is Lipschitz continuous with a Lipschitz constant less
than1. Show that ifg : Rn → Rn is a contraction then the maph : Rn → Rn

defined byh(x) = x + g(x) is a (global) homeomorphism ofRn (hint: for fixed
y ∈ Rn, solving the equationh(x) = y is equivalent to find a fixed point for the
contractionx 7→ y − g(x)).

EXERCISE 1.70. Letϕ : Sn \ {n} → Rn denote the stereographic projection
from the north polen = en+1 onto the hyper-planeRn×{0} containing the equator
of Sn. By identifying the tangent spaceTsS

n at the south pole withRn via the
projection onto the firstn coordinates, show that the differentialdϕs : TsS

n → Rn

equals multiplication by12 . Conclude that, ifSn is endowed with the outward
pointing orientation, thenϕ is a positive chart if and only ifn is odd.

EXERCISE 1.71. Use the commutative diagram (in which all arrows are in-
duced by inclusion):

Hn

(
Rn,Rn \ Bn

)

))SSSSSSSSSSSSSS

Hn

(
B
n
, Sn−1

)

OO

// Hn

(
Rn,Rn \ {v}

)

and Remark 1.10.20 to prove the following fact: ifα ∈ Hn

(
B
n
, Sn−1

)
is mapped

to τ [n](0) by the homomorphism:

Hn

(
B
n
, Sn−1

)
−→ Hn

(
Rn,Rn \ {0}

)

induced by inclusion then for everyv ∈ Bn the homomorphism:

Hn

(
B
n
, Sn−1

)
−→ Hn

(
Rn,Rn \ {v}

)

induced by inclusion mapsα to τ [n](v).
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EXERCISE 1.72. LetM be ann-dimensional topological manifold with non
empty boundary andW an open subset ofM with Bd(W ) 6= ∅. Assume that
U ⊂ W is open and thatα ∈ Hn

(
M,M \ inter(U)

)
is the image ofβ ∈

Hn

(
W,W \ inter(U)

)
under the homomorphism induced by inclusion. Recall-

ing the usual identifications ofO
(
inter(W )

)
(respectively, ofO

(
Bd(W )

)
) with a

subset ofO
(
inter(M)

)
(respectively, with a subset ofO

(
Bd(M)

)
), prove that:

Oi(α;U,M) = Oi(β;U,W ), Ob(α;U,M) = Ob(β;U,W ).

Degree theory.

EXERCISE1.73. Letf : X → Y be a continuous map. Show that:

• if f is proper andf(X) ⊂ Y ′ ⊂ Y thenf : X → Y ′ is proper;
• if f(X) ⊂ Y ′, Y ′ is closed inY andf : X → Y ′ is proper thenf : X →
Y is proper;

• if X ′ ⊂ X is closed andf : X → Y is proper thenf |X′ : X ′ → Y is
proper;

• for anyA ⊂ Y , if f : X → Y is proper thenf |f−1(A) : f−1(A) → A is
proper;

• if f : X → Y andg : Y → Z are proper then so isg ◦ f : X → Z.

EXERCISE 1.74. If f : X → Y andf ′ : X ′ → Y ′ are proper then so is
f × f ′ : X ×X ′ → Y × Y ′.

EXERCISE 1.75. LetH : X × [0, 1] → X be ahomotopy with compact sup-
port, i.e., there exists a compact subsetK ⊂ X such thatH(t, x) = x for all
t ∈ [0, 1] and allx ∈ X \K. Show that ifX is Hausdorff thenH is a proper map.

EXERCISE 1.76. Assume thatX, Y are Hausdorff and thatY satisfies either
one of the following:

• Y is first countable, i.e., every point has a countable fundamental system
of neighborhoods;

• Y is locally compact.

Then every proper mapf : X → Y is closed.

EXERCISE 1.77. Letn ≥ 1 be fixed and denote by(Sn)n and(Sn)s respec-
tively the northern and the southern hemispheres ofSn, i.e.:

(Sn)n =
{
x ∈ Sn : xn+1 ≥ 0

}
. (Sn)s =

{
x ∈ Sn : xn+1 ≤ 0

}
.

Let f : Sn → Sn be a continuous map that preserves(Sn)n and (Sn)s, i.e.,
f
(
(Sn)n

)
⊂ (Sn)n and f

(
(Sn)s

)
⊂ (Sn)n; in particular,f must preserve the

equatorSn−1 =
{
x ∈ Sn : xn+1 = 0

}
of Sn. If all spheres are endowed

with their canonical orientation, show that the degree off equals the degree of its
restrictionf |Sn−1 : Sn−1 → Sn−1 to the equator.
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hint: use Example 1.11.6 and the commutative diagram:

Hn(S
n)

f∗

��

∼= // Hn

(
Sn, (Sn)s

)

f∗
��

Hn

(
(Sn)n, S

n−1
)

f∗
��

∼=

by excision

and retraction

oo ∼=

∂∗
// Hn−1(S

n−1)

f∗
��

Hn(S
n) ∼=

// Hn

(
Sn, (Sn)s

)
Hn

(
(Sn)n, S

n−1
)∼=

by excision

and retraction

oo
∼=

∂∗ // Hn−1(S
n−1)

Homology with general coefficients.

EXERCISE1.78. LetK be an arbitrary field andC a chain complex ofK-vector
spaces. Assume that everyCp is finite-dimensional and thatCp 6= 0 for at most a
finite number of indicesp ∈ Z. Given aK-linear chain mapf : C → C show that:

∑

p∈Z
(−1)p tr(fp) =

∑

p∈Z
(−1)p tr(f∗)p,

where(f∗)p : Hp(C) → Hp(C) is theK-linear map induced in homology byf and
tr(T ) denotes thetraceof an endomorphismT of a finite dimensional vector space
(hint: use the equalities:

tr(f∗)p = tr
(
fp|Zp(C)

)
− tr

(
fp|Bp(C)

)
,

tr
(
fp−1|Bp−1(C)

)
= tr(fp) − tr

(
fp|Zp(C)

)
.(1.17.9)

The equality (1.17.9) follows from the commutative diagram:

Cp/Zp(C) //

∼=

��

Cp/Zp(C)

∼=

��
Bp−1(C) // Bp−1(C)

where the horizontal arrows are induced byf and the vertical arrows are induced
by ∂).

EXERCISE1.79. Given a fieldK, consider the tensor product of abelian groups
Q⊗K endowed with the standardK-vector space structure. Show thatdimK(Q⊗
K) = 1 if K has characteristic zero and thatQ⊗ K = 0 otherwise.

EXERCISE 1.80. LetV be a (possibly infinite dimensional) vector space over
a fieldK and letV2 ⊂ V1 ⊂ V be any two subspaces ofV . Show that:

dim(V ) = dim(V/V1) + dim(V2) + dim(V1/V2).

Quotient topology and attachment spaces.

EXERCISE1.81. Given a topological spaceX, a setY and a mapq : X → Y ,
show that there exists a unique topologyτq in Y such thatq : X → (Y, τq) is a
quotient map; we callτq thequotient topologyin Y corresponding toq. Show that
if τ is a topology forY that makesq : X → (Y, τ) continuous thenτq is finer (or
stronger) thanτ , i.e.,τq ⊃ τ .
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EXERCISE 1.82. Show thatq : X → Y is a quotient map if and only if the
following condition hold:F ⊂ Y is closed if and only ifq−1(F ) ⊂ X is closed.

EXERCISE 1.83. Show thatq : X → Y is a quotient map iff the following
three conditions hold:

• q : X → q(X) is a quotient map;
• q(X) is both open and closed inY ;
• Y \ q(X) is discrete.

EXERCISE 1.84. If q : X → Y is bijective thenq is a quotient map iffq is a
homeomorphism.

EXERCISE 1.85. Show that the composition of quotient maps is a quotient
map.

EXERCISE 1.86. Show the converse of Proposition 1.14.2: ifq : X → Y
is a continuous map and if the continuity off implies the continuity off in the
commutative diagram (1.14.1) (for every topological spaceZ and every mapf :
X → Z) thenq is a quotient map.

EXERCISE 1.87. In the commutative diagram (1.14.1), show that ifq andf
are continuous andf is a quotient map thenf is a quotient map; conclude that, if
q is a quotient map, thenf is a quotient map ifff is a quotient map.

EXERCISE1.88. Given a mapq : X → Y and subsetsS1, S2 ⊂ X, show that
q(S1 ∩ S2) = q(S1) ∩ q(S2) if eitherS1 or S2 is saturated.

EXERCISE1.89. LetX be a T1 topological space. Show that the following are
equivalent:

• given two disjoint closed subsetsF,G ⊂ X, there exists a continuous
mapφ : X → R with φ|F ≡ 0 andφ|G ≡ 0;

• every continuous mapφ : F → R defined in a closed subsetF ⊂ X
admits a continuous (R-valued) extension;

• X is T4.

EXERCISE 1.90. Show that ifq : X → Y is a continuous, closed surjective
map and ifX is T4 then alsoY is T4 (hint: given disjoint closed subsetsF,G ⊂ Y ,
choose disjoint open neighborhoodsU andV of q−1(F ) andq−1(G) respectively
onX; look atY \ q(X \ U), Y \ q(X \ V )).

EXERCISE 1.91. Letq : X → Y be a surjective continuous map. Prove the
following.

(1) q is a quotient map iffq maps saturated open (resp., closed) subsets ofX
to open (resp., closed) subsets ofY .

(2) If q is a quotient map thenq is an open (resp., closed) map iff the satura-
tion of open (resp., closed) subsets ofX is open (resp., closed) inX.

(3) If q is either an open map or a closed map thenq is a quotient map.
(4) If X is compact andY is Hausdorff thenq is a closed map and therefore

a quotient map.
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EXERCISE 1.92. If a groupG acts on a topological spaceX by homeomor-
phisms then the quotient mapq : X → X/G is open.

EXERCISE1.93. Given a quotient mapq : X → Y and a subsetS ⊂ X, show
that q|S : S → q(S) is a quotient map iff the following property holds: given a
subsetA ⊂ S that is open (resp., closed) inS and saturated with respect toq|S
then there exists an open (resp., a closed) subsetA′ in X, saturated with respect to
q, such thatA = A′ ∩ S.

EXERCISE 1.94. Given a family(Xi)i∈I of topological spaces, denote byX
their external topological sum. Prove the following:

• for everyi ∈ I the mapx 7→ (i, x) is a homeomorphism fromXi onto
the subspace{i} ×Xi of X;

• X is the internal topological sum of the subspaces{i} ×Xi.

Moreover, if a topological spaceX is the internal topological sum of a family
(Xi)i∈I of subspaces ofX and ifX ′ denotes the external topological sum of the
family (Xi)i∈I then we have a homeomorphism fromX ′ toX that carries(i, x) to
x for everyi ∈ I, x ∈ Xi.

EXERCISE1.95. Assume thatX is the disjoint union of a family of subspaces
(Xi)i∈I . If for every topological spaceY and every mapf : X → Y we have

f is continuous ⇐⇒ f |Xi is continuous for everyi ∈ I

thenX is the topological sum of the spacesXi.

EXERCISE1.96. Show that a unionX =
⋃
i∈I Xi is coherent iff the following

property holds: given a subsetF ⊂ X, if F ∩ Xi is closed inXi for everyi ∈ I
thenF is closed inX.

EXERCISE1.97. Show that the unionX =
⋃
i∈I Xi is coherent in the follow-

ing situations:

(a) the interiors of the setsXi coverX;
(b) I is finite and eachXi is closed;
(c) (Xi)i∈I is a locally finite family of closed subsets (recall that(Xi)i∈I is

locally finite if every point ofX has a neighborhood that interceptsXi

for at most a finite number of indicesi).

EXERCISE1.98. IfX =
⋃
i∈I Xi, consider the canonical map

q :
∑

i∈I
Xi −→ X

such thatq|Xi is the inclusion ofXi in X for everyi ∈ I. Show thatX =
⋃
i∈I Xi

is a coherent union iffq is a quotient map.

EXERCISE 1.99. LetX be a set and letX =
⋃
i∈I Xi be a covering ofX.

Assume that, for everyi ∈ I, we are given a topologyτi for the setXi such that
the following conditions are satisfied:

• for everyi, j ∈ I, Xi ∩Xj inherits the same topology from(Xi, τi) and
from (Xj , τj);
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• for everyi, j ∈ I,Xi ∩Xj is closed in both(Xi, τi) and(Xj , τj).

Let τ be the topology forX that makes the canonical projection

q :
∑

i∈I
(Xi, τi) −→ X

a quotient map, i.e.,F ⊂ X is closed in(X, τ) iff F ∩Xi is closed in(Xi, τi) for
everyi ∈ I. Show that:

• τi is precisely the topology thatXi inherits from(X, τ) and everyXi is
closed in(X, τ).

• X =
⋃
i∈I Xi is a coherent union.

Repeat the exercise stated above with the word “closed” replaced by the word
“open” throughout.

EXERCISE 1.100. LetX =
⋃
i∈I Ai be a coherent union. For eachi ∈ I let

Bi be an open set inAi and assume that for everyi, j ∈ I we haveBi ∩Aj ⊂ Bj .
Show that the union of theBi’s is coherent (hint:prove that the topological sum∑

i∈I Bi is a saturated open set in
∑

i∈I Ai with respect to the canonical map
q :
∑

i∈I Ai → X; use Exercise 1.98).

EXERCISE1.101. Show that ifX =
⋃
i∈I Xi is a coherent union and ifZ is a

locally compact Hausdorff space then also the unionX × Z =
⋃
i∈I(Xi × Z) is

coherent.

EXERCISE 1.102. LetX =
⋃
i∈I Xi be a coherent union and let for each

i ∈ I, Hi : Xi × [0, 1] → Y be a continuous map. Assume that for everyi, j ∈ I
the mapsHi andHj agree on(Xi ∩Xj)× [0, 1]. Show that there exists a (unique)
continuous mapH : X × [0, 1] → Y such thatH|Xi×[0,1] = Hi for all i ∈ I.

EXERCISE 1.103. Show that a disjoint unionX =
⋃
i∈I Xi is coherent iffX

is the topological sum of the spacesXi.

EXERCISE 1.104. Show the converse of Proposition 1.14.9: ifX =
⋃
i∈I Xi

and if for every topological spaceY and every mapf : X → Y the condition

f is continuous ⇐⇒ f |Xi is continuous for everyi ∈ I

holds thenX =
⋃
i∈I Xi is a coherent union.

EXERCISE 1.105. IfX =
⋃
i∈I Xi, Y =

⋃
i∈I Yi are coherent unions and

q : X → Y is a map withq(Xi) ⊂ Yi and such thatq|Xi : Xi → Yi is a quotient
map for everyi ∈ I thenq is a quotient map.

EXERCISE1.106. Ifq : X → Y is a quotient surjective map andX =
⋃
i∈I Xi

is a coherent union thenY =
⋃
i∈I q(Xi) is a coherent union.

EXERCISE1.107. LetV be a real vector space and letK be a simplicial com-
plex inV . Consider each affine simplexσ ∈ K endowed with the topology it in-
herits from any finite dimensional subspace ofV containingσ (finite dimensional
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real vector spaces have a canonical topology, which is induced by any norm). Show
that the set:

|K| =
⋃

σ∈K
σ

admits a unique topology that makes the union above coherent. The resulting topo-
logical space is called thepolyhedronof the simplicial complexK. If X is a topo-
logical space then a homeomorphismh : X → |K| onto the polyhedron of some
simplicial complexK is called atriangulation for X; if X admits a triangulation
then we say thatX is triangulable.

EXERCISE 1.108. LetX, Y be topological spaces andf : A ⊂ X → Y a
continuous map. Show that every open (respectively, closed) subset ofX disjoint
fromA is mapped homeomorphically onto an open (respectively, closed) subset of
X ∪f Y via the canonical projectionX + Y → X ∪f Y .

EXERCISE 1.109. The goal of this exercise is to prove that ifα : Sn−1 →
Sn−1 is a homeomorphism then the attachment spaceB

n∪αB
n

is homeomorphic
to the sphereSn.

(a) Show that every homeomorphismβ : Sn−1 → Sn−1 extends to a home-
omorphism fromB

n
to B

n
(hint: the ball is the cone of the sphere!).

(b) Let h : B
n → B

n
be a homeomorphism that extendsα−1 and con-

sider the homeomorphism fromB
n

+ B
n

to itself and gives the identity
on the first ball andh on the second. Show that the latter homeomor-
phism induces a homeomorphism fromB

n ∪α B
n

to B
n ∪i B

n
, where

i : Sn−1 → B
n

is the inclusion.
(c) Conclude the proof by showing thatB

n ∪i Bn
is homeomorphic toSn.

EXERCISE 1.110. Show that the attachment spaceX ∪f Y is the coherent
union of the images ofX andY by the quotient mapX + Y → X ∪f Y .

EXERCISE 1.111. LetX, Y be topological spaces andA,X ′ ⊂ X subspaces
of X with A ⊂ X ′. Given a continuous mapf : A→ Y , denote byq : X + Y →
X ∪f Y the canonical quotient map.

• If X ′ is closed inX, show thatq restricts to a quotient mapq : X ′+Y →
X ′ ∪f Y , whenX ′ ∪f Y is considered with the topology induced by
X ∪f Y (hint: X ′ + Y is a saturated closed subset ofX + Y ).

• Generalize the item above to the case thatX ′ is not necessarily closed in
X (hint: if F1 is closed inX ′, F2 is closed inY , F1 +F2 is saturated and
F is a closed subset ofX with F1 = F ∩ X ′ thenF + F2 is saturated;
use Exercise 1.93).

• If X ′ is a strong deformation retract ofX, show thatX ′ ∪f Y is a strong
deformation retract ofX ∪f Y (the items above showed thatX ′ ∪f Y is
indeed a subspace ofX ∪f Y !).

EXERCISE 1.112. LetX, Y be topological spaces,f : A → Y a continuous
map defined on a subspace ofA ⊂ X andA′ an open subset ofX contained inA.
Show that the quotient mapq : X+Y → X ∪f Y restricted to(X \A′)+Y is still
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a quotient map ontoX ∪f Y . Obtain a homeomorphism from(X \A′)∪f |(A\A′)
Y

toX ∪f Y .

EXERCISE1.113. Show that the quotient mapq : X + Y → X ∪f Y mapsY
homeomorphically ontoq(Y ) (even ifA is not closed inX).

EXERCISE 1.114. Show that iff : A → f(A) ⊂ Y is a quotient map then
q : X + Y → X ∪f Y restricts to a quotient mapq|X : X → q(X). Conclude
that if f : A → f(A) is a homeomorphism then alsoq|X : X → q(X) is a
homeomorphism.

EXERCISE 1.115. Consider a topological sumX =
∑

i∈I Xi of topological
spacesXi. Show that the map:

X × [0, 1] ∋
(
(xi)i∈I , t

)
7−→

(
(xi, t)

)
i∈I ∈

∑

i∈I

(
Xi × [0, 1]

)

induces a homeomorphism from the coneCX to the topological sum
∑

i∈I CXi .

EXERCISE 1.116. LetX, Y be topological spaces andf : X → Y a continu-
ous map. Consider the commutative diagram:

(
X × [0, 1]

)
+ Y

wwppppppppppp

%%KKKKKKKKKK

CX + Y

��

Mf

��
CX ∪f Y

h
// Cf

where the unlabelled arrows are the canonical quotient maps. Show that the dot-
ted arrow defines a homeomorphism from the attachment spaceCX ∪f Y to the
mapping coneCf that fixesY .

EXERCISE 1.117. Generalize Lemma 1.14.21 as follows. Consider a family
(νi)i∈I of positive integers and letf :

∑
i∈I S

νi−1 → Y be a continuous map
defined in the topological sum of the spheresSνi−1, taking values in a topological
spaceY . Show that the mapping coneCf is homeomorphic to the attachment space∑

i∈I B
νi ∪f Y by a homeomorphism that fixesY (hint: use Exercise 1.115).

CW-complexes.

EXERCISE 1.118. IfX is a CW-complex andf : B
p → X is a characteristic

map for an openp-cell e ∈ E thenf maps the unit sphereSp−1 onto ė (hint: if f
maps somex ∈ Sp−1 to a point ofe thenf(x) = f(y) for somey ∈ Bp. Choose
a sequence(xn)n≥1 in Bp with xn → x; conclude thatf(xn) → f(y) and obtain

a contradiction from the continuity of
(
f |Bp

)−1
: e→ Bp).

EXERCISE 1.119. Forp ≥ 1, construct explicitly a continuous surjective map
q : B

p → Sp that is constant on the sphereSp−1 ⊂ B
p

and that maps the open ball
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Bp homeomorphically ontoSp \ q(Sp−1) (hint: takeq|Bp to be the composition of
the mapBp ∋ x 7→ x

1−‖x‖ ∈ Rp with the inverse of the stereographic projection
Sp \ {n} → Rp).

EXERCISE 1.120. Show that ifX is a CW-complex having dimensionn <
+∞ then every openn-celle ∈ E is an open subset ofX (hint: check thate∩e′ = ∅
for all e′ ∈ E with e′ 6= e).

EXERCISE 1.121. LetX be a CW-complex and letF ⊂ X be a subset such
thatF ∩e has at most one point for everye ∈ E. Show thatF is closed and discrete
(hint: use the Weak-topology property ofX to conclude that every subset ofF is
closed inX).

EXERCISE1.122. LetX be a CW-complex and letY ⊂ X be a subset. Show
that the following conditions are equivalent:

• Y is a subcomplex ofX;
• for every open celle of X, if e ∩ Y 6= ∅ thene ⊂ Y .

EXERCISE 1.123. LetX be a CW-complex and letK ⊂ X be a compact
subset. Show thatK intercepts at most a finite number of open cells ofX. Con-
clude thatK is contained in a finite subcomplex ofX (hint: let F ⊂ K contain
precisely one point from each open cell ofX that interceptsK. Use the result of
Exercise 1.121 to conclude thatF is compact, discrete and hence finite).

EXERCISE 1.124. Show that the polyhedron of a simplicial complexK can
be given the structure of a CW-complex whose open cells are the interiors of the
affine simplexes belonging toK. Conclude that also every triangulable space can
be made into a CW-complex.

EXERCISE1.125. Given a topological spaceX (respectively, a pair(X,A) of
topological spaces), we define thep-th Betti numberofX (respectively, of(X,A))
to be the Betti number of the abelian groupHp(X) (respectively, the Betti number
of the abelian groupHp(X,A)); we denote byβp(X) thep-th Betti number ofX
(respectively, byβp(X,A) thep-th Betti number of(X,A)). If Hp(X) is finitely
generated for everyp andHp(X) = 0 for p sufficiently large, we define theEuler
characteristicχ(X) of X to be the integer number:

χ(X) =
∑

p∈Z
(−1)pβp(X);

similarly, one can define the Euler characteristicχ(X,A) of a pair(X,A) provided
thatHp(X,A) is finitely generated for everyp and zero forp sufficiently large.

Compute the Euler characteristic of the sphereSn, of the torusT = S1 × S1

and of the Klein bottle (see Exercise 1.60).

Homology of CW-complexes.

EXERCISE 1.126. Show that equalities (1.16.12) (or, equivalently, (1.16.13))
imply (1.16.11), (1.16.10) and (1.16.9). More precisely, let (βp)p≥0 and(κp)p≥0

be sequences inN ∪ {+∞}.
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• Assume the existence of a sequence(qp)p≥0 in N ∪ {+∞} such that:

(1.17.10) κ0 = β0 + q0, κp = βp + qp + qp−1, p ≥ 1.

Show that, ifκp < +∞ for p = 0, . . . , k then:

(1.17.11) βk − βk−1 + · · · + (−1)kβ0 ≤ κk − κk−1 + · · · + (−1)kκ0.

• Assume that for somer ≥ 0 we have thatκp < +∞ for p = 0, . . . , r and
that (1.17.11) is satisfied fork = 0, . . . , r. Show that there exists (finite)
natural numbersq0, . . . , qr such that (1.17.10) is satisfied forp ≤ r.
Conclude thatβp ≤ κp for p = 0, . . . , r.

• Assume thatκp < +∞ for all p and thatκp = 0 for p sufficiently large.
Assuming that (1.17.11) is satisfied for allk show that:

+∞∑

p=0

(−1)pβp =

+∞∑

p=0

(−1)pκp.





CHAPTER 2

Morse Theory on Compact Manifolds

2.1. Critical Points and Morse Functions

If f : U ⊂ Rn → R is a smooth map on an open subsetU ⊂ Rn then the
Hessianof f at a pointx is the symmetric bilinear mapHessfx : Rn×Rn → R that
is canonically identified with the second order differential d(df)x : Rn → Rn∗.
If we replaceU by an arbitrary differentiable manifoldM , then one cannot give
a canonical definition for the Hessian off at an arbitrary pointx ∈ M ; namely,
the Hessian of a function in an open subset ofRn does not transform correctly
with respect to a change of coordinates (see Exercise 2.23).However, it is indeed
possible to have a well defined notion of Hessian off at the critical points; recall
that for a real valued functionf : M → R, a critical pointx ∈M is simply a point
with df(x) = 0. We set:

Critf =
{
x ∈M : df(x) = 0

}
,

Critf (a) = Critf ∩ f−1(a), a ∈ R;

obviously, Critf and Critf (a) are closed subsets ofM and the set of regular
values off is equal toR \ f(Critf ). As we have already observed, the set of
regular values is open iff is proper (this happens, for instance, ifM is compact).

There are several equivalent ways of defining the Hessian of afunction f :
M → R at a critical pointx ∈M . We give the following:

2.1.1. DEFINITION. If f : M → R is a smooth function andx ∈ M is a
critical point then theHessianof f at the pointx is the symmetric bilinear form
Hessfx : TxM × TxM → R defined by:

Hessfx(v,w) = v
(
W (f)

)
,

whereW is an arbitrary smooth vector field aroundx ∈M with W (x) = w.

The fact thatv
(
W (f)

)
is symmetric and independent of the extensionW of w

follows directly from the fact that:

v
(
W (f)

)
− w

(
V (f)

)
= [V,W ]x(f) = dfx

(
[V,W ]

)
= 0,

for every smooth vector fieldsV , W aroundx ∈ M with V (x) = v, W (x) = w.
For other equivalent definitions of the Hessian of a functionat a critical point see
Exercise 2.24. In particular, we observe that the above definition of Hessian when
written in local coordinates gives the usual Hessian of functions in open subsets of
Rn.

131
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Obviously, the local maxima and the local minima off : M → R are critical
points. Using the Taylor polynomial of order2 of f in local coordinates around a
critical pointx ∈M , it is easy to see thatf increases along the directionsv ∈ TxM
with Hessfx(v, v) > 0 and thatf decreases in the directionsv with Hessfx(v, v) <
0. Moreover, ifHessfx is positive definite thenx is a local minimum off and if
Hessfx is negative definite thenx is a local maximum off . If there exists directions
v ∈ TxM with Hessfx(v, v) > 0 and directionsv ∈ TxM with Hessfx(v, v) < 0
thenx is called asaddle pointof f ; obviously a saddle point is neither a local
minimum nor a local maximum.

Before proceeding with the development of Morse theory, we need to recall a
few things from linear algebra.

2.1.2. DEFINITION. Let V be a real (possibly infinite-dimensional) vector
space andB : V × V → R a symmetric bilinear form. Theindexof B, denoted
n−(B), is the (possibly infinite) natural number defined by:

n−(B) = sup
{
dim(W ) : W subspace ofV ,B|W×W negative definite

}
.

Theco-indexof B, denotedn+(B), is defined by:

n+(B) = n−(−B).

Thedegeneracyof B, denoteddgn(B), is defined as the (possibly infinite) dimen-
sion of the kernel of the mapV ∋ v 7→ B(v, ·) ∈ V ∗. If dgn(B) is equal to zero
we say thatB is nondegenerate.

The following is a very simple result of linear algebra.

2.1.3. THEOREM (Sylvester’s theorem of inertia).Let V be a finite-dimen-
sional real vector space andB : V × V → R a symmetric bilinear form. Then
there exists a basis ofV on whichB is represented by a diagonal matrix of the
form:

B ∼




Ip 0 0
0 −Iq 0
0 0 0r




whereIα denotes theα × α identity matrix,0α denotes theα × α zero matrix.
Moreover, ifB is represented by a matrix in the form above in some basis ofV
thenp = n+(B), q = n−(B) andr = dgn(B). �

We are now ready to give the following:

2.1.4. DEFINITION. A critical pointx ∈ M of a smooth mapf : M → R is
callednondegenerateif the symmetric bilinear formHessfx : TxM × TxM → R

is nondegenerate. TheMorse indexof a critical pointx ∈M is defined as the index
of the symmetric bilinear formHessfx. By aMorse functionf : M → R we mean
a smooth map all of whose critical points are nondegenerate.

It follows easily from the Taylor polynomial expansion off that nondegener-
ate critical points of Morse index zero (resp., of Morse index equal todim(M)) are
strict local minima (resp., strict local maxima) off . A critical point that is neither
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a minimal nor a local maximum is called asaddle point. Observe that a nondegen-
erate critical point is a saddle point if and only if its Morseindex is positive and
less thandim(M).

Around a nondegenerate critical point, a function can be locally identified with
a quadratic form in a suitable coordinate chart. This the thecontent of the follow-
ing:

2.1.5. THEOREM (Morse lemma).Let f : M → R be a smooth map on an
arbitrary manifoldM and letp ∈M be a nondegenerate critical point off . There
exists a diffeomorphismϕ : U → Ũ from an open neighborhoodU of p inM to an
open neighborhood of the origin inTpM such thatϕ(p) = 0 andf ◦ ϕ−1 − f(p)

equals (the restriction tõU of) the quadratic formv 7→ 1
2Hessfp(v, v).

PROOF. Letψ : V → Ṽ be an arbitrary diffeomorphism from an open neigh-
borhoodV of p in M to an open neighborhood̃V of the origin inTpM ; we may
chooseψ with ψ(p) = 0. Setf̃ = f ◦ ψ−1 : Ṽ → R, so that0 ∈ TpM is a critical
point of f̃ andHessf̃0 = Hessfx. We will determine a diffeomorphismα between
open neighborhoods of the origin inTpM with α(0) = 0 and f̃ ◦ α = Hessf̃0

around the origin.
Sincedf̃(0) = 0, the first order Taylor expansion of̃f around0 with remainder

in integral form gives:

f̃(v) = f̃(0) +

∫ 1

0
(1 − t)Hessf̃tv(v, v) dt,

for v ∈ TpM in a neighborhood of0. We may represent the symmetric bilinear
form

∫ 1
0 (1− t)Hessf̃tv dt with respect to some arbitrarily fixed inner product〈·, ·〉

in TpM , obtaining a symmetric linear endomorphismAv ∈ Lin(TpM) such that:

(2.1.1) f̃(v) = f̃(0) +
〈
Av(v), v

〉
,

for v ∈ TpM in a neighborhood of0; obviouslyv 7→ Av is a smoothLin(TpM)-
valued map. The nondegeneracy ofHessf̃0 means that the linear mapA0 : TpM →
TpM is an isomorphism; sincev 7→ A−1

0 Av takes values in a neighborhood of the
identity ofTpM for v near zero, we may define a smooth map

v 7−→ Bv ∈ Lin(TpM)

with B0 = Id andB2
v = A−1

0 Av for v near zero (see Exercise 2.1). Thus:

(2.1.2) Av = A0B
2
v .

SinceA0 andAv are symmetric, we may take the transpose with respect to〈·, ·〉
in both sides of the equality (2.1.2) obtainingAv = (B∗

v )
2A0 and thusB2

v =
(A−1

0 B∗
vA0)

2. By takingv in a sufficiently small neighborhood of zero, we have
bothBv andA−1

0 B∗
vA0 in a neighborhood of the identity inLin(TpM) where the

square function is injective; then:

(2.1.3) A0Bv = B∗
vA0,
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for v sufficiently close to zero. From (2.1.1), (2.1.2) and (2.1.3) we obtain:

f̃(v) = f̃(0) +
〈
B∗
vA0Bv(v), v

〉
= f(p) + Hessfp

(
Bv(v), Bv(v)

)
,

for v sufficiently close to zero. Once we show that the mapv 7→ Bv(v) is a
diffeomorphism in a neighborhood of the origin, the conclusion will follow from
the above equality by takingα to be the inverse of such diffeomorphism. The fact
that v 7→ Bv(v) is a diffeomorphism in a neighborhood of the origin is easily
stablished by the inverse function theorem, observing thatthe differential of such
map at0 equalsB0 = Id. �

Observe that the origin is the unique critical point of a nondegenerate quadratic
form in a vector space. We thus obtain the following immediate corollary.

2.1.6. COROLLARY. The nondegenerate critical points of a smooth mapf :
M → R are isolated inCritf . In particular, if f is a Morse function thenCritf is
discrete. �

As a matter of fact, the fact that nondegenerate critical points are isolated is
a rather elementary fact that follows from the inverse function theorem (see Exer-
cise 2.25).

2.1.7. REMARK . It can be proven that every differentiable manifoldM admits
a Morse function. Actually, one can show that Morse functions are dense in the
space of continuous maps: M → R with respect to the topology of uniform
convergence, i.e., every continuous map is the uniform limit of Morse functions
(see Exercise 2.26).

We will apply the Morse Lemma in order to study the change of the topology
of the sublevels of a Morse function when passing a critical value. The precise
statement (and most of all the proof) of such result is quite involved and will be
given in Section 2.5. For now we will just give an example of how the Morse
Lemma can be used to study the topology of the levelsfa whena is slightly bigger
then the minimum off .

2.1.8. PROPOSITION. LetM be a compact differentiablen-dimensional mani-
fold andf : M → R a smooth function whose minimum points are non degenerate
critical points. Then there existsε > 0 such that fora ∈ ]min f,min f + ε[ the
sublevelfa is homeomorphic to a topological sum ofr closedn-balls, wherer is
the number of minimum points off .

PROOF. letx1, . . . , xr ∈M be the minimum points off and letm ∈ R be the
minimum value off . By the Morse lemma, for everyi = 1, . . . , r, we can find an
open neighborhoodUi of xi inM and a diffeomorphismϕi : Ui → Ũi onto an open
neighborhood̃Ui of the origin inTxiM such thatf ◦ϕ−1

i (v) = m+ 1
2Hessfxi(v, v)

for all v ∈ Ũi. We can assume that the open setsUi are disjoint. Since eachxi
is a nondegenerate minimum point off , the symmetric bilinear formHessfxi in
Txi is a positive definite inner product and hence there existsεi > 0 such that
1
2Hessfxi(v, v) < εi impliesv ∈ Ũi. Chooseε > 0 less than the minimum of the
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εi’s and less than the minimum of the positive functionf −m in the compact set
M \⋃ri=1 Ui. We have then:

fm+ε =

r⋃

i=1

(
fm+ε ∩ Ui

)
=

r⋃

i=1

ϕ−1
i (Bi),

whereBi ⊂ Ũi denotes the closed ball:

Bi =
{
v ∈ TxiM : 1

2Hessfxi(v, v) ≤ ε
}
.

This concludes the proof. �

2.2. An Instructive Example: the Height Function on the Torus

Given a Morse functionf : M → R on a compact manifoldM , then using the
critical points off one is able to determine information on the homotopy type of
M . For everyc ∈ R, we define theclosedc-sublevelof f by:

f c =
{
x ∈M : f(x) ≤ c

}
= f−1

(
− ]−∞, c]

)
;

whenc is a regular value forf thenf c is a smooth submanifold with boundary in
M whose boundary is the level surfacef−1(c). Whenc is a critical level, the level
surfacef−1(c) may become singular. Usually, it is better to picture the situation
in the following way: we identifyM with the graph off in M × R and thenf
is identified with the “height function”M × R ∋ (m, t) 7→ t ∈ R. With such
identification, the critical points off become the valleys, passes and mountain
summits of the graph off . The basic idea is that the topological type of the sublevel
f c does not change whenc runs through a non critical interval[a, b], i.e., an interval
that does not contain critical values. This can be shown by considering the flow
of minus the gradient field∇f of f (with respect to some arbitrary Riemannian
metric). This flow gives the direction of “steepest descent”in the graph off and
can be used to deform the sublevelf b onto the sublevelfa. Clearly, the presence
of a critical value on the interval[a, b] is an obstruction to such argument, because
some lines of flow of−∇f do not go all the way from the levelb to the levela. We
will show indeed that whenc passes through a critical value, the topological type
(and also the homotopy type) off c changes, according to the number of critical
points inf−1(c) and their Morse indexes.

Before we get into the details of the theory, it will be usefulto describe a very
simple example, which served as a motivation in many classical textbooks on the
subject (see for instance [98, 119]).

Let us consider a torusM = T in R3 tangent to a horizontal plane as in
Figure 1; in the language of [119], this is described as a “tire standing in a ready to
roll position”. Definef : M → R to be the function that assigns to each point of
M its height above the “floor”. By an elementary analysis of thepicture, one sees
that the functionf has exactly four critical points that are all nondegenerate: P1 is
a global minimum point,P2 andP3 are saddle points (having Morse index equal
to one),P4 is a global maximum. Setci = f(Pi), i = 1, 2, 3, 4; in Figures 2—6
we give a picture of the closed sublevelsfa1 , f c1, fa2, f c2, fa3, f c3, fa4 , with
ci < ai < ci+1, i = 1, 2, 3.
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FIGURE 1. A “tire in a ready to roll position”

FIGURE 2. The sublevelfa1

• The closed sublevelfa1 is homeomorphic to a closed disc, i.e.,fa1 is
a closed2-cell; observe that the Morse index of the critical pointP1 is
precisely2.

• The closed sublevelf c2 is no longer homeomorphic tofa1, but it is a
strong deformation retract offa2 which is homeomorphic tofa1 with a
handle[−1, 1] × [−1, 1] attached along[−1, 1] × {−1, 1}. Observe that
P2 is a critical point of Morse index1.

• The closed sublevelf c3 is no longer homeomorphic tofa2, but it is a
strong deformation retract offa3 which is homeomorphic tofa2 with a
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FIGURE 3. The sublevelf c1

FIGURE 4. The sublevelfa2

handle[−1, 1] × [−1, 1] attached along[−1, 1] × {−1, 1}. Observe that
P3 is a critical point of Morse index1.

• The closed sublevelf c4 = T is no longer homeomorphic tofa3, but it
is homeomorphic tofa3 with a closed2-cell attached along its boundary.
Observe thatP4 is a critical point of Morse index2.

In this chapter we will show that the sublevels of a general Morse function on
a compact manifold satisfy relations that are similar to theones described for the
height function on the torus.

2.3. Dynamics of the Gradient Flow

In this section(M,g) denotes a compact Riemannian manifold,f : M → R a
smooth map andF : R×M →M the flow of−∇f , i.e.,F (0, x) = x and:

d

dt
F (t, x) = −∇f

(
F (t, x)

)
,
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FIGURE 5. The sublevelf c3

FIGURE 6. The sublevelfa3

for all t ∈ R, x ∈M . We also use the short notation:

(2.3.1) t · x = F (t, x),

for all t ∈ R, x ∈M ; then (2.3.1) defines an action of the additive groupR in M .
Obviously, ifx ∈ M is a critical point off thenF (t, x) = x for all t ∈ R; if

x is not a critical point off then:

d

dt
f(t · x) = −dft·x

(
∇f(t · x)

)
= −g

(
∇f(t · x),∇f(t · x)

)
< 0, t ∈ R,
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so thatt 7→ f(t · x) is a strictly decreasing function onR.

2.3.1. LEMMA . Given an isolated critical pointx ∈ M of f and a neighbor-
hoodU ⊂ M of x then there exists an open neighborhoodV ⊂M of x contained
in U andε > 0 such thatf(t · x) ≥ c− ε impliest · x ∈ U for all t ≥ 0.

Theω-limit (resp., theα-limit) of a flow linex 7→ t·x is the set of pointsy ∈M
for which there exists a sequence(tn)n≥1 of real numbers withlimn→+∞ tn =
+∞ (resp.,limn→+∞ tn = −∞) andlimn→+∞ tn · x = y.

In what follows we prove a series of lemmas concerning the asymptotic behav-
ior of the flow lines of−∇f . For simplicity, we only state the results concerning
limits ast → +∞; by replacingf with −f one can obviously obtain analogous
statements for the limits ast→ −∞.

2.3.2. LEMMA . Theω-limit of any flow linex 7→ t · x consists only of critical
points off .

PROOF. Assume by contradiction that there exists a noncritical point y0 ∈ M
belonging to theω-limit of x 7→ t·x. Setc = f(y0). Thenf is a submersion neary0

and thus we can find an open neighborhoodV ⊂M of y0 such thatS = V ∩f−1(c)
is a submanifold ofM (orthogonal to∇f ). By the inverse function theorem, we
can find an open subsetS0 in S containingy0 andε > 0 such that the map:

S0 × ]−ε, ε[ ∋ (y, s) 7−→ s · y ∈M

is a diffeomorphism onto an open neighborhoodU ⊂ M of y0. Sincey0 is in the
ω-limit of t 7→ t · x, we can findt1, t2 > 0, with t1 · x ∈ U , t2 · x ∈ U and
t2 ≥ t1 + 2ε. We can now findy1, y2 ∈ S0, s1, s2 ∈ ]−ε, ε[ with t1 · x = s1 · y1

andt2 · x = s2 · y2. This implies:

(t1 − s1) · x = y1 ∈ S0 ⊂ f−1(c), (t2 − s2) · x = y2 ∈ S0 ⊂ f−1(c);

sincet 7→ f(t · x) is strictly increasing, we havet1 − s1 = t2 − s2. Hence:

|t1 − t2| = |s1 − s2| < 2ε,

which contradictst2 ≥ t1 + 2ε. �

2.3.3. LEMMA . Lety0 belong to theω-limit of a flow linet 7→ t · x (so thaty0

is a critical point off , by Lemma 2.3.2). Ify0 is an isolated critical point off then
limt→+∞ t · x = y0.

PROOF. Let U ⊂ M be a neighborhood ofy0; let us show thatt · x ∈ U
for t sufficiently large. Choose a sequence(tn)n≥1 with limn→+∞ tn = +∞ and
limn→+∞ tn ·x = y0. Setc = f(y0). Thenlimn→+∞ f(tn ·x) = c and, sincef is
decreasing along the flow linet 7→ t ·x, it follows thatf(t ·x) ≥ c for all t. Choose
V andε > 0 as in the statement of Lemma 2.3.1 andn ≥ 1 with tn · x ∈ V . Then
t · x ∈ U for all t ≥ tn. This concludes the proof. �

2.3.4. COROLLARY. If all the critical points off are isolated (in particular, if
f is a Morse function) then each flow line of−∇f converges to a critical point of
f , i.e., given an arbitrary pointx ∈M then the limitlimt→+∞ t · x exists and it is
a critical point off .
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PROOF. The compactness ofM obviously implies that theω-limit of any flow
line is nonempty. The conclusion follows. �

Assuming that all critical points off are isolated, Corollary 2.3.4 allows us to
extend the flowF : R×M →M of −∇f to [−∞,+∞] ×M by setting:

F (−∞, x) = −∞ · x = lim
t→−∞

F (t, x), F (+∞, x) = +∞· x = lim
t→+∞

F (t, x),

for all x ∈ M . SinceR × M is open in[−∞,+∞] × M , the extension ofF
defined above is continuous at the points ofR×M . However, one should be very
careful about the continuity ofF at the points of{−∞,+∞}×M (in fact,F is not
continuous in general at those points: see Exercise 2.30). The following weaker
continuity condition holds:F (tn, xn) tends toF (+∞, x) when(tn, xn) tends to
(+∞, x) provided thatf(tn · xn) ≥ f(+∞ · x) for all n. This is proven in the
following:

2.3.5. LEMMA . Choosex ∈M ; sety = +∞·x andc = f(y). The restriction
of F to the set:

(f ◦ F )−1
(
[c,+∞[

)
=
{
(t, z) ∈ [−∞,+∞] ×M : f(t · z) ≥ c

}

is continuous at the point(+∞, x).

PROOF. LetU be a neighborhood ofy. We have to show that ift is sufficiently
large andz is sufficiently close tox thent · z ∈ U , provided thatf(t · z) ≥ c. By
Lemma 2.3.1, we can find an open neighborhoodV of y contained inU such that
the flow lines starting inV remain inU , as long as they don’t go below the levelc.
Chooset0 > 0 such thatt0 · x ∈ V . By the continuity ofF onR ×M , we have
t0 · z ∈ V for z in some neighborhood ofx. But thent · z ∈ U for all t ≥ t0 with
f(t · z) ≥ c. �

Givena ∈ R then each nonconstant flow line of−∇f meets the levela at most
once; it will be useful to look at the “arrival time function”defined as follows. Set:

Da =
{
x ∈M \ Critf : f(t · x) = a, for somet ∈ [−∞,+∞]

}

and defineλa : Da → [−∞,+∞] by the equality:

f
(
λa(x) · x

)
= a,

for all x ∈ Da. We also set:

D =
{
(a, x) ∈ R×M : x ∈ Da

}

and we defineλ : D → [−∞,+∞] by:

λ(a, x) = λa(x).

We will now study the regularity of the mapλ. We start with the points where
λ is finite.

2.3.6. LEMMA . The setλ−1(R) ⊂ D is open inR×M and the map:

λ|λ−1(R) : λ−1(R) −→ R

is smooth.
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PROOF. Observe thatλ|λ−1(R) is the map obtained by solving the equation:

f(t · x) − a = 0, x ∈M \ Critf , a, t ∈ R,

for t. The derivative with respect tot of the lefthand side of the equation above is
−
∥∥∇f(t · x)

∥∥2
, which is nonzero whenx is noncritical. The conclusion follows

from the implicit function theorem. �

Now we look at the points whereλ is infinite. We will show that the mapλ is
continuous. In fact, we show a little more. We define an extension:

λ :
{
(a, x) ∈ R×M : x 6∈ Critf (a)

}
−→ [−∞,+∞],

of λ by setting:

λ(a, x) =





λ(a, x), if (a, x) ∈ D,

+∞, if (a, x) 6∈ D andf(x) > a,

−∞, if (a, x) 6∈ D andf(x) < a.

Obviously the domain ofλ is open inR×M . We now prove the following:

2.3.7. LEMMA . The mapλ (and in particular the mapλ) is continuous.

PROOF. By Lemma 2.3.6, it suffices to prove thatλ is continuous at those
points whereλ is infinite. Let thus(a, x) ∈ R×M be fixed withx 6∈ Critf (a) and
λ(a, x) = ±∞. For definiteness, we assumeλ(a, x) = +∞; the caseλ(a, x) =
−∞ is handled in a similar way. If either(a, x) ∈ D andλ(a, x) = +∞ or
(a, x) 6∈ D andf(x) > a, we havef(t · x) > a for all t ∈ R. Then givent0 > 0
we havef(t0 · x) > a and by continuity we havef(t0 · y) > a+ ε for someε > 0
and for ally in a neighborhoodV of x. Thus, fory ∈ V and|a− b| < ε we have
λ(b, y) > t0. This concludes the proof. �

In Exercises 2.31 and 2.32 it will become clear that one cannot hope to find a
continuous extension ofλ to the pairs(a, x) with x ∈ Critf (a).

2.3.8. LEMMA . Let x ∈ M be a point that is not critical and choosea ∈ R.
If there are no critical values off in the open interval with endpointsf(x) anda
thenx ∈ Da. Moreover, ifa is not a critical value off thenλa(x) is finite.

PROOF. If f(x) = a there is nothing to prove. We may assume thatf(x) > a
(the casef(x) < a can be obtained simply by replacingf with −f ). If x were not
in Da, then it would bef(t · x) > a for all t ∈ [0,+∞]; then+∞ · x would be
a critical point off with a < f(+∞ · x) < f(x), contradicting our hypothesis.
Thusx ∈ Da. If λa(x) = +∞ then+∞ · x is a critical point off at the levela
and thusλa(x) is finite if a is noncritical. �

2.3.9. PROPOSITION. Choose real numbersa < b such thatf has no critical
values in the open interval]a, b[. Thenf−1(a) is a strong deformation retract of
f−1

(
[a, b]

)
\ Critf (b).
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PROOF. It follows from Lemma 2.3.8 that every pointx 6∈ Critf (a) in the
strip

S = f−1
(
[a, b]

)
\ Critf (b)

belongs toDa. We define a mapG : [0,+∞] × S → S by:

G(t, x) =

{
F
(
min{t, λa(x)}, x

)
, if x 6∈ Critf (a),

x, if x ∈ Critf (a).

Since the restriction ofF to
{
(t, x) : x ∈ S \ Critf (a), t ∈

[
0, λa(x)

]}
,

is continuous (Lemma 2.3.5) and so isλa (Lemma 2.3.7) it follows thatG is con-
tinuous in[0,+∞] ×

(
S \ Critf (a)

)
. The continuity ofG in [0,+∞] × Critf (a)

follows easily from Lemma 2.3.1 (see also Exercise 2.33). The desired deforma-
tion retractionH : [0, 1] × S → S is now obtained fromG by settingH(t, x) =
G
(
α(t), x

)
, whereα : [0, 1] → [0,+∞] is an increasing homeomorphism. �

2.3.10. COROLLARY. Under the assumptions of Proposition 2.3.9, the sublevel
fa is a strong deformation retract off b \ Critf (b).

PROOF. Extend the mapH given in the proof of Proposition 2.3.9 by setting
H(t, x) = x for all x ∈ fa and allt. �

2.3.11. PROPOSITION(non-critical neck principle).Choose real numbersa <
b such thatf has no critical values in the closed interval[a, b]. Then for every
t0 ∈ [a, b], there exists a homeomorphismH : f−1

(
[a, b]

)
→ [a, b] × f−1(t0)

whose first coordinate isf , i.e., such that the diagram:

f−1
(
[a, b]

) H //

f %%J
JJJJJJJJ

[a, b] × f−1(t0)

pr1xxqqqqqqqqqqq

[a, b]

commutes, wherepr1 denotes the projection onto the first coordinate. Moreover,
H can be chosen in such a way thatH(x) = (t0, x) for all x ∈ f−1(t0).

PROOF. Sincef has no critical values on[a, b], Lemma 2.3.8 implies that the
set[a, b] × f−1

(
[a, b]

)
is contained inD and thatλ takes finite values in such set.

The mapH can be explicitly defined by:

H(x) =
(
f(x), λt0(x) · x

)
, x ∈ f−1

(
[a, b]

)
;

we exhibit a continuous inverse forH:

H−1(c, y) = λ(c, y) · y, c ∈ [a, b], y ∈ f−1(t0). �

2.3.12. COROLLARY. If [a, b] ⊂ R does not contain critical points off then
the sublevelf b is homeomorphic tofa; moreover, for everya1 < a we can find a
homeomorphism fromf b to fa that is the identity onfa1.
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PROOF. Chooseε > 0 small enough so thata − ε > a1 and such that the
interval [a − ε, b] does not contain critical values off . Consider the unique affine
increasing bijection:

σ : [a− ε, b] −→ [a− ε, a]

and the corresponding homeomorphismσ̃ = σ × Id from [a − ε, b] × f−1(a) to
[a−ε, a]×f−1(a). By the non-critical neck principle we can find homeomorphisms

H1 : f−1
(
[a− ε, b]

)
−→ [a− ε, b] × f−1(a− ε),

H2 : f−1
(
[a− ε, a]

)
−→ [a− ε, a] × f−1(a− ε),

both with first coordinate equal tof and such thatH1(x) = H2(x) = (a − ε, x)
for all x ∈ f−1(a − ε). The compositionH−1

2 ◦ σ̃ ◦H1 gives a homeomorphism
from f−1

(
[a − ε, b]

)
to f−1

(
[a − ε, a]

)
that is the identity onf−1(a − ε). The

conclusion is obtained by extendingH−1
2 ◦ σ̃ ◦H1 to be the identity onfa+ε. �

Using Corollary 2.3.12 we can now prove one of the most classical results of
Morse theory.

2.3.13. THEOREM (Reeb).LetM be a compact differentiable manifold. IfM
admits a Morse function having precisely two critical points thenM is homeomor-
phic to a sphere.

PROOF. Let f : M → R be a Morse function having precisely two critical
points. SinceM is compact, one of then is the global minimum and the other is the
global maximum. Writec0 = min f , c1 = max f and choose anya in the open
interval ]c0, c1[. From Proposition 2.1.8 and Corollary 2.3.12 we conclude that the
sublevelfa is homeomorphic to the closed ballB

n
, wheren = dim(M). Since

fa is a manifold with boundary whose boundary isf−1(a) (see Exercise 2.11),
a homeomorphismh : fa → B

n
takesf−1(a) to Sn−1, which is the boundary

of B
n

(see Exercise 1.63). By a similar argument we get a homeomorphism h̃
from (−f)(−a) = f−1

(
[a, c1]

)
to B

n
; such homeomorphism also mapsf−1(a)

to Sn−1. Now consider the homeomorphismα : Sn−1 → Sn−1 given by the
“transition map”h̃ ◦

(
h|f−1(a)

)−1
. We now obtain thatM is homeomorphic to the

attachment spaceB
n ∪α B

n
(see Lemma 1.14.12) and such attachment space is

homeomorphic to the sphereSn (see Exercise 1.109). �

2.4. The Morse Relations

2.4.1. DEFINITION. If x ∈ M is an isolated critical point off : M → R then
thecritical numbersof f atx with respect to a fieldK are defined by:

µk(x, f ; K) = βk
(
f c, f c \ {x}; K

)
= dimK

(
Hk

(
f c, f c \ {x}

))
,

wherec = f(x).

Recall thatHk

(
f c, f c \ {x}

)
is the local homology group of the spacef c at

the pointx; thus, for any neighborhoodV of x in M we have an isomorphism:

Hk

(
V ∩ f c, (V ∩ f c) \ {x}

) ∼= Hk

(
f c, f c \ {x}

)
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induced by inclusion.

2.4.2. LEMMA . Given reals numbersa < b such that there exists at most one
critical value off in the interval]a, b] then, for any fieldK, we have1:

(2.4.1) βk(f
b, fa; K) = dimK

(
Hk(f

b, fa; K)
)

=
∑

x∈Critf

a<f(x)≤b

µk(x, f ; K),

for all k ≥ 0.

PROOF. By Corollary 2.3.10, if there are no critical values off in ]a, b] thenfa

is a strong deformation retract off b and thusHk(f
b, fa; K) ∼= Hk(f

a, fa; K) = 0
and hence both sides of (2.4.1) vanish. Assume now thatc ∈ ]a, b] is the unique
critical value off in ]a, b]. By Corollary 2.3.10,f c is a strong deformation retract
of f b andfa is a strong deformation retract off c \ Critf (c); thus:

Hk(f
b, fa; K) ∼= Hk(f

c, fa; K) ∼= Hk

(
f c, f c \ Critf (c); K

)
.

Write Critf (c) = {x1, . . . , xr} and choose disjoint open sets(Ui)
r
i=1 in M such

that xi ∈ Ui, i = 1, . . . , r; setU =
⋃r
i=1 Ui. SinceCritf (c) is a closed set

contained in the open subsetU ∩ f c relatively tof c, by excision, we have:

Hk

(
f c, f c \ Critf (c); K) ∼= Hk

(
U ∩ f c, (U ∩ f c) \ Critf (c); K

)
.

Moreover:

Hk

(
U ∩ f c, (U ∩ f c) \ Critf (c); K

) ∼=
r⊕

i=1

Hk

(
Ui ∩ f c, (Ui ∩ f c) \ {xi}; K

)

∼=
r⊕

i=1

Hk

(
f c, f c \ {xi}; K

)
.

The conclusion follows. �

2.4.3. THEOREM. Let f : M → R be a smooth function on a compact man-
ifold M having only a finite number of critical points. Then, for any field K, the
sequences given by:

µk =
∑

x∈Critf

µk(x, f ; K), βk = βk(M ; K),

satisfy the Morse relations.

PROOF. Let a1 < a2 < · · · < ar be the critical values off and choose
arbitrarily a0 < a1. Observe that, sinceM is compact,f has a global minimum
and a global maximum and thereforea1 must be the minimum value off andar
must be the maximum value off . We define a filtration(Xn)n≥0 in M by setting
Xn = fan for n = 0, . . . , r andXn = M for n > r; observe thatX0 = ∅ and
Xn = M for all n ≥ r. Obviously the filtration(Xn)n≥0 satisfies the hypothesis

1The sum in (2.4.1) is understood to be zero iff has no critical values in]a, b].
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of Proposition??. To conclude the proof we simply apply Lemma 2.4.2 to compute
as follows:

+∞∑

n=0

βk(Xn+1,Xn; K) =
r−1∑

n=0

βk(f
an+1 , fan ; K) =

∑

x∈Critf

µk(x, f ; K). �

2.4.4. LEMMA . If x ∈ M is a nondegenerate critical point off : M → R

then, for any fieldK, the critical numbers off at x are given by:

µk(x, f ; K) =

{
1, k = µ(x),

0, k 6= µ(x).

PROOF. Let r denote the Morse index ofx, n the dimension ofM and set
c = f(x). By the Morse Lemma, some neighborhood ofx in f c is homeomorphic
to a neighborhood of the origin in the cone:

C =
{
(y1, y2) ∈ Rr ×Rn−r : ‖y2‖2 − ‖y1‖2 ≤ 0

}
⊂ Rn,

by a homeomorphism that sendsx to the origin. Thus:

Hk

(
f c, f c \ {x}; K

) ∼= Hk

(
C,C \ {0}; K

)
,

for all k. It is easy to see thatRr×{0} and
(
Rr×{0}

)
\{0} are strong deformation

retracts respectively ofC andC \ {0}; therefore:

Hk

(
C,C \ {0}; K

) ∼= Hk

(
Rr,Rr \ {0}; K

)
.

This concludes the proof. �

2.4.5. COROLLARY. If f : M → R is a Morse function on a compact manifold
M then, for any fieldK, the sequences given by:

µk = number of critical points off having Morse index equal tok,

βk = βk(M ; K),

satisfy the Morse relations.

PROOF. It follows from Theorem 2.4.3 and Lemma 2.4.4. �

2.5. The CW-Complex Associated to a Morse Function

In Section?? we have seen that the the sublevelsfa andf b of a smooth map
f : M → R are homeomorphic if[a, b] is a non critical interval forf . In this
section we will study the relation between the topology off b andfa when [a, b]
contains critical values off . More precisely, we will show the following:

2.5.1. PROPOSITION. Let f : M → R be a smooth map whereM is a
compactn dimensional manifold. Assume thatc ∈ ]a, b[ is the unique critical
value off in [a, b] and that all the critical points off at the levelc are nonde-
generate. Hence, there is only a finite number (say,r) of such critical points;
denote byν1, . . . , νr their Morse indexes. Then, there exists a continuous map
α :
∑r

i=1 S
νi−1 × B

n−νi → fa and a homeomorphism fromf b to the attachment
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space
(∑r

i=1 B
νi×B

n−νi
)
∪αfa; moreover, givena1 < a, such homeomorphism

can be chosen to be the identity onfa1.

The proof of Proposition 2.5.1 will take the rest of this section. By adding a
constant tof , we can assume without loss of generality thatc = 0. Moreover, for
ε > 0 sufficiently small, we may assume thata = −ε andb = ε; namely, from
Corollary 2.3.12, we can find homeomorphismsf b → f ε andf−ε → fa that are
the identity onfa1 . Furthermore, in order to simplify the proof we will assume that
there exists a unique critical pointp ∈M at the levelc; we denote byν the Morse
index of such critical point. The proof in this case illustrates the technique that can
be applied with straightforward adaptations to the generalcase. We left the details
to the reader.

The idea of the proof of the proposition is to determine a smooth function
g : M → R satisfying the following conditions:

• g ≤ f ;
• gε = f ε;
• [−ε, ε] is a non critical interval forg;
• there exists a homeomorphismχ : Dom(χ) ⊂ M → B

ν × B
n−ν

such
thatχ−1

(
Sν−1 × B

n−ν) ⊂ f−ε andDom(χ) is a closed subset ofM
with g−ε = f−ε ∪ Dom(χ).

Once we show the existence of suchg, the proof of Proposition 2.5.1 will fol-
low easily by applying Corollary 2.3.12 tog. Namely, since[−ε, ε] is a non critical
interval for g, there exists a homeomorphism fromgε = f ε onto g−ε that fixes
ga1 ⊃ fa1. Moreover, by Lemma 1.14.12,g−ε = f−ε ∪ Dom(χ) is homeomor-
phic (by a homeomorphism that is the identity onf−ε) to the attachment space(
B
ν × B

n−ν) ∪α f−ε, whereα = χ−1|
Sν−1×B

n−ν .

In order to defineg, we consider a diffeomorphismϕ : U → Ũ as in Theo-
rem 2.1.5; we will defineg to be a perturbation off insideU . Let’s now go for the
technical details. Consider aHessfp-orthogonal direct sum decomposition

(2.5.1) TpM = H+ ⊕H−

with Hessfp positive definite onH+ and negative definite onH−. We will write
the points ofTpM as pairs(x, y) with x ∈ H+ andy ∈ H−. Define an inner
product〈·, ·〉 onTpM by setting:

(2.5.2) 〈(x1, y1), (x2, y2)〉 = Hessfp(x1, x2) − Hessfp(y1, y2).

Denoting by‖ · ‖ the norm corresponding to〈·, ·〉 we have:
(
f ◦ ϕ−1

)
(x, y) = ‖x‖2 − ‖y‖2,

for all (x, y) ∈ Ũ . The numberε > 0 must be chosen so that:

B
(
0;
√

6ε
)
⊂ Ũ .

Let λ : R → R be a smooth function such thatλ(t) = 1 for t ≤ 1
2 , λ(t) = 0

for t ≥ 1 and−3 ≤ λ′(t) ≤ 0 for all t ∈ R. We defineg to be equal tof outside
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U ; in U we defineg by:

(
g ◦ ϕ−1

)
(x, y) =

(
f ◦ ϕ−1

)
(x, y) − 3ε

2
λ

(‖x‖2

ε

)
λ

(‖x‖2 + ‖y‖2

6ε

)

= ‖x‖2 − ‖y‖2 − 3ε

2
λ

(‖x‖2

ε

)
λ

(‖x‖2 + ‖y‖2

6ε

)
,

for all (x, y) ∈ Ũ . Obviouslyg equalsf outside the closed setϕ−1
(
B(0;

√
6ε)
)
,

so thatg is indeed smooth; moreover, sinceλ is non negative, we haveg ≤ f
everywhere. We now observe thatf equalsg outsidef ε since for(x, y) ∈ U \ f ε
we have‖x‖2 > ε. It follows thatf ε = gε.

Let us now prove that[−ε, ε] is a non critical interval forg. Observe first thatf
equalsg on a neighborhood ofM \U and thereforef andg have the same critical
points outsideU ; sincep ∈ U is the unique critical point off in f−1

(
[−ε, ε]

)
,

we conclude that the critical points ofg in g−1
(
[−ε, ε]

)
must be insideU . The

differential ofg in U is easily computed2 as:

(2.5.3) d
(
g ◦ ϕ−1

)
(x, y) =

(
δ1(x, y)〈x, ·〉, δ2(x, y)〈y, ·〉

)
,

for all (x, y) ∈ Ũ , whereδ1 andδ2 are given by:

δ1(x, y) = 2−3λ′
(‖x‖2

ε

)
λ

(‖x‖2 + ‖y‖2

6ε

)
− 1

2
λ

(‖x‖2

ε

)
λ′
(‖x‖2 + ‖y‖2

6ε

)
,

δ2(x, y) = −2 − 1

2
λ

(‖x‖2

ε

)
λ′
(‖x‖2 + ‖y‖2

6ε

)
.

Sinceλ ≥ 0 and−3 ≤ λ′ ≤ 0, it is easily seen thatδ1 ≥ 2 andδ2 ≤ −1
2 ; this

implies that the only critical point ofg in U is p. However,g(p) = −3ε
2 and[−ε, ε]

is a non critical interval forg.
To prove the last item of our scheme, we start by observing that

(2.5.4) g−ε = f−ε ∪ ϕ−1(Q̂),

whereQ̂ ⊂ B
(
0,
√

3ε
)
⊂ Ũ ⊂ TpM is defined by:

Q̂ =
{
(x, y) ∈ H+ ×H− : ‖x‖2 ≤ ε

2
, ‖y‖2 ≤ ‖x‖2 + ε

}

∪
{

(x, y) ∈ H+ ×H− :
ε

2
≤ ‖x‖2 ≤ ε, τ

(
‖x‖
)
≤ ‖y‖2 ≤ ‖x‖2 + ε

}
,

andτ :
[√

ε
2 ,
√
ε
]
→ R is defined by:

τ(t) = t2 + ε
[
1 − 3

2
λ
(t2
ε

)]
.

The verification of the equality (2.5.4) requires a number ofelementary arguments
among which we single out the following:

• sinceQ̂ ⊂ B
(
0,
√

3ε
)
, the quantityλ

(‖x‖2+‖y‖2

6ε

)
appearing in the defi-

nition of g is equal to1 when(x, y) ∈ Q̂;

2We identifyTpM∗ with H∗
+ ⊕H∗

−.



148 2. MORSE THEORY ON COMPACT MANIFOLDS

• the setg−ε \ f−ε is contained inU ;
• for (x, y) ∈ Ũ , if ϕ−1(x, y) is in g−ε\f−ε then‖x‖2 < ε and‖y‖2 < 2ε,

so that againλ
(‖x‖2+‖y‖2

6ε

)
is equal to1.

To complete the proof of Proposition 2.5.1 we now must exhibit a homeomor-
phismĥ : Q̂→ B

ν × B
n−ν

such that:

ĥ−1
(
Sν−1 × B

n−ν) ⊂
{
(x, y) ∈ H+ ×H− : ‖x‖2 − ‖y‖2 ≤ −ε

}
.

The homeomorphism̂h is defined with the help of the following:

2.5.2. LEMMA . Given subsetsQ1, Q2 ⊂ [0,+∞[2 and normed real vector
spacesH+, H− set

Q̂i =
{
(x, y) ∈ H+ ×H− :

(
‖x‖, ‖y‖

)
∈ Qi

}
,

for i = 1, 2. Assume thath : Q1 → Q2 is a homeomorphism satisfying the
following conditions:

(1) for i = 1, 2, the map
{
(u1, u2) ∈ Q1 : ui 6= 0

}
∋ u 7−→ hi(u)

ui
∈ R

admits a continuous extension to a maphi : Q1 → R, whereh =
(h1, h2);

(2) for i = 1, 2, the map
{
(v1, v2) ∈ Q2 : vi 6= 0

}
∋ v 7−→ ki(v)

vi
∈ R

admits a continuous extension to a mapki : Q2 → R, wherek = (k1, k2)
andk = h−1 : Q2 → Q1.

Then the map:

ĥ : Q̂1 ∋ (x, y) 7−→
(
h1(‖x‖, ‖y‖)x, h2(‖x‖, ‖y‖)y

)
∈ Q̂2

is a homeomorphism.

PROOF. Observe that the map:

k̂ : Q̂2 ∋ (z,w) 7−→
(
k1(‖z‖, ‖w‖)z, k2(‖z‖, ‖w‖)w

)
∈ Q̂1

is the continuous inverse ofĥ. �

Finally, we define the homeomorphismh:

2.5.3. LEMMA . Consider the regionQ1 ⊂ [0,+∞[2 given by:

Q1 =
{

(u1, u2) ∈ [0,+∞[2 : u2
1 ≤ ε

2
, u2

2 ≤ u2
1 + ε

}

∪
{
(u1, u2) ∈ [0,+∞[2 :

ε

2
≤ u2

1 ≤ ε, τ(u1) ≤ u2
2 ≤ u2

1 + ε
}
,

and the unit squareQ2 = [0, 1]2. There exists a homeomorphismh : Q1 → Q2

satisfying conditions(1) and (2) in the statement of Lemma 2.5.2 and mapping the
graph of

[
0,
√
ε
]
∋ u1 7→

√
u2

1 + ε to the upper side[0, 1] × {1} ofQ2.
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x

y

R
2

R4

R R31

FIGURE 7. The regionsR1, R2, R3, R4

PROOF. Consider the regions (see figure 7):

R1 =
[
0,
√

ε
8

]
×
[
0,

√
ε

2

]
,

R2 =
{

(u1, u2) ∈ [0,+∞[2 : u2
1 ≤ ε

8
,
ε

4
≤ u2

2 ≤ u2
1 + ε

}
,

R3 =
{

(u1, u2) ∈ [0,+∞[2 : u2
2 ≤ ε

4
,
ε

8
≤ u2

1 ≤ σ(u2)
2
}
,

R4 =
{

(u1, u2) ∈ [0,+∞[2 :
ε

8
≤ u2

1 ≤ σ
(√ε

2

)2
,
ε

4
≤ u2

2 ≤ u2
1 + ε

}

∪
{

(u1, u2) ∈ [0,+∞[2 : σ
(√ε

2

)2 ≤ u2
1 ≤ ε, τ(u1) ≤ u2

2 ≤ u2
1 + ε

}
,

whereσ :
[
0,
√

2ε
]
→
[√

ε
2 ,
√
ε
]

is the inverse of
√
τ :
[√

ε
2 ,
√
ε
]
→
[
0,
√

2ε
]
;

observe thatQ1 = R1 ∪R2 ∪R3 ∪R4.
We will construct a homeomorphismh from the regionQ1 to the rectangle

Q′
2 =

[
0, σ
(√ε

2

)]
×
[
0, 3

√
ε√
8

]
satisfying conditions (1) and (2) in the statement of

Lemma 2.5.2 and mapping the graph of
[
0,
√
ε
]
∋ u1 7→

√
u2

1 + ε to the upper
side ofQ′

2. The desired homeomorphism fromQ1 toQ2 is obtained by composing

h with the map(u1, u2) 7→
(
σ
(√ε

2

)−1
u1,

√
8

3
√
ε
u2

)
.

The homeomorphismh will be defined by describing its restriction to each
regionRi.

• h|R1 is the identity.

• h|R2 : R2 →
[
0,
√

ε
8

]
×
[√ε

2 ,
3
√
ε√
8

]
is the homeomorphism

(u1, u2) 7−→
(
u1, h2(u1, u2)

)
,

whereh2(u1, ·) is an increasing affine map for allu1.
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• h|R3 : R3 →
[√

ε
8 , σ
(√ε

2

)]
×
[
0,

√
ε

2

]
is the homeomorphism

(u1, u2) 7−→
(
h1(u1, u2), u2

)
,

whereh1(·, u2) is an increasing affine map for allu2.

• h|R4 : R4 →
[√

ε
8 , σ
(√ε

2

)]
×
[√ε

2 ,
√
ε
]

is a homeomorphism that equals

the identity on the left and bottom sides of the rectangle
[√

ε
8 , σ
(√ε

2

)]
×[√ε

2 ,
√
ε
]

and that maps the graph of
[√

ε
8 ,
√
ε
]
∋ u1 7→

√
u2

1 + ε to the

upper side of
[√

ε
8 , σ
(√ε

2

)]
×
[√ε

2 ,
√
ε
]
. For a explicit construction of

such homeomorphism see Exercise 2.28.

It is easy to see thath is well-defined and that it is a homeomorphism fromQ1 to
Q′

2 that maps the graph of
[
0,
√
ε
]
∋ u1 7→

√
u2

1 + ε to the upper side ofQ′
2. For

conditions (1) and (2), observe thathi(u1,u2)
ui

equals1 near the axisui = 0 and that

also ki(v1,v2)
vi

equals1 near the axisvi = 0 for i = 1, 2. �

2.5.4. LEMMA . Letα :
∑r

i=1 S
νi−1 × B

µi → Y be a continuous map, where
Y is a topological space andνi, µi, i = 1, . . . , r, are non negative integers. Let
α̃ be the restriction ofα to

∑r
i=1 S

νi−1, where we identifyB
νi with the subspace

B
νi ×{0} of B

νi ×B
µi . Then

(∑r
i=1 B

νi
)
∪α̃ Y is a strong deformation retract

of
(∑r

i=1 B
νi × B

µi
)
∪α Y .

PROOF. Set:

X =

r∑

i=1

B
νi × B

µi , A =

r∑

i=1

Sνi−1 × B
µi ,

X ′ =

r∑

i=1

(
B
νi × {0}

)
∪
(
Sνi−1 × B

µi
)
,

A′ =
r∑

i=1

Sνi−1 ×
(
B
µi \ {0}

)
,

so thatX ′ \A′ =
∑r

i=1 B
νi ,A \A′ =

∑r
i=1 S

νi−1 andα̃ = α|(A\A′). It is easy to
see thatX ′ is a strong deformation retract ofX (see Exercise 2.29). It follows from
Exercise 1.111 thatX ′ ∪α Y is a strong deformation retract ofX ∪α Y ; finally,
Exercise 1.112 implies thatX ′ ∪α Y = (X ′ \ A′) ∪α|(A\A′)

Y . �

2.5.5. THEOREM. LetM be a compact differentiable manifold andf : M →
R a smooth Morse function. ThenM has the same homotopy type of a (finite) CW-
complexY such that for everyν = 0, 1, . . . ,dim(M), the number of openν-cells
of Y equals the number of critical points off having Morse indexν.

PROOF. Sincef is a Morse function andM is compact, the number of critical
points (and hence of critical values) off is finite (see Corollary 2.1.6). Denote by
c1 < c2 < · · · < cp the critical values off ; chooseb0 < c1, bp > cp and for every
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i = 1, . . . , p− 1 chooseai, bi ∈ R with ci < ai < bi < ci+1. Clearly,f b0 = ∅ and
f bp = M .

We will construct inductively a sequence of homotopy equivalenceshi : f bi →
Yi, i = 0, 1, . . . , p, whereYi is a CW-complex and for eachi = 0, 1, . . . , p− 1 we
have:

• Yi is a subcomplex ofYi+1;
• for every integerν ≥ 0, the number ofν-cells ofYi+1 not in Yi equals

the number of critical points off at the levelci+1 having Morse indexν;
• hi+1 coincides withhi onfai .

After such construction we will have a homotopy equivalencehp from f bp = M to
the CW-complexY = Yp which has the desired number of cells on each dimension.

For i = 0 we havef b0 = ∅ and there is nothing to do. Now assume that
for somei = 0, . . . , p − 1 the homotopy equivalencehi : f bi → Yi has been
constructed. Assume thatf hasr critical points at the levelci+1 whose Morse
indexes are denoted by(νi)ri=1; setµi = dim(M) − νi. Sinceci+1 is the unique
critical value off on [bi, bi+1], Proposition 2.5.1 gives us a homeomorphism:

(2.5.5) f bi+1 −→
(

r∑

j=1

B
νj × B

µj

)
∪α f bi ,

that fixes the points offai , whereα :
∑r

i=1 S
νi−1 × B

µi → f bi is a continuous
map. By Lemma 2.5.4, we have a strong deformation retraction:

(2.5.6)

(
r∑

j=1

B
νj × B

µj

)
∪α f bi −→

(
r∑

j=1

B
νj

)
∪α̃ f bi ,

whereB
νj is identified withB

νj × {0} ⊂ B
νj ×B

µj andα̃ is the restriction ofα
to
∑r

j=1 S
νj−1. By Exercise 1.117, we have a homeomorphism:

(2.5.7)

(
r∑

j=1

B
νj

)
∪α̃ f bi −→ Cα̃,

that fixes the points off bi , whereCα̃ denotes the cone of the map

α̃ :
r∑

j=1

Sνj−1 −→ f bi .

Using Corollary 1.14.25, we obtain a homotopy equivalence:

(2.5.8) Cα̃ −→ Chi◦α̃,

that extendshi : f bi → Yi. Applying Proposition 1.15.20 to the restriction ofhi◦α̃
to each sphereSνj−1, we obtain a continuous mapk :

∑r
j=1 S

νj−1 → Yi that is
homotopic tohi ◦ α̃ and such thatk

(
Sνj−1

)
is contained in the(νj − 1)-skeleton

Y
νj−1
i of the CW-complexYi. Now Corollary 1.14.23 gives us a homotopy equiv-

alence:

(2.5.9) Chi◦α̃ −→ Ck,
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that fixes the points ofYi. Again by Exercise 1.117 we have a homeomorphism:

(2.5.10) Ck −→
(

r∑

j=1

B
νj

)
∪k Yi,

that fixes the points ofYi. By Proposition 1.15.14 the topological space:

Yi+1 =

(
r∑

j=1

B
νj

)
∪k Yi,

can be endowed with the structure of a CW-complex havingYi as a subcomplex
and the open ballsBνj , j = 1, . . . , r, as open cells. To complete the induction step
and the proof of the theorem, now takehi+1 to be the composition of the homotopy
equivalences (2.5.5)—(2.5.10). �

NEW PROOF OFCOROLLARY 2.4.5. By Theorem 2.5.5,M has the same ho-
motopy type (and hence the same homology) of a CW-complexY havingµk open
cells of dimensionk for everyk ≥ 0. But the singular homology ofY with coeffi-
cients inK is isomorphic to the homology of the cellular complexD(Y ; K) of Y ,
which is a nonnegative chain complex ofK-vector spaces whosek-th chain space
has the dimension equal to the number ofk-th dimensional open cells ofY . The
conclusion follows from Lemma??. �

2.6. The Morse–Witten Complex

2.6.1. DEFINITION. Given a critical pointp ∈ M of f then thestableand the
unstable manifoldof p are defined respectively by:

Ws(p, f) =
{
x ∈M : lim

t→+∞
t · x = p

}
,

Wu(p, f) =
{
x ∈M : lim

t→−∞
t · x = p

}
.

Whenf is fixed by the context, we will write simplyWs(p) andWu(p).

The concepts of stable and unstable manifolds are standard in the theory of
dynamical systems (see [?]). More generally, one can define the stable and unstable
manifolds forhyperbolic singularitiesof an arbitrary vector field. In Appendix B
we present a summary of the basic concepts of such theory, as well as the proof of
the following:

2.6.2. THEOREM. Let f : M → R be a smooth function on a Riemannian
manifold(M,g) and letp ∈ M be a nondegenerate critical point off . Then the
stable and the unstable manifold ofp are connected embedded submanifolds ofM ,
whose dimensions are respectively equal to the coindex and the index ofHessfp.
The tangent spacesTpWs(p) andTpWu(p) are given respectively by the positive
and the negative eigenspaces ofHessfp. �

Obviously ifx belongs to the stable (resp., the unstable) manifold of a critical
pointp thent ·x also belongs to the stable (resp., the unstable) manifold ofp. Thus
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Ws(p) andWu(p) are unions of flow lines of−∇f . In particular, forx ∈ Ws(p)
we have:

(2.6.1) −∇f(x) =
d

dt
t · x

∣∣∣
t=0

∈ TxWs(p),

for all x ∈ Ws(p) and similarly−∇f(x) ∈ TxWu(p), for all x ∈ Wu(p). Ob-
viously, the unique critical point off in Ws(p) or in Wu(p) is p itself. Sincef
is strictly decreasing along the nonconstant flow lines of−∇f , it follows that p
is a strict global maximum off |Wu(p) and a strict global minimum off |Ws(p). In
particular,Ws(p) ∩Wu(p) = {p}.

Given two critical pointsp, q ∈M , we will be interested in the set of flow lines
going fromp to q, i.e., the flow lines contained inWu(p) ∩Ws(q). We have the
following:

2.6.3. LEMMA . Let p, q ∈ M be critical points off and assume thatWu(p)
andWs(q) are transversal and nondisjoint. Then the intersectionWu(p) ∩Ws(q)
is an embedded submanifold ofM having dimensionµ(p) − µ(q). Moreover, for
anyx ∈Wu(p) ∩Ws(q) we have:

(2.6.2) Tx
(
Wu(p) ∩Ws(q)

)
= TxWu(p) ∩ TxWs(q);

in particular (see(2.6.1)), ∇f(x) ∈ Tx
(
Wu(p) ∩Ws(q)

)
.

PROOF. The intersection of embedded transversal submanifolds isan embed-
ded submanifold; moreover, the tangent space of the intersection is equal to the
intersection of the tangent spaces, which proves (2.6.2). As for the dimension of
Wu(p) ∩Ws(q) we compute:

dim
(
Wu(p) ∩Ws(q)

)
= dim

(
Wu(p)

)
+ dim

(
Ws(q)

)
− dim(M)

= µ(p) + dim(M) − µ(q) − dim(M) = µ(p) − µ(q). �

2.6.4. COROLLARY. Let p, q ∈ M be distinct critical points off and assume
thatWu(p) andWs(q) are transversal and nondisjoint. Thenµ(p) > µ(q).

PROOF. Sincep 6= q, there must exist a regular pointx of f inWu(p)∩Ws(q),
so that0 6= ∇f(x) ∈ Tx

(
Wu(p) ∩Ws(q)

)
. Then:

µ(p) − µ(q) = dim
(
Wu(p) ∩Ws(q)

)
≥ 1. �

2.6.5. COROLLARY. Let p, q ∈ M be critical points off such thatWu(p)
andWs(q) are transversal and leta ∈ R be a regular value off such that the
intersectionWu(p)∩Ws(q)∩f−1(a) is nonempty. ThenWu(p)∩Ws(q)∩f−1(a)
is an embedded submanifold ofM having dimensionµ(p) − µ(q) − 1. Its tangent
space is given by:

Tx
(
Wu(p) ∩Ws(q) ∩ f−1(a)

)
= TxWu(p) ∩ TxWs(q) ∩∇f(x)⊥,

for all x ∈Wu(p) ∩Ws(q) ∩ f−1(a).



154 2. MORSE THEORY ON COMPACT MANIFOLDS

PROOF. SinceTxf−1(a) = ∇f(x)⊥ and∇f(x) is tangent toWu(p)∩Ws(q),
we have thatWu(p) ∩ Ws(q) and f−1(a) are transversal. The conclusion fol-
lows (as in the proof of Lemma 2.6.3) from general facts aboutthe intersection of
transversal submanifolds. �

2.6.6. DEFINITION. Givenk ∈ Z, we say thatf : (M,g) → R satisfies the
Morse–Smale condition of orderk if for every pair of critical pointsp, q ∈ M
with µ(p) − µ(q) ≤ k, the unstable manifold ofp and the stable manifold ofq
are transversal. Iff : (M,g) → R satisfies the Morse–Smale condition for all
k ∈ Z (i.e., if Wu(p) andWs(q) are transversal for everyp, q ∈ Critf ) then we
say simply thatf satisfies the Morse–Smale condition.

The following lemma is just a restatement of Corollary 2.6.4.

2.6.7. LEMMA . Assume thatf : (M,g) → R satisfies the Morse–Smale condi-
tion of order zero. Then the Morse index decreases strictly when one goes through
a flow line of−∇f , i.e., ifp, q ∈M are critical points off such that there exists a
flow line of−∇f going fromp to q thenµ(p) > µ(q). �

We now consider fixed a Morse functionf : M → R on a compact Riemann-
ian manifold(M,g) satisfying the Morse–Smale condition of order1. Our goal
is to associate a chain complexC to f (or, more precisely, to∇f ) which can be
roughly described as follows. For everyk ≥ 0 we defineCk to be the free abelian
group spanned by the set of critical points off having Morse index equal tok;
for k < 0 we setCk = 0. Now, if p, q ∈ M are critical points withµ(p) = k
andµ(q) = k − 1, we have to define the coefficient forq in the expression for
the boundary ofp in C. Sinceµ(p) − µ(q) = 1, by Lemma 2.6.3, the manifold
Wu(p) ∩Ws(q) of flow lines going fromp to q is one-dimensional, i.e., the flow
lines going fromp to q are isolated (see Exercise 2.34). We will prove that the
number of flow lines going fromp to q is indeed finite. The coefficient forq in the
expression for the boundary ofp in C will then be given by an algebraic count of
the number of flow lines going fromp to q.

Before giving the details of the construction, we need some technical lemmas.

2.6.8. LEMMA . Letp ∈ Critf . If x is in the closure ofWs(p) thent · x is also
in the closure ofWs(p) for all t ∈ [−∞,+∞]. In particular, by the continuity of
f , we havef(t · x) ≥ f(p), for all t ∈ [−∞,+∞].

PROOF. Given t ∈ R, we haveFt
(
Ws(p)

)
⊂ Ws(p); this implies, by the

continuity ofFt, thatFt
(
Ws(p)

)
⊂Ws(p). Thusx ∈Ws(p) impliest · x ∈Ws(p)

for all t ∈ R and hence alsot · x ∈Ws(p) for t = ±∞. �

2.6.9. LEMMA . Let p ∈ Critf and setf(p) = c. Then the intersection of the
closure ofWs(p) with the levelf−1(c) contains onlyp, i.e.,Ws(p)∩f−1(c) = {p}.

PROOF. Choosex ∈ Ws(p) with f(x) = c and let us show thatx = p.
First, by Lemma 2.6.8, we havef(t · x) ≥ c for all t ∈ [−∞,+∞]. On the
other hand,f(t · x) ≤ f(x) = c for t ≥ 0, so f(t · x) = c for t ≥ 0 and
x must be a critical point off . Thus+∞ · x = x and by Lemma 2.3.5, the
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restriction ofF to (f ◦F )−1
(
[c,+∞[

)
is continuous at the point(+∞, x). ButF

is constant and equal top in {+∞} ×Ws(p) and{+∞} ×Ws(p) is contained in
(f ◦ F )−1

(
[c,+∞[

)
, so it must beF (+∞, x) = p, i.e.,x = p. �

2.6.10. LEMMA . Given distinct critical pointsp, q ∈ Critf thenq is in the
closure ofWs(p) if and only if there existsx ∈ Wu(q), x 6= q, which is in the
closure ofWs(p).

PROOF. If there existsx ∈ Wu(q) with x ∈ Ws(p) thenq = −∞ · x is in
Ws(p), by Lemma 2.6.8. Conversely, assume thatq ∈ Ws(p). If there were no
point x ∈ Wu(q) \ {q} in the closure ofWs(p) thenZ = M \ Ws(p) would
be an open set inM containingWu(q) \ {q}. By Lemma B.22, there exists a
neighborhoodV of q with the following property; fory ∈ V , eithery ∈ Ws(q) or
t · y ∈ Z for somet > 0. Sinceq ∈ Ws(p), we can findy ∈ V ∩Ws(p) and since
p 6= q, it cannot bey ∈ Ws(q). Thus, there must existt > 0 with t · y ∈ Z. But
this contradicts the fact thatt · y ∈Ws(p). �

2.6.11. DEFINITION. A broken flow lineis a sequenceγ = (γ1, . . . , γk) of
flow linesγi : R →M of −∇f such thatlimt→+∞ γi(t) = limt→−∞ γi+1(t), for
i = 1, . . . , k − 1. We say thatk is thenumber of stepsof γ or thatγ is ak-step
broken flow line. If p = limt→−∞ γ1(t) andq = limt→+∞ γk(t) then we say that
γ is a (k-step) broken flow linefromp to q. If p = q we also say that there exists a
0-step broken flow line fromp to q.

Given distinct critical pointsp, q ∈ Critf then obviouslyWu(p) ∩Ws(q) 6= ∅
if and only if there exists a1-step broken flow line fromp to q.

2.6.12. LEMMA . Let p ∈ Critf . If x ∈ Ws(p) then there exists a broken flow
line from+∞ · x to p.

PROOF. Setq1 = +∞ · x ∈ Critf . By Lemma 2.6.8,q1 ∈ Ws(p). If q1 = p,
we are done. Otherwise, by Lemma 2.6.10, we can findx1 ∈ Wu(q1), x1 6= q1,
with x1 ∈ Ws(p). Now setq2 = +∞ · x1 ∈ Critf . Observe that there exists a
flow line of −∇f from q1 to q2 andf(q2) < f(q1). Moreover,q2 ∈ Ws(p), by
Lemma 2.6.8. Ifq2 = p, we are done. Otherwise, we can continue this process
inductively until someqn = p; otherwise, we would obtain a sequence(qn)n≥1

of critical points withf(q1) > f(q2) > · · · , which contradicts the fact thatf has
only a finite number of critical points. �

2.6.13. LEMMA . Let p ∈ Critf and setf(p) = c. If a < c is such that there
are no critical values off on [a, c[ then every nonconstant flow line contained in
Wu(p) intersects the levelf−1(a), i.e., for everyx ∈ Wu(p) \ {p} there exists
t ∈ R with f(t · x) = a.

PROOF. Choosex ∈ Wu(p), x 6= p. Thenf(x) < c. If f(x) ≤ a, then, since
f(t · x) → c > a ast → −∞, there existst ≤ 0 with f(t · x) = a. Now assume
that f(x) > a. It suffices to show thatf(t · x) ≤ a for somet ≥ 0. If we had
f(t · x) > a for all t ≥ 0 theny = +∞ · x would be a critical point off with
a ≤ f(y) < c, which is a contradiction. �
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2.6.14. LEMMA . Assume thatf : (M,g) → R satisfies the Morse–Smale
condition of order1. Then, givenp, q ∈ Critf with µ(p) − µ(q) = 1, there exists
only a finite number of flow lines of−∇f from p to q.

PROOF. Choosea < f(p) such that there are no critical values off on the
interval [a, f(p)[. Then, by Lemma 2.6.13, every nonconstant flow line of−∇f
contained inWu(p) intersectsf−1(a) (precisely once), so there exists bijection
between the set of nonconstant flow lines of−∇f contained inWu(p) andWu(p)∩
f−1(a). Thus, there exists a bijection between the set of flow lines of −∇f from
p to q andWu(p) ∩ Ws(q) ∩ f−1(a). We have to prove thatWu(p) ∩Ws(q) ∩
f−1(a) is finite. By Corollary 2.6.5,Wu(p)∩Ws(q)∩f−1(a) is a zero-dimensional
embedded submanifold ofM , i.e., it is a discrete subset ofM . �

2.6.15. DEFINITION. A smooth mapf : M → R is said to beself-indexingif
for every critical pointp ∈M of f , we havef(p) = µ(p).

2.6.16. PROPOSITION. If f : M → R is a self-indexing Morse function on
a compact Riemannian manifold(M,g) then the sublevels(fk)k≥0 of f form a
cellular filtration ofM whose corresponding cellular complex is isomorphic to the
Morse–Witten complex off .

2.6.17. PROPOSITION. Letf : M → R be a smooth Morse function on a com-
pact Riemannian manifold(M,g) satisfying the Morse–Smale condition of order
zero. Then there exists a self-indexing Morse functionf̃ : M → R and a Rie-
mannian metric̃g onM such that the gradient off with respect tog is equal to the
gradient off̃ with respect tõg.

2.6.18. LEMMA . Letf : M → R be a smooth function on a compact Riemann-
ian manifold(M,g). Let a < b be noncritical levels off such thatf−1

(
[a, b]

)

contains precisely two critical pointsp, q ∈ M of f . Assume thatp and q are
nondegenerate and that there are no flow lines of−∇f connectingp andq. Then,
givenc1, c2 ∈ R, there exists a smooth functioñf : M → R and a Riemannian
metric g̃ onM such that:

• f andg are respectively equal tõf andg̃ outsidef−1
(
[a+ ε, b− ε]

)
, for

someε > 0;
• f−1

(
[a, b]

)
= f̃−1

(
[a, b]

)
;

• the gradient off with respect tog is equal to the gradient of̃f with
respect tõg;

• f̃(p) = c1, f̃(q) = c2.

Exercises for Chapter 2

Calculus on manifolds: basic terminology.

EXERCISE 2.1. LetV be a finite dimensional real vector space and letq :
Lin(V ) → Lin(V ) be defined byq(T ) = T 2. Show that the differential ofq is
given by:

dq(T ) ·H = T ◦H +H ◦ T ;
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conclude thatq restricts to a diffeomorphism between open neighborhoods of the
identity.

EXERCISE 2.2. Show that every differentiable manifold admits a Riemannian
metric. More generally, given a vector bundleE over a differentiable manifoldM ,
an open subsetA ⊂ E whose intersection with every fiber ofE is convex and non
empty, show thatE admits a global smooth section whose image is contained in
A (hint: use partitions of unity). Obtain the existence of a Riemannian metric on
M as a consequence of this more general result (hint: let E be the subbundle of
TM∗ ⊗ TM∗ consisting of symmetric bilinear forms and letA be the subset ofE
consisting of positive definite forms). Where does the argument fail in the case of
Lorentzian metrics?

EXERCISE2.3. LetE be a fiber bundle over a differentiable manifoldM with
projectionπ : E → M . Assume thatf : N → M is a smooth map defined on
another differentiable manifoldN . The pull-back of the fiber bundleE by f is
defined by:

f∗E =
⋃

x∈N
{x} × Ef(x);

we have a canonical map̂π : f∗E → N that sends{x} × Ef(x) to x ∈ N . If
α : E|U → U × E0 is a trivialization ofE then we define a trivialization:

α̂ : π̂−1
(
f−1(U)

)
−→ f−1(U) × E0

of f∗E by setting:
α̂(x, e) =

(
x, αf(x)(e)

)
,

for all (x, e) ∈ π̂−1
(
f−1(U)

)
(so thatx ∈ f−1(U) ande ∈ Ef(x)). Show that:

• f∗E is a fiber bundle overN ;
• the mapF : f∗E → E defined byF (x, e) = e is smooth and the diagram:

f∗E F //

π̂
��

E
π

��
N

f
// M

commutes;
• given a smooth maps : N → E with π ◦ s = f show that there exists a

unique smooth section̂s : N → f∗E of f∗E for which the diagram:

f∗E F // E
π

��
N

ŝ

OO

f
//

s

=={{{{{{{{{
M

commutes;
• if N ⊂ M is a submanifold andf : N → M is the inclusion thenf∗E

can be naturally identified with the restrictionE|N ;
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• if E has the structure of a vector bundle then so doesf∗E (more precisely,
if α is fiber-linear then alsôα is).

EXERCISE 2.4. LetE1, E2 be vector bundles over a differentiable manifold
M . A mapT : E1 → E2 is called avector bundle morphismif for everyx ∈ M ,
T maps(E1)x linearly into(E2)x, i.e.:

T
[
(E1)x

]
⊂ (E2)x, for all x ∈M,

and

T |(E1)x
: (E1)x −→ (E2)x is linear, for allx ∈M.

Show that ifT : E1 → E2 is a smooth bijective vector bundle morphism then
T−1 : E2 → E1 is also a smooth vector bundle morphism; we then say that
T is a vector bundle isomorphism(hint: to prove thatT−1 is smooth, use local
trivializations and the inverse function theorem).

EXERCISE 2.5. LetE1, E2 be vector bundles over a differentiable manifold
M and letT : E1 → E2 be a smooth vector bundle morphism such that the
rank of Tx : (E1)x → (E2)x is independent ofx ∈ M . Show thatKer(T ) =⋃
x∈M Ker(Tx) is a vector subbundle ofE1 and Im(T ) =

⋃
x∈M Im(Tx) is a

vector subbundle ofE2.

EXERCISE 2.6. If E is a vector bundle over a differentiable manifoldM and
E′ is a vector subbundle ofE, show thatE′ is closed inE.

EXERCISE 2.7. LetE be a vector bundle over a differentiable manifoldM
with projectionπ : E → M . For everye ∈ E, the vertical spaceVereE may
be identified with the fiberEx containingx (as usual, one can identify the tan-
gent space to a vector space with the vector space it self). Use the identification
VereE ∼= Ex to construct an isomorphism of vector bundles fromVerE to the
pull-backπ∗E.

EXERCISE 2.8. LetE be a vector bundle over a differentiable manifoldM
with projectionπ. Given horizontal spacesHorieE, i = 1, 2, 3 at a pointe ∈ E,
show that:

Comp
(
Hor1e E,Hor1

e E
)

= 0,

Comp
(
Hor1e E,Hor2

e E
)

= −Comp
(
Hor2e E,Hor1

e E
)
,

Comp
(
Hor1e E,Hor3

e E
)

= Comp
(
Hor1e E,Hor2

e E
)
+

+ Comp
(
Hor2

e E,Hor3
e E
)
;

conclude that affine compatibility is an equivalence relation on the set of all hori-
zontal bundles ofE.

EXERCISE 2.9. LetE be a vector bundle over a differentiable manifoldM
and letf : N → M be a smooth map defined in another differentiable manifold
N . Assume thatHorE is a connection onE and consider the mapF : f∗E → E
defined in Exercise 2.3. For every(x, e) ∈ f∗E, set:

(2.6.3) Hor(x,e)(f
∗E) = dF−1

(x,e)(HoreE);
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show that (2.6.3) defines a connection onf∗E. This is called thepull-back of
the connectionHorE by the mapf . Denoting byf∗∇ the covariant derivative
operator of (2.6.3), show that for everyŝ ∈ Γ(f∗E) and everyv ∈ TM we have:

(f∗∇)v ŝ = ∇f
vs,

wheres = F ◦ ŝ.
EXERCISE 2.10. Given vector bundlesE1, E2 over a differentiable manifold

M , define a natural vector bundle structure on the set:

E1 ⊗ E2 =
⋃

x∈M
(E1)x ⊗ (E2)x.

Given connection∇1 and∇2 in E1 andE2 respectively, show that:

∇V (s1 ⊗ s2) =
(
∇V s1

)
⊗ s2 + s1 ⊗

(
∇V s2

)
,

s1 ∈ Γ(E1), s2 ∈ Γ(E2), V ∈ Γ(TM),

defines a connection onE1 ⊗ E2. If E is a vector bundle overM define also a
natural vector structure on the set:

E∗ =
⋃

x∈M
(Ex)

∗;

if ∇ is a connection onE, show that the formula:
(
∇∗
V s
)
(s′) = V

(
s · s′

)
− s
(
∇V s

′), s ∈ Γ(E∗), s′ ∈ Γ(E), V ∈ Γ(TM),

defines a connection onE∗.

EXERCISE2.11. LetM be ann-dimensional differentiable manifold andD ⊂
M a subset. We callD a domain with smooth boundary(or a submanifold with
boundary of codimension zero) if for every x ∈ D ∩ ∂D there exists a chartϕ :

U → Ũ ofM with x ∈ U andϕ(U ∩D) = Ũ ∩H
n (by ∂D we mean the boundary

of D as a subset of the topological spaceM ). Show that:

• if D is a domain with smooth boundary inM thenD is a topological
manifold with boundary (in the sense of Exercise 1.63), whose interior
points coincide with the interior points ofD as a subset of the topological
spaceM .

• If f : M → R is a smooth map anda ∈ R is a regular value forf ,
show thatfa = f−1

(
]−∞, a]

)
is a domain with smooth boundary inM

whose boundary isf−1(a).
• If f : M → R is a smooth map anda, b ∈ R are regular values off with
a < b, show thatf−1

(
[a, b]

)
is a domain with smooth boundary inM

whose boundary isf−1(a) ∪ f−1(b).

EXERCISE2.12. A smooth mapf : M → N between differentiable manifolds
M , N is said to betransversalto a submanifoldP ⊂ N if for everyx ∈ f−1(P )
the (not necessarily direct) sumIm(dfx) + Tf(x)P equals the whole tangent space
Tf(x)N . Show that iff : M → N is transversal toP ⊂ N thenf−1(P ) is a
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submanifold ofM whose codimension inM equals the codimension ofP in N ;
show thatTxf−1(P ) = df−1

x (Tf(x)P ) for everyx ∈ f−1(P ).

EXERCISE 2.13 (transversality theorem). Letf : U ⊂ M × N → P be a
smooth map, whereU ⊂M×N is open andM ,N ,P are differentiable manifolds.
For everyy ∈ N , consider the mapfy : Uy ⊂ M → P defined byfy = f(x, y),
whereUy =

{
x ∈ M : (x, y) ∈ U

}
. Show that iff is transversal toP then

fy is transversal toP for almost everyy ∈ N (hint: apply Sard’s theorem to the
restriction of the projectionM ×N → N to the submanifoldf−1(P ) ⊂ U ).

EXERCISE2.14. LetX, Y be topological spaces. A mapf : X → Y is called
a covering mapif every y ∈ Y admits an open neighborhoodV ⊂ Y such that
f−1(V ) can be written as a disjoint unionf−1(V ) =

⋃
i∈I Ui where eachUi is

open inX andf mapsUi homeomorphicallyontoV . Show that:

(a) every covering map is a local homeomorphism.
(b) If Y is connected andf : X → Y is a covering map then the cardinality

of f−1(y) is independent ofy ∈ Y . In particular, ifY is connected and
X 6= ∅ then every covering mapf : X → Y is surjective.

(c) Assume thatX andY are Hausdorff and thatY satisfies either one of the
following:

– Y is first countable, i.e., every point has a countable fundamental
system of neighborhoods;

– Y is locally compact;
then every proper mapf : X → Y which is a local homeomorphism is a
covering map (hint: f is closed by Exercise 1.76).

EXERCISE 2.15. LetS1, S2 be finite dimensional real vector spaces and let
ω1, ω2 be volume forms forS1 andS2 respectively. SetS = S1 ⊕ S2 and denote
by π1 : S → S1, π2 : S → S2 the projections. Show thatω = (π∗1ω1) ∧ (π∗2ω2) is
a volume form onS such that if(bi)ki=1 is a basis forS1 and(b′i)

l
i=1 is a basis for

S2 then:

ω(b1, . . . , bk, b
′
1, . . . , b

′
l) = ω1(b1, . . . , bk)ω2(b

′
1, . . . , b

′
l).

We callω thedirect sumof the volume formsω1 andω2 and we writeω = ω1⊕ω2.
Prove a version of the result above for volume densities in the following sense: if
Oi is an orientation forSi, i = 1, 2, then there exists a unique orientationO1 ×O2

in S for which the concatenation of anO1-positive basis ofS1 with anO2-positive
basis ofS2 is (O1 × O2)-positive. Show that ifδi = [Oi, ωi] is a volume density
in Si, i = 1, 2, thenδ = [ω1 ⊕ω2,O1 ×O2] is a well-defined volume density inS.
We callδ thedirect sumof the volume densitiesδ1 andδ2 and we writeδ = δ1⊕δ2.

EXERCISE 2.16. LetT : V → W be a linear operator, whereV , W are
finite dimensional real vector spaces; setk = dim(KerT ), l = dim(ImT ) and
n = k + l = dim(V ). Suppose we are given volume formω1 on Ker(T ) and
a volume formω2 on Im(T ). For every subspaceW ⊂ V complementary to
KerT define a volume formω onV = Ker(T ) ⊕W and the direct sum ofω1 and
(T |W )∗ω2. Show that:
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• ω = π∗Kerω1 ∧ T ∗ω2, whereπKer : V → Ker(T ) denotes the projection
with respect to the decompositionV = Ker(T ) ⊕W ;

• ω is the pull-back ofω1 ⊕ ω2 by the isomorphismφW : V → KerT ⊕
Im(T ) defined byφW = (πKer, T );

• ω does not depend on the choice ofW (hint: given another complemen-
tary subspaceW ′, the determinant ofφW ′ ◦ φ−1

W is equal to1);

Prove a version of the result above for volume densities.

EXERCISE 2.17. LetM be a (semi-)Riemannian manifold,δ the canonical
volume density ofM andX a smooth vector field onM . Thedivergenceof X
is the scalar functiondivX : M → R defined bydivX(x) = tr∇X(x). Show
that the Lie derivativeLXδ equals(divX)δ (hint: if (Xi)

n
i=1 is a local orthonormal

frame forM andω is then-form that corresponds toδ in the orientation determined
by (Xi)

n
i=1, show thatLXω(X1, . . . ,Xn) = divX).

EXERCISE 2.18. LetM be a Riemannian manifold with boundary andX a
smooth vector field onM with compact support. Show that:

∫

M
divX dµδ =

∫

∂M
〈X,N〉dµδ′ ,

whereδ andδ′ denote the canonical volume densities ofM and∂M respectively
andN : ∂M → TM is the unit outward pointing normal vector field along∂M
(hint: apply Stoke’s theorem to the densityiXδ).

EXERCISE2.19. Show that the volume of the unit ballB
N

is given by:

vol
(
B
N)

=





πN/2(
N/2
)
!
, if N is even,

2Nπ
N−1

2

(
N − 1

2

)
!

N !
, if N is odd.

Apply Divergence’s theorem to the identity vector field ofB
N

to conclude that:

vol
(
SN−1

)
= N · vol

(
B
N)
.

EXERCISE 2.20. LetB : Rn × · · · ×Rn
︸ ︷︷ ︸

k times

→ R be ak-linear map. Thetrace

of B is the(k − 2)-linear maptrB defined by:

trB(x1, . . . , xk−2) =

m∑

i=1

B(x1, . . . , xk2 , ei, ei),

where(ei)
n
i=1 is an orthonormal basis ofRn.

(a) show that ifk is odd then:
∫

Sn−1

B
(
(x)(k)

)
dµσ(x) = 0,
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wherex(k) = (x, . . . , x︸ ︷︷ ︸
k times

) andσ denotes the canonical volume density of

Sn−1.
(b) Assume thatB is symmetric. Define a vector fieldX onRn such that:

〈X(x), v〉 = B(x, . . . , x︸ ︷︷ ︸
k − 1 times

, v),

for all x, v ∈ Rn, where〈·, ·〉 denotes the Euclidean inner product. Apply
divergence’s Theorem forX on the ballB

n
to conclude that:

∫

Sn−1

B
(
x(k)

)
dµσ(x) = (k − 1)

∫

B
n
(trB)

(
x(k−2)

)
dx.

(c) given an integrable mapφ : B
n → R, show that:

∫

B
n
φ =

∫ 1

0

(∫

Sn−1

φ(xt)tn−1 dµσ(x)

)
dt.

(d) AssumingB symmetric andk ≥ 2, show that:
∫

Sn−1

B
(
x(k)

)
dµσ(x) =

k − 1

k + n− 2

∫

Sn−1

(trB)
(
x(k−2)

)
dµσ(x).

(e) Conclude that ifk ≥ 2 is even andB is symmetric:
∫

Sn−1

B
(
x(k)

)
dµσ(x)

=

(
k − 1

k + n− 2

)(
k − 3

k + n− 4

)
· · ·
(

3

n+ 2

)
1

n

(
trk/2B

)
vol
(
Sn−1

)
.

EXERCISE 2.21. Letπ : E → M be a Riemannian vector bundle over a
differentiable manifoldM . Show that

E1 =
{
ξ ∈ E : ‖ξ‖ = 1

}

is a submanifold ofE and thatπ|E1 : E1 → M is a fiber bundle overM . If ∇ is
a connection onE for which the Riemannian structure is parallel, show that for all
ξ ∈ E1 the tangent spaceTξE1 is given by:

TξE
1 = Horξ E ⊕ ξ⊥ ⊂ Horξ E ⊕Eπ(ξ) = TξE.

EXERCISE 2.22. LetE be a vector bundle over a differentiable manifoldM
and let∇ be a connection onE. If (ξi)

k
i=1 is a local referential ofE defined in an

open subsetU of M then we definegl(k,R)-valued differential formsω andΩ on
U by setting:

ωij(v) = θi
(
∇vξj

)
,

Ωij(v,w) = θi
(
R(v,w)ξj

)
,

for i, j = 1, . . . , k, v,w ∈ TxM , x ∈ M , where(θi)
k
i=1 denotes the dual refer-

ential of(ξi)ki=1 andR denotes the curvature tensor of∇. The formsω andΩ are
called respectively theconnection formand thecurvature formof ∇ with respect
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to the referential(ξi)ki=1. We writeθ = (θi)
k
i=1 and if ξ is a section ofE we will

denote byθ(ξ) the mapU ∋ x 7→ θx(ξx) ∈ Rk which is simply the coordinate
representation ofξ in the referential(ξi)ki=1. Show that:

(a) if ξ ∈ Γ(E|U ) then the covariant derivative ofξ in a directionv ∈ TxM ,
x ∈ U , is given in coordinates by the formula:

θx
(
∇vξ

)
= v
[
θ(ξ)

]
+ ω(v) · θ(ξ),

wherev acts on theRk-valued mapθ(ξ) as a directional derivative oper-
ator andω(v) is thought of as a linear endomorphism ofRk.

(b) The following identity holds:

(2.6.4) Ωij = dωij +

k∑

r=1

ωir ∧ ωrj,

for i, j = 1, . . . , k.
(c) If a vector bundle morphismι : TM → E is given, we define thetorsion

of ∇ with respect toι as the tensorT ∈ Γ(TM∗ ⊗ TM∗ ⊗ E):

T (X,Y ) = ∇Xι(Y ) −∇Y ι(X) − ι([X,Y ]), X, Y ∈ Γ(TM).

Thetorsion formof ∇ (andι) with respect to the local referential(ξi)
k
i=1

is theRk-valued2-form Θ onU defined by:

Θi(v,w) = θi
(
T (v,w)

)
,

for i = 1, . . . , k. The following identity holds:

(2.6.5) Θi = d(θi ◦ ι) +

k∑

r=1

ωir ∧ (θr ◦ ι), i = 1, . . . , k,

whereθi ◦ ι is regarded as a1-form onU .
(d) If E is endowed with a Riemannian structure which is parallel with re-

spect to∇, show thatω andΩ take values inso(k), i.e.,ωij = −ωji and
Ωij = −Ωji for all i, j = 1, . . . , k.

Critical points and Morse functions.

EXERCISE 2.23. Letf : Ṽ → R, α : Ũ → Rn be smooth maps, wherẽV
is open inRn, Ũ is open inRm andα(Ũ) ⊂ Ṽ . Show that for everyx ∈ Ũ the
following holds:

Hess(f ◦ α)x = dα(x)∗
(
Hessfα(x)

)
+ df

(
α(x)

)
◦ Hessαx.

Conclude that iff : M → R is a smooth map on a manifoldM , x ∈ M is a point
andϕ : U ⊂ M → Ũ ⊂ Rn is a local chart withx ∈ U then the symmetric
bilinear formdϕ(x)∗

(
Hess(f ◦ ϕ−1)ϕ(x)

)
in TxM does not depend on the choice

of the chartϕ if and only if x is a critical point off .

EXERCISE2.24. Letf : M → R be a smooth map andx ∈M a critical point
of f .
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• Show that the Hessian off at x (introduced in Definition 2.1.1) equals
the symmetric bilinear formdϕ(x)∗

(
Hess(f ◦ ϕ−1)ϕ(x)

)
, given in Exer-

cise 2.23;
• Show that for any smooth curveγ in M with γ(0) = x we have

d2

dt2
(f ◦ γ)(0) = Hessfx

(
γ′(0), γ′(0)

)
.

• IdentifyM with the zero section ofTM∗ and consider the canonical de-
compositionTxTM∗ = TxM ⊕TxM

∗. Show that the second coordinate
of d(df)x : TxM → TxM ⊕ TxM

∗ is identified withHessfx.

EXERCISE 2.25. Letf : U → R be a smooth map defined on an open subset
U ⊂ Rn. Show that ifHessfx is nondegenerate for somex ∈ U then df :
U → Rn∗ is a diffeomorphism in an open neighborhood ofx in U . Conclude that
nondegenerate critical points are isolated in the set of critical points.

EXERCISE 2.26. Letf : M → R be a smooth map on a differentiable mani-
fold M .

• Show thatf is a Morse functions if and only if the mapdf : M → TM∗

is transversal to the zero section.
• Letφ : M → Rn be a smooth immersion3. DefineF : Rn∗×M → R by
F (α, x) = f(x)+α

(
φ(x)

)
. Show that the map∂F∂x : Rn∗×M → TM∗

is transversal to the zero section ofTM∗.
• Conclude from the Transversality Theorem (see Exercise 2.13) that the

mapF (α, ·) : M → R is a Morse function for almost everyα ∈ Rn∗.
• By observing that one can chooseφ to be bounded, show that every

smooth functionf : M → R is the uniform limit of Morse functions.
• Recalling that every continuous mapf : M → R is the uniform limit

of smooth maps, conclude that the set of Morse functions is dense in
the space of continuous mapsf : M → R endowed with the uniform
convergence topology.

The passage through a critical level.

EXERCISE2.27. Letρ : [0, 1] → R be a continuous function such thatρ(x) <
1 for x ∈ [0, 1[ andρ(1) = 1. Consider the triangleT with vertices(0, 0), (1, 1)

and(0, 1) and letT̃ be the region:

T̃ =
{
(x, y) ∈ R2 : 0 ≤ x ≤ 1, ρ(x) ≤ y ≤ 1

}
.

Let h : T̃ → T be the unique map such thath(x, ρ(x)) = (x, x), h(x, 1) = (x, 1)
andh(x, ·) is affine for everyx ∈ [0, 1]. Show thath is a homeomorphism.

EXERCISE 2.28. Letσ1 : [0, 1] → ]0,+∞[ andσ2 :
[
1
2 , 1
]
→ R be continu-

ous functions such thatσ1(0) = 1, σ2

(
1
2

)
= 0, σ1(1) = σ2(1) andσ2(x) < σ1(x)

3Whitney’s Theorem yields the existence of a smooth immersion φ : M → R
n for n ≥

2dim(M) and the existence of a smooth embeddingφ : M → R
n for n ≥ 2 dim(M) + 1.
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for all x ∈
[

1
2 , 1
[
. Consider the regionR given by:

R =
{
(x, y) ∈ R2 : 0 ≤ x ≤ 1

2
, 0 ≤ y ≤ σ1(x)

}

∪
{

(x, y) ∈ R2 :
1

2
≤ x ≤ 1, σ2(x) ≤ y ≤ σ1(x)

}
.

Show that there exists a homeomorphismh : R →
[
0, 1

2

]
× [0, 1] that fixes the

points of
[
0, 1

2

]
× {0} ∪ {0} × [0, 1].

Hint:

• Consider the maph1 : R → R2 such thath1(x, ·) is affine,h1(x, 0) =
(x, 0) and h1(x, σ1(x)) = (x, 1) for every x ∈ [0, 1]. Thenh1 is a
homeomorphism onto the regionR′ =

([
0, 1

2

]
× [0, 1]

)
∪ T̃ , whereT̃ is

given by:

T̃ =
{
(x, y) ∈ R2 :

1

2
≤ x ≤ 1,

σ2(x)

σ1(x)
≤ y ≤ 1

}
.

• Use Exercise 2.27 to obtain a homeomorphismh2 : T̃ → T that fixes
the points of

{
1
2

}
× [0, 1], whereT is the triangle with vertices

(
1
2 , 0
)
,(

1
2 , 1
)

and(1, 1). Extendh2 toR′ by settingh2 = Id on
[
0, 1

2

]
× [0, 1],

obtaining a homeomorphism fromR′ toR′′ =
([

0, 1
2

]
× [0, 1]

)
∪ T .

• Defineh3 : R′′ →
[
0, 1

2

]
× [0, 1] to be the homeomorphism such that

h3(·, y) is affine,h3(0, y) = (0, y) andh3

(y+1
2 , y

)
=
(

1
2 , y
)

for all y ∈
[0, 1].

• Seth = h3 ◦ h2 ◦ h1.

The CW-complex associated to a Morse function.

EXERCISE 2.29. Given non negative integersν, µ, show that
(
B
ν × {0}

)
∪(

Sν−1 × B
µ)

is a strong deformation retract ofB
ν × B

µ
.

EXERCISE2.30. Letf : M → R be a Morse function on a compact manifold
M . Show that the mapM ∋ x 7→ F (+∞, x) ∈M is not continuous.

EXERCISE 2.31. If x is a nondegenerate saddle point off with f(x) = a,
show that the mapλa has no continuous extension tox.

EXERCISE 2.32. Consider the mapf : R2 → R given byf(x, y) = 1
2 (x2 −

y2). Compute the arrival time mapλ0, identifying its domain.

EXERCISE 2.33. The goal of this exercise is to give a fancier proof of the
continuity of the mapG in the proof of Proposition 2.3.9. Letω be an arbitrary
point not in[−∞,+∞] and define a topology on the setR̃ = [−∞,+∞]∪{ω} as
follows; the open subsets of̃R are the open subsets of[−∞,+∞] and the sets of
the formU ∪ {ω} with U an open subset of[−∞,+∞] containing[0,+∞].

• given a ∈ R, then settingλa(x) = ω for x ∈ Critf (a), show that the
map:

λa :
{
x ∈ Da : f(x) ≥ a

}
∪ Critf (a) −→ R̃
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is continuous;
• setF (ω, x) = x for x ∈ Critf (a) and, under the notations and hypothesis

of Proposition 2.3.9, show that the restriction ofF to the set:
{
(t, x) : x ∈ S \ Critf (a), t ∈

[
0, λa(x)

]}
∪
(
R̃× Critf (a)

)
,

is continuous;
• show thatG is continuous.

EXERCISE 2.34. Letf : M → R be a Morse function on a compact Rie-
mannian manifold(M,g) and letp, q ∈M be critical points withµ(p)−µ(q) = 1
andWu(p) transversal toWs(q). Show that ifγ : R → M is a flow line of
−∇f going fromp to q then there exists an open subsetU ⊂ M with Im(γ) =
U ∩

(
Wu(p) ∩Ws(q)

)
.



CHAPTER 3

Applications of Morse Theory in the Compact Case

In this chapter we will present some applications of Morse Theory for compact
manifolds to the theory of submanifolds of a Euclidean spaces.

The first application is a generalized version of the standard Gauss–Bonnet
theorem for compact surfaces. Recall that the Gauss–Bonnettheorem states that the
integral of the Gaussian curvature of a compact surfaceM equals2πχ(M), where
χ(M) is the Euler characteristic ofM . The generalized version of this result,
called the Gauss–Bonnet–Chern theorem, holds for an arbitrary even-dimensional
compact Riemannian manifolds and it states that the Euler characteristic ofM
can be obtained as the integral of a suitable density onM defined in terms of the
curvature tensor ofM .

Then we present the Theorem of Chern and Lashof, which gives acharacter-
ization the isometric immersions of Riemannian manifolds in a Euclidean space
having minimalabsolute total curvature.

We then give a topological characterization of those compact Riemannian man-
ifolds having positive sectional curvature and that admit an isometric immersion in
codimension one and two. Finally we discuss generalizations of the above sit-
uations to a class of hypersurfaces, that we callquasi-convex, that includes the
conformally flay hypersurfacesand the hypersurfaces withnonnegative isotropic
curvature.

3.1. The Fundamental Equations of an Isometric Immersion

Let (M,g), (M,g) be Riemannian manifolds and letf : (M,g) → (M,g)
be an isometric immersion, i.e.,f : M → M is an immersion andg is the pull-
back ofg by f . The inner productsg and g will be usually denoted simply by
〈·, ·〉. We denote by∇ the Levi–Civita connection ofM and by∇ the Levi–Civita
connection ofM . For everyx ∈ M , the tangent spaceTf(x)M is the direct sum
of the spacesdfx(TxM) ∼= TxM and its orthogonal complementdfx(TxM)⊥ in
Tf(x)M . The spacedfx(TxM) will be identified with the tangent spaceTxM and
the spacedfx(TxM)⊥, denoted byνxM , is called thenormal spacecorresponding
to the immersionf at the pointx. In the language of vector bundles we can describe
this situation as follows. The differential off induces an injective vector bundle
morphism from the tangent bundleTM of M to the pull-backf∗TM ; this vector
bundle morphism gives an isomorphism fromTM to a vector subbundle off∗TM ,
that will be identified withTM . The spacesνxM ⊂ (f∗TM)x = Tf(x)M form
another vector subbundleνM of f∗TM and we have ag-orthogonal direct sum

167
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decomposition of vector bundles:

f∗TM = TM ⊕ νM.

We callνM thenormal bundleof the immersionf . Givenx ∈M andz ∈ Tf(x)M

we denote byzT and byz⊥ respectively the components ofz in dfx(TxM) ∼=
TxM and inνxM .

LetX,Y be smooth local sections ofTM andξ a smooth local section ofνM .
It is easily seen that:

• ∇XY = (∇XY )T .
• ∇⊥

Xξ := (∇Xξ is a Riemannian connection onνM called thenormal
connection.

Setα(X,Y ) = (∇XY )⊥, andAξX = −(∇Xξ)
T . An easy computation

gives:

• α(X,Y ) = α(Y,X) andα(X,Y ) atx ∈ M depends only onX(x) and
Y (x). In particular it defines,∀x ∈M , a symmetric bilinear map:

αx : TxM ⊕ TxM → νxM,

called thesecond fundamental formof f atx.
• AξX atx ∈M depends only onξ(x) andX(x), hence define a symmet-

ric linear map:
Aξ : TxM → TxM,

called theWeingarten (or shape) operatorin theξ direction. The eigen-
values ofAξ are called theprincipal curvatures.

• < α(X,Y ), ξ >=< AξX,Y > .

Resuming the situation, we have the so calledFormulas of Gauss and Wein-
garten:

∇XY = ∇XY + α(X,Y ),

∇Xξ = −AξX + ∇⊥
Xξ.

A simple computation yields the following:

3.1.1. PROPOSITION. If R, R andR⊥ denote respectively the curvature ten-
sors of∇, ∇ and∇⊥ then the following identities hold:
〈
R(X,Y )Z, T

〉

=
〈
R(X,Y )Z, T

〉
+
〈
II(X,Z), II(Y, T )

〉
−
〈
II(X,T ), II(Y,Z)

〉
,

(Gauss)

〈
R(X,Y )Z, η

〉
=
〈(
∇⊗
XII
)
(Y,Z) −

(
∇⊗
Y II
)
(X,Z), η

〉
, (Codazzi)

〈
R(X,Y )ξ, η

〉
=
〈
R⊥(X,Y )ξ, η

〉
+
〈
[Aη, Aξ ]X,Y

〉
, (Ricci)

for all X,Y,Z, T ∈ TxM , ξ, η ∈ νxM , x ∈M , where[Aη , Aξ] = AηAξ −AξAη
and∇⊗ denotes the connection induced by∇ and∇⊥ in the tensor bundleTM∗⊗
TM∗ ⊗ νM ,i.e.:

〈
(
∇⊗
XII
)
(Y,Z) = ∇⊥

X(II(Y,Z)) − II(∇XY,Z) − II(Y,∇XZ).
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For a generalization of Proposition 3.1.1 to the context of general direct sum
decompositions of vector bundles endowed with connections, see Exercise??.

The equations of Gauss–Codazzi–Ricci are called thefundamental equations
of the isometric immersion due to the following:

3.1.2. THEOREM. LetM be a simply-connected (and connected) Riemannian
manifold and letE be a Riemannian vector bundle overM ; we denote by〈·, ·〉
both the inner product on the tangent spaces ofM and on the fibers ofE. We also
denote by〈·, ·〉 the inner product on the fibers ofTM ⊕ E that correspond to the
orthogonal direct sum of the Riemannian structures ofTM andE. Suppose we are
given a connection∇E onE and a smooth tensor fieldIIE ∈ Γ(TM∗⊗TM∗⊗E)
that is symmetric with respect to the first two variables. We denote by∇ the Levi–
Civita connection ofM and also the connection onTM∗ ⊗ TM∗ ⊗E induced by
∇ and∇E ; by RE we denote the curvature tensor of∇E . For x ∈ M , ξ ∈ Ex,
we denote byIIEξ the symmetric bilinear form onTxM given by

〈
IIE(·, ·), ξ

〉
and

byAEξ the symmetric linear endomorphism ofTxM that represents such bilinear
form. Fixc ∈ R and denote bySc the complete, simply connected space of constant
sectional curvaturec and dimensionn+dimE ; for x ∈M , v1, v2, v3 ∈ TxM⊕Ex
set:

R(v1, v2)v3 = c
[
〈v2, v3〉v1 − 〈v1, v3〉v2

]
.

Assume that the equations of Gauss, Codazzi and Ricci are satisfied withII, IIξ,
Aξ andR⊥ replaced byIIE, IIEξ , AEξ andRE respectively. Then, there exists an
isometric immersionf : M → S

c and a Riemannian vector bundle isometryφ
fromE to the normal bundleνM of the immersionf that carries∇E to the normal
connection∇⊥ and IIE to the second fundamental form of the immersionf . Any
other such pair(f̃ , φ̃) differs from(f, φ) only by left composition with a global
isometry ofSc.

3.1.3. REMARK . For the uniqueness part of Theorem 3.1.2 (up to global isome-
tries of the space form) it suffices to assume thatM is connected; simply-connect-
edness is used only for the existence.

3.1.4. REMARK . The theorem above tell us that, similarly to what happen with
curves whose local geometry is completely described by the Frenet formulas, the
local geometry of an isometric immersion into a space form iscompletely deter-
mined by the fundamental equations.

3.2. Absolute Total Curvature and Height Functions

In this sectionM denotes ann-dimensional Riemannian manifold andf :
M → Rn+p denotes an isometric immersion. In this case the equations of Gauss,
Codazzi and Ricci can be written in a simplified form using thefact thatR = 0.

3.2.1. DEFINITION. Denote byν1M the unitary normal bundle of the immer-
sionf , i.e.:

ν1M =
{
(x, ξ) ∈ νM : ‖ξ‖ = 1

}
.
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The unitary normal bundle is a submanifold ofνM (see Exercise 2.21) and the
map

G : ν1M −→ Sn+p−1 ⊂ Rn+p

defined byG(x, ξ) = ξ is smooth. We callG the (generalized)Gauss mapof the
immersionf .

Observe thatG : ν1M → Sn+p−1 is a map between manifolds of the same
dimension.

3.2.2. REMARK . If p = 1, ν1M is the orientation covering ofM . So the
manifold is orientable if and only ifν1M is disconnected hence diffeomorphic to
two copies ofM and, in this case, the classical Gauss map is the restrictionof G

to a connected component ofν1M .

The normal bundleνM is a Riemannian vector bundle with the inner prod-
uct in the fibers induced fromRn+p; considering such Riemannian vector bundle
structure, the Riemannian metric ofM and the normal connection∇⊥, we can
construct a Riemannian metric in the manifoldνM as explained in Remark??.
The unitary normal bundleν1M will be considered with the Riemannian metric
induced fromνM . Recall from Exercise 2.21 that forξ ∈ ν1M we have:

(3.2.1) T(x,ξ)ν
1M = Hor(x,ξ) νM ⊕ (ξ⊥ ∩ νxM) ∼= TxM ⊕ (ξ⊥ ∩ νxM).

Observe that by identifyingTxM with dfx(TxM), the tangent spaceT(x,ξ)ν
1M is

identified withTξSn+p−1 = ξ⊥.
Also the normal bundle and the unit normal bundle can be naturally immersed

into R2(n+p) by the map:

F : νM → R2(n+p), F (x, ξ) = (f(x), ξ) ∈ Rn+p ×Rn+p = R2(n+p),

and the induced metric is the one described above. Is then clear that the tangent
spaceT(x,ξ)ν

1M is spanned by frames of the type{X1, . . . ,Xn, ξ1, . . . , ξp−1}
where theX ′

is are tangent toM and theξ′is are a basis forξ⊥ ∩ νxM . Choos-
ing such a basis orthonormal and extendig it locally to an orthonormal frame field
of the same type, since∇ξiξj = −δijξ, we get:

• < Xi(G),Xj >=< ∇Xiξ,Xj >= − < AξXi,Xj >,
• < ξi(G),Xj >=< ∇ξiξ,Xj >= 0,

• < ξi(G), ξj >=< ∇ξiξ, ξj >= − < ∇ξiξj , ξ >= δij .

Hence, the differential of the Gauss map has a matrix representation, in a basis
of the form above, of the type:

dG(x,ξ) =

(
−A(x,ξ) ∗

0 Id

)
.

3.2.3. COROLLARY. If δ̄ denotes the canonical volume density ofν1M andσ
denotes the canonical volume density of the unit sphereSn+p−1 then

(G∗σ)(x,ξ) =
∣∣ detA(x,ξ)

∣∣δ̄(x,ξ),
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for all (x, ξ) ∈ ν1M . In particular, (x, ξ) ∈ ν1M is a regular point forG if and
only ifA(x,ξ) is invertible.

We are now ready to define the absolute total curvature of an isometric immer-
sionf : M → Rn+p, which gives a sort of global measure of how muchf “bends”
the manifoldM insideRn+p.

3.2.4. DEFINITION. Theabsolute total curvatureof the isometric immersion
f is defined by:

(3.2.2) τ(f) =
1

vol
(
Sn+p−1

)
∫

ν1M
G∗σ.

From Lemma 3.2.3 we obtain immediately the following formula for τ(f):

(3.2.3) τ(f) =
1

vol
(
Sn+p−1

)
∫

ν1M

∣∣ detA(x,ξ)

∣∣dµδ̄(x, ξ) ∈ [0,+∞],

whereδ̄ denotes the canonical volume density ofν1M . Moreover, using Fubini’s
theorem (Theorem??) it follows that:

τ(f) =
1

vol
(
Sn+p−1

)
∫

M

(∫

ν1
xM

∣∣detA(x,ξ)

∣∣dµσx(ξ)

)
dµδ(x),

whereσx denotes the canonical volume density of the unit sphereν1
xM and δ

denotes the canonical volume density ofM .

3.2.5. REMARK . If M is an oriented surface inR3 andf : M → R3 is the
inclusion map, thenτ(f) coincides with the integral overM of the absolute value
of the Gaussian curvature ofM divided by2π (see remark ??).

WhenM is compact,τ(f) is finite; we make the following:

3.2.6. ASSUMPTION. In the rest of the section we will assume thatM is com-
pact.

We will naw relate the absolute total curvature to the critical point of certain
important functions.

3.2.7. DEFINITION. Let ξ ∈ Sn+p−1 be a fixed vector. We define theheight
function in theξ directionas:

hξ : M → R, hξ(x) =< f(x), ξ > .

Geometrically,hξ(x) is the projection off(x) onto the oriented line{tξ, t ∈
R} or, equivalently, the (oriented) height off(x) in relation to the hyperplaneξ⊥.
An easy computation gives:

• dhξ(x)X =< df(x)X, ξ >,

• d2(hξ)(x)(X,Y ) =< ∇YX, ξ >=< AξX,Y > if (x, ξ) ∈ ν1
xM .

Hence we have:
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3.2.8. COROLLARY. A pointx ∈ M is critical for hξ if and only if (x, ξ) ∈
ν1
xM . Moreover such a critical point is nondegenerate if and onlyif Aξ is non-

singular. Finally,hξ is a Morse function if and only ifξ is a regular value of the
Gauss map.

LetD ⊂ Sn+p−1 denote the set of regular values ofG. SinceM is compact,
D is open; moreover, by Sard’s theorem, the complement ofD in Sn+p−1 has null
measure. Fork ≥ 0, we define integer valued mapsκk : D → N by setting:

κk(ξ) = number of critical points ofhξ having indexk;

observe thathξ is a Morse function, forξ ∈ D, and hence has only a finite number
of critical points in the compact manifoldM . We also setκ(ξ) =

∑n
k=0 κk(ξ), so

that:
κ(ξ) = number of elements ofG−1(ξ),

for all ξ ∈ D.

3.2.9. LEMMA . The restriction of the Gauss map toG−1(D) is a (smooth)
covering map ontoD.

PROOF. Follows easily from the observation thatG|G−1(D) : G−1(D) → D
is a proper local diffeomorphism (see Exercise 2.14). �

3.2.10. LEMMA . The functionsκk andκ are continuous inD, i.e., constant in
every connected component ofD.

PROOF. Let ξ ∈ D be fixed; we write:

G−1(ξ) =
{
(xi, ξ) : i = 1, . . . , r

}
,

where eachxi ∈ M . We are going to show that the mapsκk are constant in a
neighborhood ofξ. To this aim, we can assume thatr ≥ 1, otherwise allκk ’s are
zero aroundξ. SinceG|G−1(D) : G−1(D) → D is a covering map (Lemma 3.2.9),
we can find an open neighborhoodV ⊂ D of ξ and, for eachi = 1, . . . , r, an open
neighborhoodUi ⊂ ν1M of (xi, ξ) such thatG maps eachUi diffeomorphically
ontoV andG−1(V ) is the disjoint union of theUi’s. SinceII(xi,ξ) is nondegen-
erate, by continuity one can find an open neighborhoodZi of xi in M and an
open neighborhoodWi of ξ in Sn+p−1 such thatn−

(
II(x,η)

)
= n−

(
II(xi,ξ)

)
for all

(x, η) ∈ ν1M with x ∈ Zi andη ∈ Wi. We can obviously assume that theWi’s,
i = 1, . . . , r are disjoint. Now it is easy to check that the functionsκk are constant
on the open neighborhoodW of ξ in Sn+p−1 defined by:

W =

r⋂

i=1

G
(
π−1(Zi) ∩ Ui

)
∩Wi,

whereπ : ν1M →M denotes the canonical projection. �

For everyk = 0, . . . , n, we set:

(3.2.4) τk(f) =
1

vol
(
Sn+p−1

)
∫

D
κk(ξ) dµσ(ξ) ∈ [0,+∞];



3.2. ABSOLUTE TOTAL CURVATURE AND HEIGHT FUNCTIONS 173

it will follow from Corollary 3.2.12 below thatτk(f) is indeed finite for allk.
Moreover, observing thatκk(ξ) = κn−k(−ξ) for all ξ ∈ D we get:

(3.2.5) τk(f) = τn−k(f),

for all k = 0, . . . , n.

3.2.11. LEMMA . Let φ : ν1M → R be aµδ̄-integrable function. Then the
functionD ∋ ξ 7→ ∑

x∈G−1(ξ) φ(x, ξ) ∈ R is µσ-integrable and the following
identity holds:

(3.2.6)
∫

ν1M

∣∣detA(x,ξ)

∣∣φ(x, ξ) dµδ̄(x, ξ) =

∫

D

(
∑

x∈G−1(ξ)

φ(x, ξ)

)
dµσ(ξ).

PROOF. SincedetA(x,ξ) vanishes when(x, ξ) is a critical point ofG and since
the set of regular points ofG outsideG−1(D) has null measure (see Proposition??)
we have:∫

ν1M

∣∣ detA(x,ξ)

∣∣φ(x, ξ) dµδ̄(x, ξ) =

∫

G−1(D)

∣∣detA(x,ξ)

∣∣φ(x, ξ) dµδ̄(x, ξ).

Keeping in mind Lemmas 3.2.3 and 3.2.9, the conclusion follows by applying Fu-
bini’s theorem for covering maps (Corollary??) to compute the righthand side of
the equality above. �

For everyk = 0, . . . , n, we set:

Uk =
{
(x, ξ) ∈ ν1M : II(x,ξ) is nondegenerate and has indexk

}
;

it is easy to see thatUk is open for allk.

3.2.12. COROLLARY. The following equalities hold:

τk(f) =
1

vol
(
Sn+p−1

)
∫

Uk

∣∣ detA(x,ξ)

∣∣ dµδ̄(x, ξ) ∈ [0,+∞[ , k = 0, . . . , n,

(3.2.7)

τ(f) =
1

vol
(
Sn+p−1

)
∫

D
κ(ξ) dµσ(ξ) =

n∑

k=0

τk(f),(3.2.8)

∫

ν1M
detA(x,ξ) dµδ̄(x, ξ) =

1

vol
(
Sn+p−1

)
∫

D

n∑

k=0

(−1)kκk(ξ) dµσ(ξ)

=
n∑

k=0

(−1)kτk(f)

(3.2.9)

whereσ denotes the canonical volume density ofSn+p−1 and δ̄ denotes the canon-
ical volume density ofν1M .

PROOF. Equalities (3.2.7), (3.2.8) and (3.2.9) follow respectively by takingφ
to be the characteristic function ofUk, φ constant and equal to1 andφ equal to the
sign ofdetAξ in Lemma 3.2.11. �
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3.2.13. COROLLARY. The Euler characteristic ofM is given by:

χ(M) =
1

vol
(
Sn+p−1

)
∫

ν1M
detA(x,ξ) dµδ̄(x, ξ).

PROOF. Given ξ ∈ D, sincehξ is a Morse function onM , Proposition??
implies that

∑n
k=0(−1)kκk(ξ) = χ(M). The conclusion follows from (3.2.9),

observing that the complement ofD in Sn+p−1 has null measure. �

3.3. The Gauss–Bonnet–Chern Theorem

Recall that the classical Gauss–Bonnet theorem states thatthe integral of the
curvature of a compact two-dimensional Riemannian manifoldM equals2π times
the Euler characteristic ofM .

In this section we generalize this result to the case of a compact Riemannian
manifoldM whose dimensionn is an arbitrary even number; we setn = 2s.

Recalling Exercise 2.22, we can associate to a local tangentframe field(Xi)
n
i=1

the curvature formΩ of the Levi–Civita connection, which is agl(n,R)-valued2-
form defined on the domain of theXi’s. If (Xi)

n
i=1 is an orthonormal frame field,

we set:

Ωij(v,w) =
〈
R(v,w)Xj ,Xi

〉
,

for i, j = 1, . . . , n. Observe thatΩij = −Ωji, i.e.,Ω is aso(n,R)-valued2-form.
Set:

(3.3.1) γ0 =
1

s!2nπs

∑

σ∈Sn

(−1)σΩσ(1)σ(2) ∧ Ωσ(3)σ(4) ∧ . . . ∧ Ωσ(n−1)σ(n),

whereSn denotes the symmetric group onn elements and(−1)σ denotes the sign
of the permutationσ. We denote byγ then-density corresponding toγ0 and to the
orientation defined by(Xi)

n
i=1. Next we compute what happens withγ when one

changes the orthonormal frame(Xi)
n
i=1.

3.3.1. LEMMA . Then-densityγ does not depend on the choice of the orthonor-
mal frame(Xi)

n
i=1.

PROOF. Let (X ′
i)
n
i=1 be another local orthonormal frame and writeTij =

〈X ′
j ,Xi〉, so thatT is an orthogonaln × n matrix andX ′

j =
∑n

i=1 TijXi. The
curvature formΩ′ corresponding to(X ′

i)
n
i=1 is related toΩ by:

Ω′
ij =

n∑

k1,k2=1

Tk1iTk2jΩk1k2 .
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Let γ′0 be the version ofγ0 defined for the orthonormal frame(X ′
i)
n
i=1. We have to

show thatγ′0 = (detT )γ0. We compute as follows:

γ′0 =
1

s!2nπs

n∑

k1,...,kn=1

[
∑

σ∈Sn

(−1)σTk1σ(1) · · ·Tknσ(n)

]
Ωk1k2 ∧ . . . ∧ Ωkn−1kn

=
1

s!2nπs

n∑

k1,...,kn=1

detT (k1,...,kn)Ωk1k2 ∧ . . . ∧ Ωkn−1kn ,

whereT (k1,...,kn) is then × n matrix defined byT (k1,...,kn)
ij = Tkij . Since the

determinant ofT (k1,...,kn) is zero when theki’s are not distinct we can replaceki
by τ(i) with τ ∈ Sn and then we get:

γ′0 =
1

s!2nπs

∑

τ∈Sn

detT (τ(1),...,τ(n))Ωτ(1)τ(2) ∧ . . . ∧ Ωτ(n−1)τ(n)

=
1

s!2nπs

∑

τ∈Sn

(−1)τ (detT )Ωτ(1)τ(2) ∧ . . . ∧ Ωτ(n−1)τ(n) = (detT )γ0. �

We have proven thatγ is a (global) smoothn-density onM ; formula (3.3.1)
is sometimes used to define the so calledEuler classof the tangent bundleTM
(see [77, §5, Chap. XII]). Sinceγ is ann-density, there exists a smooth function
K : M → R such thatγ = Kδ, whereδ is the canonical volume density ofM .
We have the following:

3.3.2. LEMMA . If f : M → Rn+p is an isometric immersion then for every
x ∈M :

(3.3.2) K(x) =
1

vol
(
Sn+p−1

)
∫

ν1
xM

detA(x,ξ) dµσx(ξ),

whereσx denotes the canonical volume density of the sphereν1
xM .

PROOF. Using the Gauss equation in the language of differential forms (see
Exercise 3.4), sinceΩ = 0, we obtain:

Ωij =

p∑

α=1

Aξα(Xi) ∧Aξα(Xj), i, j = 1, . . . , n,

where(ξα)pα=1 is a local orthonormal frame ofνM aroundx and the vectorAξα(Xi)
is identified with the covector

〈
Aξα(Xi), ·

〉
. We can now writeγ0 as:

γ0 =
1

s!2nπs

∑

σ∈Sn

p∑

α1,...,αs=1

(−1)σAξα1
(Xσ(1)) ∧Aξα1

(Xσ(2)) ∧ . . . ∧Aξαs
(Xσ(n−1)) ∧Aξαs

(Xσ(n));



176 3. APPLICATIONS OF MORSE THEORY IN THE COMPACT CASE

hence:

(3.3.3) K(x) = γ0(X1, . . . ,Xn) =
1

s!2nπs

∑

σ,τ∈Sn

p∑

α1,...,αs=1

(−1)στ

〈
Aξα1

(Xσ(1),Xτ(1)

〉〈
Aξα1

(Xσ(2),Xτ(2)

〉

· · ·
〈
Aξαs

(Xσ(n−1),Xτ(n−2)

〉〈
Aξαs

(Xσ(n),Xτ(n)

〉
.

Consider then-linear formB : νxM × · · · × νxM → R defined by:

B(η1, . . . , ηn) =
∑

σ∈Sn

(−1)σ
n∏

i=1

〈
Aηi(Xi),Xσ(i)

〉
,

and observe thatB(ξ, . . . , ξ︸ ︷︷ ︸
n times

) = detAξ. Consider the symmetrization ofB which

is the unique symmetricn-linear formB̃ onνxM such thatB̃(ξ, . . . , ξ) = detAξ;
B̃ is computed explicitly as:

B̃(η1, . . . , ηn) =
1

n!

∑

σ,τ∈Sn

(−1)στ
n∏

i=1

〈
Aηi(Xτ(i)),Xσ(i)

〉
.

Using Exercise 2.20, we can compute the integral on the righthand side of (3.3.2)
as:

(3.3.4)
∫

ν1
xM

detA(x,ξ) dµσ(ξ)

=

(
n− 1

n+ p− 2

)(
n− 3

n+ p− 4

)
· · ·
(

3

p+ 2

)
1

p
vol
(
Sp−1

)

p∑

α1,...,αs=1

B̃(ξα1 , ξα1 , . . . , ξαs , ξαs)

=

(
n− 1

n+ p− 2

)(
n− 3

n+ p− 4

)
· · · 3

p+ 2

1

p
vol
(
Sp−1

) 1

n!

p∑

α1,...,αs=1

∑

σ,τ∈Sn

(−1)στ

〈
Aξα1

(Xτ(1),Xσ(1)

〉〈
Aξα1

(Xτ(2),Xσ(2)

〉

· · ·
〈
Aξαs

(Xτ(n−1),Xσ(n−1)

〉〈
Aξαs

(Xτ(n),Xσ(n)

〉
.

The conclusion follows using formulas (3.3.3), (3.3.4), the formula for the volume
of the sphere (see Exercise 2.19) and a lot of patience in handling nasty coefficients.

�

3.3.3. COROLLARY ( Gauss–Bonnet–Chern theorem).If M is a compact even
dimensional manifold then

∫
M γ = χ(M).

PROOF. By a well-known result of Nash, every Riemannian manifold can be
isometrically embedded in some Euclidean space. In particular, we can find an
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isometric immersionf : M → Rn+p. By Fubini’s theorem (Theorem??) we
have:

(3.3.5)
∫

M

(∫

ν1
xM

detA(x,ξ) dµσx(ξ)

)
dµδ(x) =

∫

ν1M
detA(x,ξ) dµδ̄(x, ξ).

By Corollary 3.2.13, the righthand side of (3.3.5) equals the Euler characteristic of
M timesvol

(
Sn+p−1

)
. Using Lemma 3.3.2 we get that the lefthand side of (3.3.5)

is equal to:

vol
(
Sn+p−1

) ∫

M
K(x) dµδ(x) = vol

(
Sn+p−1

) ∫

M
γ.

The conclusion follows. �

3.4. The Chern–Lashof Theorem

The following theorem is the main result of the section. It gives a characteri-
zation of isometric immersions in Euclidean spaces having minimal total absolute
curvature.

3.4.1. THEOREM (Chern-Lashof).Letf : M → Rn+p be an isometric immer-
sion of then-dimensional compact Riemannian manifoldM . Then:

(1) τ(f) ≥ 2;
(2) if τ(f) < 3 thenM is homeomorphic to the sphereSn;
(3) if τ(f) = 2 thenf is an embedding,f(M) is contained in an(n + 1)-

dimensional affine subspaceA of Rn+p and it is the boundary inA of a
bounded convex open subset ofA.

PROOF. SinceM is compact, for everyξ ∈ D, the height functionhξ has at
least two critical points, so thatκ(ξ) ≥ 2. It follows from (3.2.8) thatτ(f) ≥ 2,
which proves part (1). Ifτ(f) < 3 thenκ(ξ) = 2 for someξ ∈ D and thereforehξ
is a Morse function with precisely two critical points. The proof of part (2) follows
then from Reeb’s Theorem (Theorem 2.3.13). Ifτ(f) = 2 thenκ(ξ) = 2 for all
ξ ∈ D, sinceκ is locally constant (see Lemma 3.2.10). The proof of part (3)will
be divided into various steps. We will keep the hypothesis ofthe theorem and, in
order to simplify the language, we give the following:

3.4.2. DEFINITION. A pair (x, ξ) ∈ ν1M is calledseparatingif there are
points off(M) in both sides of the affine hyper-planef(x) + ξ⊥, i.e., if there
existsx1, x2 ∈M with hξ(x1) < hξ(x) < hξ(x2).

We make the following simple observations:

(1) if (x, ξ) ∈ ν1M is separating thenhξ has at least three critical points;
namely,x is a critical point ofhξ that is neither the minimum nor the
maximum.

(2) The set of separating pairs(x, ξ) ∈ ν1M is open inν1M ; this follows
from an obvious continuity argument.

(3) The setG−1(D) is an open dense subset of the open set of all regular
points(x, ξ) ∈ ν1M of G; this follows from Proposition??.
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(4) There are no separating pairs(x, ξ) ∈ ν1M withA(x,ξ) invertible; recall
from Lemma 3.2.3 thatA(x,ξ) is invertible iff (x, ξ) is a regular point for
G. If there were separating regular points ofG then by items (2) and (3)
above there would exist a separating point(x, ξ) ∈ G−1(D). Then, by
item (1) on page 177,hξ would be a Morse function having more than
two critical points, a contradiction.

STEP 1. The image off is contained in an(n+1)-dimensional affine subspace
ofRn+p.

It suffices to show that ifp ≥ 2 then the image off is contained in some affine
hyper-plane (i.e., an affine subspace of dimensionn + p − 1). The conclusion
will follow then by an obvious induction argument1. Suppose thatf(M) is not
contained in any affine hyper-plane. Letξ ∈ D and letx ∈ M be a critical point
of hξ, so that(x, ξ) ∈ G−1(D) ⊂ ν1M . Sincep ≥ 2, there existsη ∈ ν1

xM with
〈ξ, η〉 = 0. Forθ ∈ R, define:

ξθ = ξ cos θ + η sin θ ∈ ν1
xM,

and denote byAθ the affine hyper-planef(x) + ξ⊥θ . Since for everyu ∈ Rn+p,(
u− f(x)

)⊥
intercepts the plane spanned byξ andη, it follows that:

(3.4.1) Rn+p =
⋃

θ∈R
Aθ.

Our aim is to show that there existsθ ∈ R with Aξθ(x) invertible and such that
(x, ξθ) is separating; this will give us a contradiction, by item (4)on page 178.
Sinceθ 7→ detAξθ is real-analytic and does not vanish atθ = 0 thenAξθ is
singular only for a discrete set ofθ’s in R. It follows that, towards our goal, it
suffices to determine one value ofθ for which (x, ξθ) is separating; namely, by
item (2) on page 177, the set of suchθ’s is open inR and hence (if it is non empty)
it must contain a pointθ with Aξθ(x) non singular.

Choosex1 ∈ M with f(x1) outsideA0 = f(x) + ξ⊥. By (3.4.1), there exists
θ1 ∈ R with f(x1) ∈ Aθ1. Choosex2 ∈ M with f(x2) outsideAθ1. The proof of
Step 1 will be completed if we can findθ ∈ R for which the functions:

hξθ(x1) − hξθ(x) =
〈
f(x1) − f(x), ξ

〉
cos θ +

〈
f(x1) − f(x), η

〉
sin θ,(3.4.2)

hξθ(x2) − hξθ(x) =
〈
f(x2) − f(x), ξ

〉
cos θ +

〈
f(x2) − f(x), η

〉
sin θ,(3.4.3)

have opposite signs. The coefficient ofcos θ in (3.4.2) is not zero becausef(x1) 6∈
A0; moreover, the coefficients ofcos θ and sin θ in (3.4.3) cannot both be zero,
becausef(x2) 6∈ Aθ1 . We can thus rewrite the righthand sides of (3.4.2) and
(3.4.3) respectively in the formk1 cos(θ + ϕ1), k2 cos(θ + ϕ2), with k1, k2 > 0;
the differenceϕ1 − ϕ2 cannot be an integer multiple ofπ because the functions
in (3.4.2) and (3.4.3) do not vanish simultaneously atθ = θ1. It is now an easy

1If f(M) is contained in some affine hyper-planeA in R
n+p then obviously the isometric

immersionf : M → A ∼= R
n+p−1 has again the property that all height functions that are Morse

functions have exactly two critical points.
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exercise to show the existence ofθ ∈ R with cos(θ + ϕ1) cos(θ + ϕ2) < 0. This
concludes the proof of Step 1.

Step 1 allows us to assume from now on thatp = 1. In this case, we will say
that a pointx ∈ M is separatingif (x, ξ) is separating for one (hence both) the
ξ’s in ν1

xM , i.e., if there are points off(M) on both sides of the affine tangent
spacef(x) + Im(dfx). Obviously the set of separating points is open inM (recall
item (2) on page 177).

STEP 2. Assume thatM has no separating points. Thenf is an embedding
andf(M) is the boundary of a bounded convex open subset ofRn+1.

Observe that sinceM is compact,f(M) cannot be contained in an affine
hyper-planeA of Rn+1; otherwise,f would be a local diffeomorphism onto a
(compact) open subset ofA.

For eachx ∈M , denote byAx the affine hyper-planef(x)+Im(dfx) of Rn+1

and byHx the (unique) open half-space determined byAx such thatf(M) ⊂ Hx.
SetH =

⋂
x∈M Hx. Clearly,H is convex. Let us now prove the following facts.

(a) For x ∈ M , the open half-spaceRn+1 \ Hx is disjoint from the closure of
H;

for, obviouslyH ⊂ Hx and henceH ⊂ Hx.

(b) The union
⋃
x∈M Ax is closed inRn+1 and disjoint fromH;

the fact that
⋃
x∈M Ax is disjoint fromH is obvious. For eachk ≥ 1, let

xk ∈M , vk ∈ Txk
M be given and assume thatf(xk)+dfxk

(vk) converges to
u ∈ Rn+1. SinceM is compact, we may assume thatxk converges tox ∈M ;
hencedfxk

(vk) converges tou− f(x) ∈ Rn+1. The set

E =
⋃

y∈M
{y} × Im(dfy)

is a smooth vector subbundle of the trivial bundleM ×Rn+1 and therefore is
closed inM ×Rn+1 (see Exercise 2.6); since

(
xk,dfxk

(vk)
)

is a sequence in
E that converges to

(
x, u − f(x)

)
∈ M × Rn+1, it follows thatu − f(x) ∈

Im(dfx) and thereforeu ∈ Ax. This concludes the argument.

(c) H is open inRn+1;
let u ∈ H be given. It follows from item (b) that there existsε > 0 such

that the ballB(u; ε) is disjoint from
⋃
x∈M Ax. Then, forx ∈ M , theB(u; ε)

interceptsHx and is disjoint fromAx; henceB(u, ε) ⊂ Hx.

(d) H is bounded inRn+1;
for ξ ∈ Sn, the functionRn+1 ∋ u 7→ gξ(u) = 〈ξ, u〉 is bounded in

H. Namely, letx0, x1 ∈ M be respectively a minimum and a maximum of
hξ = gξ ◦ f . Thenx0 andx1 are critical points ofhξ and henceIm(dfx0) and
Im(dfx1) are both orthogonal toξ. It follows that:

H ⊂ Hx0 ∩ Hx1 = g−1
ξ

(
]hξ(x0), hξ(x1)[

)
.
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This proves thatgξ is bounded inH for all ξ ∈ Sn. In particular, the coordinate
functions ofRn+1 are bounded inH.

(e) If x, y ∈M are such thatf(x) ∈ Ay thenAx = Ay;
let ξ ∈ Sn be a unit vector that is normal toIm(dfy). Sincef(M) is con-

tained in one half-space determined byAy, it follows that the height function
hξ has either a minimum or a maximum aty ∈ M . But f(x) ∈ Ay implies
hξ(x) = hξ(y) and hencex is also an extremum ofhξ of the same kind as
y. Thenx is a critical point ofhξ, ξ is orthogonal toIm(dfx) andAx = Ay

because they are parallel to the same vector space and have the common point
f(x).

(f) If x, x0 ∈ M are such thatf(x0) 6∈ Ax then the open line segment with
endpointsf(x0) and f(x) is contained inH and the open half-line issuing
fromf(x0) in the direction off(x) intersects∂H only atf(x);

denote by]f(x0), f(x)[ the open line segment with endpointsf(x0) and
f(x). For everyy ∈ M , the endpointsf(x0) andf(x) are both inHy and
therefore]f(x0), f(x)[ is contained inHy. We claim that]f(x0), f(x)[ is
indeed contained inHy; for, otherwise,f(x0) andf(x) would be both onAy.
By item (e) this impliesAx = Ay and thereforef(x0) ∈ Ax, contradicting
our hypothesis.

For t > 0, denote byut the pointf(x0) + t
(
f(x) − f(x0)

)
on the half-

line issuing fromf(x0) in the direction off(x). We have shown thatut ∈ H

for t ∈ ]0, 1[; by item (c),H is open and thereforeut 6∈ ∂H. For t > 1, ut
is in Rn+1 \ Hx and therefore outsideH, by item (a). It is now obvious that
u1 = f(x) ∈ ∂H.

(g) f(M) ⊂ ∂H andf : M → ∂H is an open map;
for everyx ∈ M we can findx0 ∈ M with f(x0) 6∈ Ax and therefore

f(x) is indeed in∂H, by item (f). To prove thatf : M → ∂H is an open map,
it suffices to show that ifV is a sufficiently small open neighborhood ofx in
M thenf(V ) is open in∂H. Letξ be a smooth unit normal vector field defined
in a neighborhood ofx in M and choose an open neighborhoodV of x small
enough so that

〈
ξ(y), f(x0) − f(y)

〉
6= 0 for all y ∈ V ; thenf(x0) 6∈ Ay for

y ∈ V . Consider the map:

]0,+∞[ × V ∋ (t, y) 7−→ φ(t, y) = f(x0) + t
(
f(y) − f(x0)

)
∈ Rn+1;

it follows from item (f) thatIm(φ)∩∂H = f(V ). Moreover, a simple compu-
tation using the inverse function theorem, shows thatIm(φ) is open inRn+1.
This concludes the argument.

(h) f is an embedding andf(M) = ∂H;
sinceH is an open bounded convex subset ofRn+1, ∂H is homeomorphic

to the sphereSn by Exercise 1.42. By item (g),f(M) is both open and closed
in H and thereforeH = f(M). Sincef : M → ∂H is locally injective,
continuous and open, then it is a local homeomorphism. SinceM is compact,
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f is proper and hence a covering map (see Exercise 2.14). The conclusion
follows by observing that∂H ∼= Sn is simply connected.

The following step will conclude the proof of the Theorem.

STEP 3. There are no separating pointsx ∈M .

For the proof of the last step we need the following technicalfact, and we refer
to [?] for a proof:

3.4.3. PROPOSITION. For everyx ∈M set:

Dx = KerA(x,ξ) ⊂ TxM,

d(x) = dimension ofDx ∈ N,Uk = {x ∈M : d(x) = k}
whereξ denotes any one of the two elements ofν1

xM . LetU ⊆ M be an open set
contained inUk. Then:

(1) D is an integrable distribution inU and it’s leaves are totally geodesic in
Rn+1.

(2) If γ : [0, b] →M is a geodesic such thatγ([0, b[) is contained in a leaf of
D ⊂ U , thenγ(b) ∈ Uk and the (affine) tangent space ofM is constant
alongγ.

We will prove now Step 3. By item (4) on page 178, there are no separating
pointsx ∈ M with d(x) = 0. So will be enough to prove that the existence of
a separating pointx with d(x) 6= 0, implies the existence of another separating
point y ∈ M with d(y) < d(x). Let x ∈ Uk be a separating point. Ifx ∈ ∂Uk,
sinced : M → N is an upper semi-continuous function, there are, arbitrarily near
x, points inUl, l < k. Suppose now thatx belongs to the interior ofUk. Let S
be a maximal leaf of the distributionD, x ∈ S. Let γ : R → M be a geodesic
with γ(0) = x, γ̇(0) ∈ TxS. SinceUk is bounded andγ is s stright line, as long
asγ(t) ∈ Uk, there exists a smallestb ∈ R such thatγ(b) ∈ ∂Uk. Since the
(affine) tangent space is constant alongγ([0, b]), γ(b) is again a separating point
andd(γ(b)) = k. Arguing as above we get, arbitrarely nearγ(b), a separating
point y with d(y), k. �

We introduce naw an other class of functions which turns out to be very usefull
in the study of the geometry and topology of submanifolds of Euclidean spaces.

3.4.4. DEFINITION. Let f : M → Rn+p be an isometric immersion of an
n-dimensional Riemannian manifold. Fixq ∈ Rn+p. Thedistance function fromq
is the function:

Lq : M → R, Lq(x) =< q − x, q − x > .

We study now the critical points ofLq. Setξ(x) = q−f(x). Identifing (locally)
M with f(M), we have∇Xξ = −X,XıTxM . Hence:
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• dLq(x)X = −2 < X, ξ >.
In particular,x ∈M is a critical point ofLq if and only if ξ(x) ∈ νnM .

• If x is a critical poin ofLq, we have:

d2Lq(x)(X,Y ) = −2Y < X, ξ >= 2 < (Id−Aξ)X,Y > .

We want to characterize the pointsq ∈ Rn+p such thatLq is a Morse function.
This will be done in terms of theendpoint mapor normal exponential map:

E : νM → Rn+p, E(x, η) = f(x) + η.

We compiute the differential ofE. Let (x, η) ∈ νM andγ(t) = (x(t), η(t))
be a curve inνM such thatx(0) = x, η(0) = η. Then:

dE(x, η)(γ̇(0)) = (x(t) + η(t))′(0) = ẋ(0) + (η̇(0))T + (η̇(0))⊥,

where, as before, forz ∈ TxR
n+p, zT and z⊥ denote the projections ofz onto

TxM andνxM respectively. In particular, takingx(t) = x, η(t) = x+ tη, we get
that the differential ofE along the fibres is the identity (which was geometrically
obvious). In particulardE(x, η) and(Id−Aη) have kernels of the same dimension.
In particular:

3.4.5. LEMMA . Lq has only nondegenerate critical poins if and only ifq is a
regular value ofE.

A critical value ofE is called afocal point.

3.4.6. REMARK . If M is non compact and butf(M) is closed, thenLq is
a proper function. So, using the Whitney’s theorem on the existence of closed
embeddings and Sard’s theorem, the above lemma gives the existence of (proper)
Morse functions on every differentiable manifold.

The following result, due to Nomizu and Rodrigues (see [?]), can be seen as
the version of the Chern–Lashof theorem for distance functions:

3.4.7. THEOREM. Let f : M → Rn+p be an isometric immersion of a com-
pact, connected Riemannian manifold of dimensionn ≥ 2. Suppose that, for every
non focal pointq ∈ Rn+p, the functionLq has only two critical points. Thenf is
totally umbilical2.In particular f embedsM as a round sphere in some(n + 1)-
dimensional affine subspace.

PROOF. Let (x, η) ∈ νM andλ1, . . . , λn be the eigenvalues ofAη. We want
to show thatλ1 = . . . = λn. Supposeλ1 < λ2, Chooset ∈ R such that1 −
tλ1 > 0 > 1 − tλ2 and1 − tλi 6= 0. Then(Id − Aη) is non singular with index
different from0, n. In particular(x, tη) is a regular point for the endpoint map
E, henceE maps an open neigborhood of(x, tη) diffeomorfically onto an open
neigborhood ofq = E(x, tη) ∈ Rn+p. By Sard’s theorem there exist a regular
value ofE, q′ = E(x′, η′) arbitrarely close toq, with (x′, η′) arbitrarely close

2Recall thatf is totally umbilical if for every (x, η) ∈ νM , the Weingarten operatorAη is a
multiple of the identity. It is a classical fact that for suchan immersion, ifn ≥ 2, the connected
components off(M) are open parts ofn-dimensional affine spaces orn-dimensional round spheres,
in some(n + 1)-dimensional affine subspace (see [?]).
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to (x, η). ThenLq′ is a Morse function andx′ is a critical point ofLq′ which,
by continuity has index6= 0, n. ThereforeLq′ has at least three critical poins, a
contraddiction. �

For a “convex embedding”, the Morse height functions have two critical points,
but the distance functions have, if the embedding is not a round sphere, more then
two critical points. So, in general, “height functions havemoore critical points than
distance functions”. Depending on the problem may be more convinient to work
with one or the other class of functions. However, in an interesting case, the two
classes coincide:

3.4.8. PROPOSITION. Let f : M → Rn+p be an isometric immersion such
that‖f(x)‖2 = r2 > 0. ThenLq(x) = (1 + ‖q‖2) − 2hq.

PROOF. An easy calculation. �

The results of this section lead naturally to consider two clases of immersions:
The ones for which the Morse height functions Have the minimum number of
critical points allowed by the (weak) Morse inequalities, an the clas for which
the same appens for the distance functions. Immersions of the first type are called
tight, and the one of the second type are calledtought. Properties of those classes
will be discussed in the Appendix.

3.5. Low Co-dimensional Isometric Immersions of Compact Manifolds with
non Negative Curvature

In this section we will study the topology of compact Riemannian manifolds
with nonnegative sectional curvature, isometrically immersed in Euclidean spaces
in codimension one and two.

The case of codimension one is an easy consequence of the theorem of Chern
and Lashof:

3.5.1. THEOREM. LetM be a compact connectedn-dimensional Riemannian
manifold (n ≥ 2) and f : M → Rn+1 an isometric immersion. If the sectional
curvature ofM is nonnegative thenM is homeomorphic to the sphereSn, f is an
embedding andf(M) is the boundary of a bounded convex open subset ofRn+1.

PROOF. Let ξ ∈ Sn be such that the height functionhξ : M → R is a Morse
function. We will show thathξ has exactly two critical points and then the con-
clusion will follow the Chern–Lashof theorem. For every critical pointx ∈ M of
hξ, the Hessian ofhξ at x is the second fundamental formIIξ at the pointx. If
(Ei)

n
i=1 is an orthonormal basis ofTxM that diagonalizes the Weingarten operator

Aξ, sayAξEi = λiEi. Then, by the Gauss equation, the sectional curvature of the
plane spanned byEi andEj (i 6= j) is λiλj . SinceM has nonnegative sectional
curvature, it follows thatλiλj > 0, so allλi’s have the same sign. This means
that the Morse index ofhξ at x is either0 or n. Using Corollary??, it follows
thatτ(f) = 2. �

The case of codimension two was considered, between others,by J. D. Moore
in [?] who proved the following:
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3.5.2. THEOREM. Let (M,g) be ann-dimensional compact connected Rie-
mannian manifold withpositivesectional curvature andn ≥ 3. If M admits an
isometric immersion inRn+2 thenM has the homotopy type of the sphereSn.

During the proof of Theorem 3.5.2 we will need some results from algebraic
topology that will be stated without proof.

3.5.3. THEOREM (Poincaré duality).Let K be an arbitrary field. IfM is a
compact topological orientedn-dimensional manifold then for everyi the homol-
ogy groupsHi(M ; K) andHn−i(M ; K) are isomorphic. IfK = Z2, the same
result holds without the assumption thatM is orientable.

3.5.4. THEOREM. LetM be a compactn-dimensional differentiable manifold
with n ≥ 1. If there exists a natural numberk for which the Whitney sum:

TM ⊕ (M ×Rk)

is a trivial vector bundle then the Euler characteristic ofM is even.

3.5.5. THEOREM. LetM be a compact, connected, simply-connectedn-dimen-
sional differentiable manifold. IfHi(M ; K) = 0 for i = 1, . . . , n− 1 and any field
K, thenM has the same homotopy type that the sphereSn.

PROOF. We will divide the proof in several steps and will assume thehypoth-
esis and notations of the theorem. The starting point is the following observation
due to A. Weinstein:

STEP 4. Givenx ∈ M , IIx(v, v) ∈ νxM is non zero wheneverv is non zero;
in particular, the map:

(3.5.1) TxM \ {0} ∋ v 7−→ IIx(v, v)∥∥IIx(v, v)
∥∥ ∈ ν1

xM

is well-defined. Its imageSx ⊂ ν1
xM is a closed arc of length less thanπ2 .

PROOF. Forv,w ∈ TxM , the Gauss equation gives us:
〈
R(v,w)v,w

〉
=
∥∥IIx(v,w)

∥∥2 −
〈
IIx(v, v), IIx(w,w)

〉
;

sinceM has positive sectional curvature, it follows that ifv,w ∈ TxM are linearly
independent then:

(3.5.2)
∥∥IIx(v,w)

∥∥2 −
〈
IIx(v, v), IIx(w,w)

〉
< 0.

Sincen ≥ 2, equation (3.5.2) implies thatIIx(v, v) 6= 0 if v 6= 0, so that the map
(3.5.1) is indeed well-defined. ObviouslySx equals the image of the restriction
of (3.5.1) to the unit sphere ofTxM . This implies thatSx is compact and con-
nected, i.e., a closed arc. Finally, (3.5.2) implies that the angle betweenIIx(v, v)
and IIx(w,w) is less thanπ2 wheneverv,w ∈ TxM are linearly independent. It
follows that the length ofSx is less thanπ2 . �

The following step is the basic algebraic fact that will allow us to estimate the
absolute total curvature:
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STEP 5. LetA0,Aπ
2

be twon× n positive definite symmetric matrices. Then:
∣∣ det(A0 −Aπ

2
)
∣∣ <

∣∣det(A0 +Aπ
2
)
∣∣.

PROOF. The result is obvious ifA0 andAπ
2

are diagonal matrices. We reduce
the general case to this case by the following argument. We identify A0 andAπ

2

with positive definite symmetric bilinear forms inRn; observe that bothA0 andAπ
2

are inner products. Denote byT the linear endomorphism ofRn that represents
Aπ

2
with respect to the inner productA0, i.e.,Aπ

2
(·, ·) = A0(T ·, ·). ThenT is a

A0-symmetric linear operator and therefore there exists aA0-orthonormal basis in
Rn for which the matrix representation ofT is diagonal. Hence, we can find an
invertiblen×n matrixP such thatP ∗A0P is the identity andP ∗Aπ

2
P is diagonal

(and positive). The conclusion follows from the computation below:

(detP )2
∣∣det(A0 −Aπ

2
)
∣∣ =

∣∣det(P ∗A0P − P ∗Aπ
2
P )
∣∣

≤
∣∣det(P ∗A0P + P ∗Aπ

2
P )
∣∣ = (detP )2

∣∣det(A0 +Aπ
2
)
∣∣. �

As a consequence we get:

STEP 6. LetA0,Aπ
2

be twon×n positive definite symmetric matrices and for
θ ∈ R set:

A(θ) = A0 cos θ +Aπ
2

sin θ.

Then: ∣∣ det
(
A(θ)

)∣∣ ≥
∣∣det

(
A(π − θ)

)∣∣,
for all θ ∈

[
0, π2

]
.

PROOF. If θ = 0 or θ = π
2 the result is trivial; otherwise, apply Lemma 5 to

the positive definite symmetric matricesA0 cos θ andAπ
2

sin θ. �

We are now ready to estimate the absolute total curvature:

STEP 7.

τ0(f) + τn(f) >

n−1∑

k=0

τk(f).

PROOF. Using formula (3.2.7) and Fubini’s Theorem (Theorem??) we get:

τk(f) =
1

vol
(
Sn+1

)
∫

M

(∫

ν1
xM∩Uk

∣∣ detA(x,ξ)

∣∣ dµσx(ξ)

)
dµδ(x),

for k = 0, . . . , n. Now letx ∈ M be fixed. The proof will be completed once we
prove that:

(3.5.3)
∫

ν1
xM∩U0

∣∣ detA(x,ξ)

∣∣ dµσx(ξ) +

∫

ν1
xM∩Un

∣∣detA(x,ξ)

∣∣dµσx(ξ)

>
n−1∑

k=1

∫

ν1
xM∩Uk

∣∣ detA(x,ξ)

∣∣ dµσx(ξ).
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Since the closed arcSx has length less thanπ2 (Lemma 4), we can choose an or-
thonormal basisξ1, ξ2 of νxM which leavesSx in the first quadrant, i.e., such that
〈ξ, ξ1〉 and〈ξ, ξ2〉 are positive for allξ ∈ Sx. Observe that with such choice ofξ1
andξ2, Aξi are positive definite. Forθ ∈ R we setξθ = ξ1 cos θ + ξ2 sin θ, and
A(θ) = Aξθ . Observing thatA(θ) is positive definite forθ ∈

[
0, π2

]
and negative

definite forθ ∈
[
π, 3π

2

]
we get:

(3.5.4)
{
ξθ : θ ∈

[
0, π2

]}
⊂ U0,

{
ξθ : θ ∈

[
π, 3π

2

]}
⊂ Un,

and hence:

(3.5.5)
∫

ν1
xM∩U0

∣∣ detA(x,ξ)

∣∣ dµσx(ξ) +

∫

ν1
xM∩Un

∣∣detA(x,ξ)

∣∣dµσx(ξ)

>

∫ π
2

0

∣∣det
(
A(θ)

)∣∣dθ +

∫ 3π
2

π

∣∣det
(
A(θ)

)∣∣dθ;

the fact that the inequality above is strict follows by observing that the continuous
functionθ 7→

∣∣det
(
A(θ)

)∣∣ is positive on
[
0, π2

]
∪
[
π, 3π

2

]
and thatU0 (respectively,

Un) containsξθ for θ in an interval which is strictly larger than
[
0, π2

]
(respectively,

strictly larger than
[
π, 3π

2

]
).

Observing that both integrals in the righthand side of (3.5.5) are equal and
using Corollary 6, we get:

∫ π
2

0

∣∣det
(
A(θ)

)∣∣ dθ +

∫ 3π
2

π

∣∣det
(
A(θ)

)∣∣ dθ

≥
∫ π

π
2

∣∣det
(
A(θ)

)∣∣dθ +

∫ 2π

3π
2

∣∣det
(
A(θ)

)∣∣dθ.

Finally, (3.5.4) implies
⋃n−1
k=1

(
ν1
xM ∩ Uk

)
⊂
{
ξθ : θ ∈

[
π
2 , π
]
∪
[

3π
2 , 2π

]}
and

hence:
∫ π

π
2

∣∣det
(
A(θ)

)∣∣ dθ +

∫ 2π

3π
2

∣∣det
(
A(θ)

)∣∣ dθ

≥
n−1∑

k=1

∫

ν1
xM∩Uk

∣∣ detA(x,ξ)

∣∣ dµσx(ξ).

This proves (3.5.3) and concludes the proof. �

The latter result and Morse inequalities will allow us to estimate the Betti Num-
bers:

STEP 8. LetK be a field withK = Z2 or M orientable then:

n−1∑

k=1

βk(M ; K) < β0(M ; K) + βn(M ; K) = 2.

.
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PROOF. Using the strong Morse inequality (??) with k = 1 and recalling
(3.2.4) we get:

(3.5.6) τ1(f) − τ0(f) =
1

vol
(
Sn+1

)
∫

D
κ1(ξ) − κ0(ξ) dµσ(ξ)

≥ vol(D)

vol
(
Sn+1

)(β1(M ; K) − β0(M ; K)
)

= β1(M ; K) − β0(M ; K),

where the last equality follows from the fact thatSn+1\D has null measure. Using
(3.2.5) and Poincaré duality (Theorem 3.5.3) we get:

(3.5.7) τn−1(f) − τn(f) ≥ βn−1(M ; K) − βn(M ; K).

¿From (3.5.6) and (3.5.7) we get:

(3.5.8) τ1(f) + τn−1(f) − τ0(f) − τn(f)

≥ β1(M ; K) + βn−1(M ; K) − β0(M ; K) − βn(M ; K).

Using the weak Morse inequalities (??) we get:

(3.5.9)
n−2∑

k=2

τk(f) ≥
n−2∑

k=2

βk(M ; K).

Adding (3.5.8), (3.5.9) and using Lemma 7 we get:
n−1∑

k=1

βk(M ; K) −
(
β0(M ; K) + βn(M ; K)

)
≤

n−1∑

k=1

τk(f) −
(
τ0(f) + τn(f)

)
< 0.

SinceM is connected,β0(M ; K) = 1; moreover, Poincaré duality implies also
βn(M ; K) = 1. �

We are now ready for the final steps of the proof.

STEP 9. M is simply connected

PROOF. By the theorem of Bonnet–Myers,π1(M) is finite, so contain an el-
ementa of prime periodp. Let [a] ∼= Zp be the subgroup generated bya. Let
π : Ma → M be a covering map withπ1(Ma) ∼= [a] and consider inMa

the covering metric so thatfa := f ◦ π : Ma → Rn+2 is an isometric im-
mersion. Observe thatMa is compact, with positive curvature and orientable if
p 6= 2, since,π1(Ma) does not contain subgroups of order two. We may there-
fore apply the Betti numbers estimate toMa obtaining

∑n−1
i=1 βi(Ma;Zp) ≤ 1.

But H1(Ma;Zp) ∼= H1(Ma;Z) ⊗ Zp ∼= Zp, by the universal coefficients theo-
rem, and, by Poinaré duality,Hn−1(Ma;Zp) ∼= Zp which gives the contradiction∑n−1

i=1 βi(Ma;Zp) ≥ 2. �

STEP 10. The normal bundleνM of the isometric immersionf is trivial.

PROOF. SinceM is simply connected, hence orientable, orientable, the normal
bundleνM is an orientable vector bundle; since its fibers are two-dimensional, in
order to prove thatνM is trivial it suffices to exhibit a continuous never vanishing
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global section ofνM (see Exercise??). We then define a sectionξ : M → νM by
takingξ(x) to be the middle point of the arcSx for all x ∈M . Although intuitive,
the continuity ofs has to be proven by a technical argument, which goes as follows.
Let η, η⊥ be an orthonormal frame defined in an an open neighborhoodU ⊂M of
x. Denote byθ(y,X) the angle betweenη(y) andα(X,X), X ∈ TyM . SinceSy
6= ν1

yM, ∀y ∈ U , it follows that we can choose a continuous determination ofθ.
We set:

θm(y) = inf{θ(y,X) : X ∈ TyM}, θM(y) = sup{θ(y,X) : X ∈ TyM}.
Themθm andθM are continuous inU , so isθ(y) = 1

2(θn(y) + θM (y). But:

ξ(y) = cos θ(y)η + sin θ(y)η⊥,

soξ is continuous. �

We can naw conclude the proof of the theorem: From Step ? we know thatM
is simply connected. So, by theorem ?? it is sufficient to prove thatβi(M ; K) =
0, i = 1, . . . , n − 1 and for every fieldK. Suppose this is not the case. Then, by
step ??βi(M ; K) = 1 for somei = 1, . . . , n − 1 and all the others Betti numbers
are zero (in the above range). But this would imply that the Euler characteristic of
M is odd, contradicting Theorem ?? sinceνM is trivial. �

3.5.6. REMARK . If n ≥ 4 a compactn-dimensional manifold, homotopy
equivalent to a sphere, is homeomorphic to a sphere by the positive answer to
the generalized Poincaré conjecture.

3.5.7. REMARK . If n = 2, the classical Gauss–Bonnet theorem imply that
the manifold is diffeomorphic toS2 or RP 2. We do not know if there exist an
immersion of the real projective plane intoR4 such that the induced metric has
positive curvature. It is known, however, that if such immersion exist, it can not be
an embedding.

It is possible to extend Moore theorem to the case of compact manifolds with
non negative curvature. However the proof require complementary techniques an
we refer to [?] and [?] for a proof of the following result:

3.5.8. THEOREM. LetM be an n-dimensional compact, connected Riemann-
ian manifold with non negative sectional curvature,n ≥ 3, andf : M → Rn+2

an isometric immersion. Then:

(1) If M is simply connected, then eitherM is a homotopy sphere or it is
isometric to a Riemannian productMn1

1 ×Mn2
2 andf is the product of

two convex embeddingfi : Mni
i → Rni+1.

(2) If M is not simply connected, either is covered byS3 or diffeomorphic to
S1 × Sn−1, in the orientable case, or to a generalized Klein bottle3 in
the non orientable case.

.

3The generalized Klein bottle is the non orientableSn−1 bundle overS1.
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3.6. Quasi-convex hypersurfaces

Let f : Mn → Rn+1 be an isometric immersion of a compact, connected
Riemannian manifold. If the sectional curvature ofMn is non negative, we have
seen thatf is an embedding andf(M) is the boundary of a convex open set. The
main point of the proof was the fact that for a regular valueξ of the Gauss map and
(x, ξ) ∈ νM , then the eigenvalues ofAξ have the same sign and, conversely, it is
obvious that a “convex embedding” satisfies the above condition. In this section
we will considere some important geometric conditions onMn that imply thatf
satisfies the following weaker condition:

3.6.1. DEFINITION. The immersionf is quasi-convexif all but at most one of
the eigenvalues ofAξ have the same sign.

The above condition is empty ifn ≤ 3 so for the rest of this section we will
assumen ≥ 4. From Theorem?? we have:

3.6.2. THEOREM. LetMn be ann-dimensional compact, connected Riemann-
ian manifoldn ≥ 4, andf : Mn → Rn+1 be a quasi-convex immersion. Then
Mn has the homotopy type of a CW-complex with no cell in dimension k, k ∈
{2, . . . , n− 2}. In particular:

(1) Hk(M
n;Z) = {0}, k = 2, . . . , n− 2.

(2) H1(M
n;Z) is a freeAbeliangroup onβ1 generators.

(3) π1(M
n) is a free group inβ1 generators.

We will discuss now two interesting conditions on the intrinsic geometry of
Mn that imply thatf is quasi-convex.

3.6.1. Conformally flat hypersurfaces.

Conformally flat manifolds are the analogous, in conformal geometry, of man-
ifolds of constant curvature in Riemannian geometry. We recall that:

3.6.3. DEFINITION. An n-dimensional Riemannian manifoldMn is (locally)
conformally flat, if ∀x ∈Mn, there exist an open neighborhoodU ⊆Mn of x and
a conformal diffeomorphism ofU onto an open set ofRn.

We observe that 2-dimensional Riemannian manifolds are always conformally
flat, due to the existence of isothermal coordinates, so we will assume, in what
follows, thatn ≥ 3.

Let {E1, . . . , En} be an orthonormal basis forTxM . Recall that theRicci ten-
sorQ : TxM → TxM is defined as:

Q(X) =

n∑

1

R(X,Ei)Ei,
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and, for a unit vectorX ∈ TxM , theRicci curvatureis given byRicc(X) =
< Q(X),X >. Thescalar curvatureof Mn atx is the trace of the Ricci tensor,

S =

n∑

1

< Q(Ei), Ei >=

n∑

1

Ricc(Ei).

We define theSchouten tensor, γ : TxM
n → TxM

n as:

γ(X) =
1

n− 2
[Q(X) − SX

2(n− 1)
],

and theWeyl tensorW : TxM
n × TxM

n → End(TxM
n) as:

W (X,Y ) = R(X,Y ) − γ(X) ∧ Y −X ∧ γ(Y ),

where(Z ∧K)T :=< Z,T > K− < K,T > Z.
The basic (pointwise) characterization of conformally flatmanifolds is the fol-

lowing:

3.6.4. THEOREM. let n ≥ 3. ThenMn is conformally flat if and only if:

(1) W = 0.
(2) γ is a Codazzi tensor, i.e.

(∇Xγ)(Y ) = (∇Y γ(X),∀X,Y ∈ TxM
n,∀x ∈Mn, X, Y ∈ TxM

n.

Moreover, ifn = 3 the Weyl tensor always vanishes, and ifn ≥ 4, the vanishing of
the Weyl tensor implies thatγ is Codazzi.

We will prove the following characterization of conformally flat hypersurfaces,
due originally to Cartan:

3.6.5. THEOREM. LetMn be a Riemannian manifold,n ≥ 4, andf : Mn →
Rn+1 be an isometric immersion. ThenMn is conformally flat if and only iff
is quasi-umbilici.e., the shape operator has an eigenvalue of multiplicity at least
n− 1. In particular, conformally flat hypersurfaces are quasi-convex.

PROOF. Let{E1, . . . , En} be an orthonormal basis ofTxMn such thatAξEi =
λiEi, (x, ξ) ∈ ν1M . Then, by the Gauss equation, we get:

γ(Ei) =
1

n− 2
[Ricc(Ei) −

S

2(n− 1)
]Ei.

Therefore, the Weyl tensor vanishes if and only if:

(n− 2)λiλj = Ricc(Ei) +Ricc(Ej) −
S

n− 1
, i, j = 1, . . . , n.

Let i, j, k, l be distinct indices. IfW = 0, the above equation gives:

λiλj + λkλl − λiλk − λlλj = (λi − λl)(λj − λk) = 0,

The above condition is verified for all four distinct indicesif and only if at listn−1
of theλ’s are equal i.e., if and only if the immersion is quasi-umbilic. Conversely
it is obvious that if f is quasi-umbilic, thenMn is conformally flat. �
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3.6.6. REMARK . If f : M3 → R4 is a quasi-umbilic immersion, it is easily
seen, thatM3 is conformally flat i.e., it’s Schouten tensor is Codazzi. However
there are example of isometric immersions of conformally flat 3-manifolds with
distinct principal curvatures. The classification of such immersions is still an open
problem.

3.6.7. REMARK . More is known on the structure of compact conformally flat
hypersurfaces ofRn+1. In fact is proved in [?], that:

3.6.8. THEOREM. Let f : Mn → Rn+1 be an isometric immersion of a com-
pact, oriented, connected, conformally flat manifold,n ≥ 4. ThenMn is confor-
mally diffeomorphic to a sphereSn with “handles” of type[0, 1]×Sn−1 attached.

Observe that the above result is quite analogous to the classification of compact
orientable surfaces.

For isometric immersion of conformally flat manifolds in higher codimension,
we have the following generalization of the Cartan’s resultdue to J. D. Moore [?]:

3.6.9. THEOREM. Letf : Mn → Rn+p be an isometric immersion of a confor-
mally flat manifold,p ≤ n−3. Then,∀x ∈Mn there exist a subspaceU ⊆ TxM

n

of dimension at least(n − p) and ξ ∈ ν1
xM , such that the second fundamental

form, restricted toU , is given by:

α(X,Y ) =< X,Y > ξ.

Again applying Theorem?? to the height functions we get:

3.6.10. COROLLARY. f : Mn → Rn+p be an isometric immersion of a com-
pact, connected, conformally flat manifold,p ≤ n−3. ThenMn has the homotopy
type of a CW-complex with no cells in dimensionk, p < k < n − p. In particular
the homology vanishes in that range of dimensions.

PROOF. Letξ be a regular value of the Gauss map. Then the Hessian ofhξ has,
at a critical point, an eigenvalue of multiplicity at least(n− p). hence the index is
smaller or equal top or greater or equal to(n− p) and the conclusion follows.�

3.6.2. Manifolds with nonnegative isotropic curvature.

One of the reasons why sectional curvature is a basic invariant in Riemann-
ian geometry is that it appears in an important way in the formula of the second
variation of the energy functional, giving therefore informations on the stability
and, more in general, on the index of geodesics. It is a classical technique to use
those information to study the topology of the manifold. If we look at the space of
sufficiently smooth maps from a surfaceΣ to a Riemannian manifold, we have an
energy functional:

E(φ) =

∫

Σ
‖dφ‖2dΣ,

whose critical points are the “harmonic maps”. In order to study the topology of
the target manifold, we are naturally lead to consider the corresponding index form.
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This program was essentially introduced in [?]and it turns out that the convenient
invariant to study this index is the concepts ofisotropic curvaturethat we will
describe now.

Let M be a Riemannian manifold. Forx ∈ M we consider thecomplexified
tangent spaceTxMC = TxM ⊕ i TxM and we consider the unique extensions of
the Riemannian inner product〈·, ·〉 of TxM to a complex bilinear form〈·, ·〉C in
TxM

C and to a Hermitian inner product〈·, ·〉C in TxMC; more explicitly:

〈v1 + iv2, w1 + iw2〉C = 〈v1, w1〉 − 〈v2, w2〉 + i
(
〈v2, w1〉 + 〈v1, w2〉

)
,(3.6.1)

〈v1 + iv2, w1 + iw2〉C = 〈v1, w1〉 + 〈v2, w2〉 + i
(
〈v2, w1〉 − 〈v1, w2〉

)
,(3.6.2)

for all v1, v2, w1, w2 ∈ TxM .

3.6.11. DEFINITION. A complex subspaceS ⊂ TxM
C is called isotropic if

〈v,w〉C = 0 for all v,w ∈ S.

ObviouslyS ⊂ TxM
C is isotropic if and only if the complex subspacesS

andS = {v̄ : v ∈ S} are orthogonal with respect to〈·, ·〉C. In particular, ifS
is isotropic thenS ∩ S = {0} anddimC(S) ≤ dim(M). The following lemma
shows how one can construct isotropic subspaces ofTxM

C.

3.6.12. LEMMA . If (bj)
2r
j=1 is an orthonormal family inTxM then the fam-

ily
(

1√
2
(bj + ibr+j)

)r
j=1

is a 〈·, ·〉C-orthonormal complex basis for an isotropic

subspaceS of TxMC.
Conversely, ifS ⊂ TxM

C is an isotropic subspace and if(Zj)
r
j=1 is a 〈·, ·〉C-

orthonormal complex basis forS then
(√

2ℜ(Zj),
√

2ℑ(Zj)
)r
j=1

is an orthonor-
mal family inTxM , whereℜ(Zj),ℑ(Zj) ∈ TxM denote respectively the real and
imaginary parts ofZj ∈ TxM

C.

PROOF. It is a straightforward calculation using (3.6.1) and (3.6.2). �

For everyx ∈M we now consider the unique extension of the trilinear map:

TxM × TxM × TxM ∋ (v1, v2, v3) 7−→ Rx(v1, v2)v3 ∈ TxM

to a mapRC

x : TxM
C × TxM

C × TxM
C → TxM

C that is complex linear in the
first two variables and conjugate linear in the third. We write RC(X,Y )Z for
the value ofRC

x on a triple (X,Y,Z) (we will usually omit the pointx ∈ M
for simplicity). From the standard symmetries of the curvature tensor, one easily
obtains the following identities:

RC(X,Y )Z = −RC(Y,X)Z,
〈
RC(X,Y )Z, T

〉
C

= −
〈
RC(X,Y )T,Z

〉
C
,

〈
RC(X,Y )Z, T

〉
C

=
〈
RC(Z, T )X,Y

〉
C
,

for everyX,Y,Z, T ∈ TxM
C. In particular,

〈
RC(X,Y )X,Y

〉
C

is a real number.
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GivenC-linearly independent vectorsZ,W ∈ TxM
C, we define thecomplex

sectional curvatureof the complex plane spanned byZ andW to be the real num-
ber:

KC(Z,W ) = −
〈
RC(Z,W )Z,W

〉
C

〈Z,Z〉C〈W,W 〉C −
∣∣〈Z,W 〉C

∣∣2 ∈ R.

It is easy to see thatKC(Z,W ) depends only on the complex plane spanned byZ
andW and not on the particular basis chosen on such plane (see Exercise 3.16).

We will say that ann-dimensional Riemannian manifoldM (n ≥ 4) hasnon
negative isotropic curvatureif KC(Z,W ) ≥ 0 for everyx ∈M and everyZ,W ∈
TxM

C that form a basis for an isotropic subspace ofTxM
C.

3.6.13. LEMMA . Assume thatM has non negative isotropic curvature. Then,
for everyx ∈M and every orthonormal family(e1, e2, e3, e4) in TxM , we have:

K12 +K14 +K23 +K34 ≥ 0,

whereKij denotes the sectional curvature ofM in the plane spanned byei andej .

PROOF. SetZ = e1 + ie3 andW = e2 + ie4. It is easy to see thatZ and
W form a (complex) basis for an isotropic plane inTxMC. A straightforward
computation using the standard symmetries of the curvaturetensorR shows that
the isotropic curvature corresponding to such plane is given by:

KC(Z,W ) = K12 +K14 +K23 +K34 + 2
〈
R(e3, e1)e4, e2

〉
.

Similarly, the isotropic curvature corresponding to the complex plane spanned by
Z = e1 − ie3 andW is given by:

KC(Z,W ) = K12 +K14 +K23 +K34 − 2
〈
R(e3, e1)e4, e2

〉
.

Adding the two (non negative) isotropic curvaturesKC(Z,W ) andKC(Z,W ) we
have the desired conclusion. �

3.6.14. THEOREM. LetM be a compactn-dimensional Riemannian manifold
(n ≥ 4) having non negative isotropic curvature. Then every isometric immersion
f : Mn → Rn+1 is quasi-convex.

3.6.15. REMARK . Using estimates of the index of harmonic spheres in a Rie-
mannian manifold as well as a quite sophisticated Morse Theory for the energy
functional on the space ofH1 maps ofS2 into a Riemannian manifold, it was
proved in [?] the following beautiful result:

3.6.16. THEOREM. LetMn, n ≥ 4 be a compact, simply connected Riemann-
ian manifold with positive isotropic curvature. ThenMn is homeomorphic to the
sphereSn.

It is an open problem if, in the above hypothesis,Mn is diffeomorphic to a
sphere.



194 3. APPLICATIONS OF MORSE THEORY IN THE COMPACT CASE

3.7. Hypersurfaces of finite geometric type.

Let f : M = Mn → Rn+p be an isometric immersion of ann-dimensional
Riemannian manifold. Recall that themean curvature vectorH is defined as the
trace of the second fundamental form (see exercise?). IfH = 0, the immersion is
called aminimal immersion. Minimal immersions are the critical points of the area
functional, i.e., ifD ⊆ M is a compact domain andft is a family of immersions
of D with ft|∂D = f |∂D, the function:

A(t) =

∫

D
dMt,

wheredMt is the volume density induced byft onD, has zero derivative att = 0.
For n = 2, p = 1 the theory of minimal surfaces inR3 is a classical and

very extended topic in differential geometry and complex analysis, at least ifM is
orientable. The main point is that, in this case, the classical Gauss map is an holo-
morphic function intoS2 ⊂ R3 and the immersion can be recovered by complex
analytic methods, starting from the Gauss map and the metric(Enneper-Weierstrass
representation theorem ). In the class of orientable, complete minimal surfaces the
subclass of the ones with finite total curvature, i.e.

∫
M2 kdM > −∞,4 is a very

important one and has quite interesting topological-geometric properties. We list
some of them:

• M is conformally diffeomorphic to a compact Riemann surfaceM minus
a finite number of points, sayp1, . . . pk ∈M . The pointspi are called the
endsof M .

• The (classical) Gauss mapG : M → S2 extend to an holomorphic map
G : M → S2. In particular it is singular on a finite set ifM is not flat
(hence not totally geodesic).

• For each endpi ∈M there exist a neighborhoodUi such that the compo-
sition of f |(Ui \ pi) with the projection ontoG(pi)

⊥ is a finite covering
of orderI(pi) over the complement of a ball inG(pi)

⊥.

We consider now a class of oriented hypersurface which sharethe properties
of minimal surfaces of finite total curvature. From now on, bytheGauss mapG,
we will intend theclassicalGauss map, i.e. the restriction of the Gauus map to one
of the components ofν1M .

3.7.1. DEFINITION. An immersionf : M → Rn+1 of an n-dimensional,
connected, oriented manifold is offinite geometric typeif:

(1) M is complete in the induced metric.
(2) M is diffeomorphic toM \ {p1, . . . , pk} whereM is compact, andG :

M → Sn extend to a smooth mapG : M → Sn.
(3) For each endpi ∈M there exist a neighborhoodUi such that the compo-

sition of f |(Ui \ pi) with the projection ontoG(pi)
⊥ is a finite covering

of orderI(pi) over the complement of a ball inG(pi)
⊥.

4Observe that the Gaussian curvature of a minimal surface inR
3 is always nonpositive.
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(4) The Gauss-Kronecker curvatureG(x) = det(AG(x)) is zero only on a
finite union of connected submanifolds of dimension≤ n− 2.

3.7.2. REMARK . The integerI(pi) is still called thegeometric index of the
immersion at the endpi. If n ≥ 3, I(pi) = 1 since the complement of a ball, in
those dimensions, is simply connected. Ifn = 2, I(pi) is the number of times that
f |(Ui \ pi) wings aroundG(pi)

⊥. In particularI(pi) = 1 if and only if f |(Ui \ pi)
is an embedding. In this case we will say that theend is embedded.

3.7.3. REMARK . It is proved in [JM] that condition(3) in the definition above
is really a consequence of conditions(1) and(2) . In fact much moore is proved
in that paper. In particular the fact that the Gauss map extends to an endp means
thatM has a “tangent space” atp in the following strong sense: The intersection
of f(M) with a sphere of a large radiusR, normalized on the unit sphereSn(1),
converges in theC1 topology, whenR → ∞, to the sphereSn(1) ∩ G(p)⊥. It
follows that iff is an embedding, the extended Gauss map assumes, at the ends at
most two values, and, in this case, the values are opposite.

The Gauss-Kronecker curvature is well define up to sign, since depend on the
chose of the orientation. However, if the dimension is even,it is well defined
independently of the orientation. Since we will be essentially interested in the even
dimensional case, the choise of the orientation will not be aproblem. Olso, in the
even dimensional case, the condition on the Gauss-Kronekercurvature imply that
the total absolute curvature is two, sof embedsM as the boundary of a convex
body. So we will make, from now on, the following:

3.7.4. ASSUMPTION. M is even dimensional, non compact andf is of finite
geometric type.

3.7.5. REMARK . Since the singular points of the Gauss map do not disconnect
M , the sign of the Gauss-Kronecker curvature is constant, andwe will denote it by
σ.

Let ξ ∈ Sn be a regular value of the Gauss map, andhξ be the height function
in theξ direction. Thenhξ has only non degenerate critical points and the gradient
of hξ atx ∈M is, up to identifying locallyM with f(M), the projection ofξ onto
TxM . So the projection ofξ onto the tangent spaces toM gives a smooth vector
field,X = ∇hξ whose singularities are the critical points ofhξ. Since the index of
the gradient of a function at a non degenerate critical pointof (Morse) indexλ in
(−1)λ, we get:

3.7.6. LEMMA . The index ofX at a singular point isσ.

We will study now the behavior ofX near the ends.

3.7.7. LEMMA . The index ofX at an endp such thatG(p) 6= ±ξ is 1 + I(p).

PROOF. We consider, first, the case when the end is embedded, i.e.I(p) = 1.
SinceG(p) 6= ±ξ, (df)(Xξ) is an almost constant vector field alongf (in a small
neighborhood of the end) whose projection on the hyperplaneG(p)⊥ has norm



196 3. APPLICATIONS OF MORSE THEORY IN THE COMPACT CASE

bounded away from zero in a neighborhood of infinity. Therefore, the index of the
projection, along a big sphere inG(p)⊥, is zero and the projection extends to a non
vanishing vector field on the interior of the sphere. We project the extended field on
the unit sphere ofRn+1 by stereographic projection obtaining a vector fieldX̃ξ on
the unit sphere with only one singularity, at the south pole.Consequently the index
of X̃ξ is 1 + (−1)n = 2. Since the composition of the immersion, projection onto
G(p)⊥ and stereographic projection is an orientation preservingdiffeomorphism
of a small neighborhood ofp onto a small neighborhood of the south pole, which
sendXξ ontoX̃ξ, the conclusion follows.

For the non embedded case (which occurs only forn = 2), we recall the
tangency formula for computing index of a singularity of a plane vector field:
Let γ be a closed simple curve around a singularity such that the field is non zero
alongγ and tangent only at a finite number of points. Letne the number of points
of γ where the integral curve of the vector field is (locally) outside γ andni the
number of points where the integral curve is (locally) inside γ. Then the index of
the vector field is(2 + ni − ne)/2.
Going back to the case in question, we consider a simple closed curveγ aroundp.
Since the composition of the immersion and the projection onto G(p)⊥ is anI(p)-
fold covering in a small punctured neighborhood ofp, the imageα of γ is a closed
curve inR2−{(0, 0)} with winding numberI(p). Up to homotopy, we can suppose
thatγ is anI(p)-fold covering of a closed simple curve. We proceed as above and
observe that, for each lap, the projected vector field has index0 = (2+ni−ne)/2.
Therefore,ni − ne = −2 for each complete lap. We observe that, external (resp.
internal) tangency of the flow of the projected field alongα corresponds to internal
(resp. external) tangency alongγ of the flow ofXξ. Therefore, the index ofXξ,
alongγ, is (2 + I(p)(ne − ni))/2 = 1 + I(p). �

From the above, summing the indeces of the vector field, we obtain:

3.7.8. THEOREM. The Euler characteristic ofM is

χ(M) =
∑

i

(1 + I(pi)) + 2σm,

wherem is the degree of the (classical) Gauss map.

We will give naw some applications of the above formula.
Since the Gauss map of a minimal surface is holomorphic, and the tendency

of an holomorphic map is to be surjective, most attention hasbeen posed on the
problem of determining the “size” of the image of the Gauss map. In this context
the best result was obtained by Fujimoto in 1988 who proved that the image of the
Gauss map of acomplete, non flat minimal surface can omits at most four points
(and there are many examples whereG omits exactly four points). In the context
of non flat, complete minimal surfaces of finite total curvature, it was proved by
Osserman in 1964 that the Gauss map of such a surface omits at most three point.
Clearly the catenoid is an example of a surface of the above type whose Gauss map
omits two points. It is still an open problem if there are example of complete, non
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flat minimal surfaces of finite total curvature, whose Gauss map omits exactly three
points. Using our arguments we will give naw a proof of Osserman’s theorem in
the more general context of surfaces of finite geometric type.

3.7.9. THEOREM. Letf : M2 → R3 be an immersion of finite geometric type.
Then the Gauss map omits at most three point.

PROOF. By hypothesis, the Gauss mapG : M → S2(1) is a branched cover-
ing, branched (possibly) at the flat points and at the ends. Ata branch pointp, the
branching numberν(p) is the cardinality of the intersection of a small neighbor-
hood ofp with the inverse image of a regular value nearG(p). So, the branching
number is, always, at least one and bigger than one only at theeffective branch
pointswhich, by our assumptions, are finite in number. In this situation we have
the so called Riemann-Hurwitz formula:

(3.7.1) χ(M ) = mχ(S2) +
∑

(1 − ν(p)) = 2m+
∑

(1 − ν(p)) .

Let us suppose that the Gauss map omitsn points,ξ1, . . . , ξn. LetAi = {p ∈ M :
G(p) = ξi}, B = {p ∈ M : G(p) 6= ξi } andC = {q ∈ M ; ν(q) > 1}. Let ξ be
a regular value ofG, ξ 6= ξi . We write the above formula in the following form:

(3.7.2) χ(M) = 2m+

n∑

i=1

∑

p∈Ai

(1 − ν(p)) +
∑

p∈B
(1 − ν(p)) +

∑

p∈C
(1 − ν(p)) .

Observe that
∑

p∈Ai
ν(p) = m and

∑n
i=1 |Ai| + |B| = k. Then:

(3.7.3) χ(M) = (2 − n)m+ k −
∑

p∈B
ν(p) +

∑

p∈C
(1 − ν(p)) .

Comparing with Equation ?, we obtain:

(3.7.4)

Therefore,n < 4, as claimed.
�

A simple analysis of the proof gives the following

3.7.10. COROLLARY. On the hypothesis of Theorem (??), if n = 3 thenχ(M ) ≤
0. Moreover, ifχ(M) = 0, we have:

(1) m = k
(2) B = ∅ = C, and
(3)

∑
I(pi) = k, i.e., each end is embedded.

3.7.11. REMARK . The proof, in the case of complete minimal surfaces of finite
total curvature, is very similar to this one, but for the factthat the basic formulas
for the Euler characteristic ofM are obtained via the Weierstrass representation,
which, clearly, does not exist outside the minimal case.
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The advantage of this point of view is that it extends to higher dimensional
hypersurfaces, while the use of complex analysis is restricted to the casen = 2. To
stress this point we will prove the following theorem that isnew even in the case
of minimal hypersurfaces of “finite total curvature”:

3.7.12. THEOREM. Letf : M2n → R2n+1 be an immersion of finite geometric
type,n > 1. Suppose the critical fibers, i.e. the inverse image by the Gauss map of
the critical values, form a stratified subsetN of dimension less thenn− 1. Then:

(1) M2n is, topologically, a sphere minus two points.
(2) If M2n is minimal, it is a catenoid.

PROOF. First we observe that sinceM is compact, every regular value ofG

has a neighborhood that is evenly covered. In particularG|(M \N) is a covering
map. Consider a mapα : Sk → S2n. By the standard transversality theorem, up to
homotopy, we can suppose thatα is transversal toG|N , hence disjoint fromG(N)
if k ≤ n. Therefore the inclusionS2n \G(N) → S2n induces an epimorphism be-
tween the homotopy groups in dimension≤ n. Also, if k ≤ n, α is homotopic to a
constant, hence it extends to a mapα̃ : Dk+1 → S2n. Applying again the transver-
sality argument tõα, we may assume that the extended map has image disjoint from
G(N). ThereforeS2n\G(N) has vanishing homotopy up to dimensionn, in partic-

ular is simply connected. It follows thatG|(M 2n\N) : (M
2n \N) → S2n\G(N)

is a diffeomorphism, henceG is a map of degree one. It also follows thatM
2n \N

has vanishing homotopy groups up to dimensionn, hence thek-dimensional ho-
mology vanishes, ifk ≤ n. By Poincaré duality the homology vanishes in dimen-
sionk = 1, . . . , 2n−1. HenceM

2n
is a simply connected homology sphere, hence

homotopy equivalent to a sphere and homeomorphic to a sphereby the positive an-
swer to the generalized Poicaré conjecture.

In particular, Equation (??) implies that

2 = χ(M) = 2(k + σ),

hencek = 2 andσ = −1. This prove part the first assertion.
the second assertion follows from a theorem of R. Schoen:
The only minimal immersions which are regular at infinity andhave two ends are
the catenoid and pairs of planes.
We just observe that, minimal hypersurfaces of finite geometric type, areregular
at infinity in the sense of Schoen, if the ends are embedded, which is the case since
n > 1. �

Exercises for Chapter 3

The Fundamental equations of an Isometric Immersion.

EXERCISE 3.1. LetE be a vector bundle over a differentiable manifoldM
with a connection∇ with zero curvature. Givenx0 ∈ M andX ∈ Tx0M , show
that there exist a local sectioñX of E, defined in a neighborhoodU of x0, and
such that∇Y X̃ = 0, ∀Y ∈ TyM,y ∈ U .
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EXERCISE3.2. Provide details for the following sketched proof of a simplified
version of Theorem ?:

3.7.13. THEOREM. Let Ω be an open, simply connected subset ofRn¿ Let
g be a Riemannian metric inΩ with Levi Civita connection∇, curvatureR and
A : Ω → End(Rn) be a tensor field valued in theg-symmetric endomorphisms.
Suppose thatA verifies the equations of Gauss and Codazzi forc = 0, i.e.

• R(X,Y ) = A(X) ∧A(Y ),
• ∇X(AY ) −A(∇XY ) = ∇Y (AX) −A(∇YX).

Then there exist an isometric immersionf : (Ω, g) → Rn+1.

PROOF. ConsiderTΩ⊕ǫ, whereǫ = Ω×R, with the direct sum (fiber) metric.
Let ξ : Ω → R, ξ(x) = 1. Look atξ as a section ofTΩ ⊕ ǫ. Define a connection
∇′ by the rules:

• ∇′
XY = ∇XY+ < AX,Y > ξ,

• ∇′
Xξ = −AX.

The equations of Gauss and Codazzi imply that the curvature of ∇′ is zero. Let
p ∈ Ω, {x1, . . . , xn} be coordinates inΩ such that{ ∂

∂xi
(p)} is a g-orthonormal

basis atp. Let Ei = ∂
∂xi

(p), En+1 = ξ(p). Since∇′ is flat andΩ is simply
connected, we can extend the above basis to a∇′-parallel orthonormal frame field
{Ẽ1, . . . , Ẽn+1}. Then:

∂

∂xi
=

n∑

k=1

aikẼk, aik : Ω → R,

andgij = g( ∂
∂xi
, ∂
∂xj

) =
∑n1

k=1 aikajk. Since theẼi’s are parallel,

∇′
∂

∂xi

∂

∂xj
=

n+1∑

k=1

∂ajk
∂xk

Ẽj.

Using the symmetry ofA, we get:

∂ajk
∂xi

=
∂aik
∂xj

.

Hence, sinceΩ is simply connected, there exist functionsfk : Ω → R, ∂fk
∂xj

= ajk.

Then the mapf = (f1, . . . , fn+1) gives the desired immersion. �

3.7.14. REMARK . The proof of Theorem ? goes essentially on the same lines.

EXERCISE 3.3. Let f : M → Rn+p be an isometric immersion of an-
dimensional Riemannian manifoldM . Suppose there exist a 1-dimensional sub-
bundleL ⊆ νM such thatαx(X,Y ) ∈ Lx ∀x ∈M, X,Y ∈ TxM . Prove thatM
admits a (local) isometric immersion intoRn+1. In particular ifp = 1 andN is a
q-dimensional totally geodesic submanifold ofM , thenN admits a local isometric
immersion intoRq+1. Discuss the example of an helix on a cylinder.
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EXERCISE 3.4. Letf : M → M be an isometric immersion withdim(M)-
= n, dim(M) = n+ p. LetE denote the vector bundlef∗TM overM ; as usual,
we identifyTM with a subbundle ofE usingdf andι : TM → E will denote
the inclusion. We have a direct sumE = TM ⊕ νM andE is endowed with
the connectionf∗∇ which is the pull-back byf of the Levi–Civita connection∇
of M . The projections of∇ in TM andνM (in the sense of Exercise??) are
respectively the Levi–Civita connection∇ of M and the normal connection∇⊥

of the immersionf ; the second fundamental form ofTM in E with respect to
νM is the usual second fundamental formII of the immersionf and the second
fundamental form ofνM in E with respect toTM is given by:

TxM × νxM ∋ (v, η) 7−→ −Aη(v) ∈ TxM,

for all x ∈ M . The vector bundleE has a Riemannian structure on its fibers
induced from the Riemannian metric ofM ; such Riemannian structure is parallel
with respect to the connectionf∗∇. Let (X1, . . . ,Xn+p) be a local orthonormal
referential ofE with (Xi)

n
i=1 an orthonormal referential ofTM , so that we also

obtain an orthonormal referential(Xα)n+p
α=n+1 of νM ; denote by(θ1, . . . , θn+p) the

dual referential of(X1, . . . ,Xn+p) and by(θi)
n
i=1 the dual referential of(Xi)

n
i=1,

so thatθi ◦ ι = θi for i = 1, . . . , n. Associated to the given orthonormal frame and
connections of the vector bundlesTM , νM andE we have associated connection
and curvature formsω, Ω, ω⊥, Ω⊥, ω andΩ respectively (recall Exercise 2.22).
We will use Latin lettersi, j for indices ranging in1, . . . , n and Greek lettersα, β
for indices ranging inn+ 1, . . . , n+ p. Show that:

(a) ωij = ωij, ωαβ = ω⊥
αβ andωαi = −ωiα = AXα(Xi) where we identify

the vectorAXα(Xi) ∈ TM with the covector
〈
AXα(Xi), ·

〉
.

(b) f∗∇ has zero torsion.
(c) Show that equation (2.6.5) forω andθ is equivalent to the symmetry of

the Weingarten operator.
(d) Show that equation (2.6.4) forω andΩ is equivalent to the following:

Ωij = Ωij −
∑

α

AXα(Xi) ∧AXα(Xj), (Gauss)

Ωαi = dAXα(Xi) +
∑

j

AXα(Xj) ∧ ωji +
∑

β

ω⊥
αβ ∧AXβ

(Xi), (Codazzi)

Ωαβ = Ω⊥
αβ −

∑

i

AXα(Xi) ∧AXβ
(Xi). (Ricci)

EXERCISE 3.5. Letf : M → M be an isometric immersion. Thenf (or
sometimesM ) is said to be totally geodesic if the second fundamental form van-
ishes identically. Show thatf is totally geodesic if and only is, for all geodesic
γ : (a, b) →M,f ◦ γ is a geodesic inM . Determine the totally geodesic subman-
ifolds of the spaces of constant curvature.

EXERCISE 3.6. Let f : M → Rn+p be an isometric immersion of an-
dimensional Riemannian manifoldM . Themean curvature vector fieldH : M →
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νM , is the trace of the second fundamental form. More precisely, if {E1, . . . , En}
is an orthonormal basis forTxM and{ξ1, . . . ξp} is an orthonormal basis forνxM ,

H(x) =
1

n

n∑

i=1

αx(Ei, Ei) =
1

n

p∑

i=1

trace(Aξi)ξi.

Suppose thatf is totally umbilical, i.e.Aξ = λ(ξ)Id, ∀ξ ∈ νM .

(1) Show thatα(X,Y ) =< X,Y > H, and conclude thatAξ = 0 if <
ξ,H >= 0.

(2) Show that∇⊥
Ei
H = 0, i = 1, . . . , n. Conclude that‖H‖ is locally con-

stant.
(3) Let x ∈ M be a fixed point andγ : [0, ǫ) → M be a smooth curve

with γ(0) = x. Let η : [0, ǫ) → νM be a normal vector field alongγ,
parallel in the normal connection, with< η(0),H(x) >= 0. Show that
< η(t),H(γ(t)) >= 0 and use this to prove that∇γ̇(t)η(t) = 0.

(4) Show that< f(γ(t)) − f(x), η(t) >= 0 ∀t ∈ [0.ǫ) and conclude that
f(γ(t)) belongs to the affine subspaceA(x) passing troughx and spanned
byH(x) andTxM . Observe that this subspace is eithern-dimensional or
(n+ 1)-dimensional, depending ifH(x) = 0 or not.

(5) SupposeM connected. Show that ifH = 0, f(M) ⊆ A(x) = TxM ,
and isH 6= 0, the function:

c(x) = f(x) + ‖H‖−2H

is constant and thereforef(M) is contained in the sphere ofA centered
at c and of radius‖H‖−1.

EXERCISE 3.7. Let f : M → Rn+p be an isometric immersion of an-
dimensionalconnectedRiemannian manifoldM . Suppose there exist aq-dimensional
subbundleL ⊆ νM such thatL contains the image of the second fundamental form
andL is parallel, i.e., if ξ ∈ Γ(L), ∇⊥

Xξ ∈ Γ(L), ∀X ∈ TM . Observe that in
this case, the orthogonal complement ofL in the normal bundle is also parallel.
Use the ideas of the previous exercise to show thatf(M) is contained in the affine
subspace trough a pointf(x), spanned byTxM andLx. Compare this fact with
the results of exercise ??.

EXERCISE 3.8. Let f : M → Rn+1 be an isometric immersion of an-
dimensional Riemannian manifoldM , andξ a unit normal field. Letλ be a prin-
cipal curvature, i.e. an eigenvalue of the shape operatorAξ and supposeλ has
constant multiplicityd in an open setU ⊆M . It is known that the distribution:

Dλ = Ker(Aξ − λId),

is smooth inU .

(1) Prove thatDλ is integrable and ifd ≥ 2, λ is constant along the integral
leaves ofD. (Hint: Use the Codazzi equations).

(2) Show that the leaves ofD are totally umbilical inRn+1. If λ = 0 they are
actually totally geodesic. In this case, show that the affinetangent space
is constant along any geodesic of a leaf.
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EXERCISE 3.9. LetM be ann-dimensional differentiable manifold andf :
M → Rn+1 a smooth immersion. Assume that for everyx ∈ M , f(M) is
contained in one closed half-space determined by the affine hyper-planef(x) +
Im(dfx). Prove thatM is orientable.

EXERCISE3.10. Consider the surfaceM = {(x1, x2, x3) ∈ R3 : x2n
1 +x2m

2 +
x2k

3 − 1 = 0}, wheren,m, k are odd positive integers. Prove thatM is compact
and use the Gauss Bonnet theorem to compute the integral of the curvature ofM
(hint: Considerx1 = xn1 , ....)

EXERCISE 3.11. Consider the surfaceM = {(x1, x2, x3) ∈ R3 : x2
1 + x2

2 +
x2k

3 − 1 = 0}, k any positive integer. Prove thatM is compact and all the height
functions have exactly two critical points. Conclude thatM is the boundary of a
convex body.

EXERCISE 3.12. LetF : Rn+1 → R be a smooth function and0 ∈ R a
regular value ofF . Consider the hypersurfaceMn = {x ∈ Rn+1 : F (x) = 0}. If
ξ = (1, 0, . . . , 0) ∈ Sn, the critical points of the height functionhξ are solutions
of the system:

∂F

∂xi
(x) = 0, i = 2, . . . , n+ 1, F (x) = 0.

Use the implicit function theorem to prove that the index ofhξ at a critical pointx
is the index of the matrix:

−(
∂F

∂x1
(x))−1(

∂2F

∂xi∂xj
(x)), i, j = 2, . . . , n + 1.

EXERCISE3.13. LetF (x1, . . . , xn+1) = (
∑n+1

i=1 x
2
i −5)2−16(1−∑n+1

i=3 x
2
i ).

ConsiderM = F−1(0). Assumen ≥ 4.

(1) Let ξ = (1, 0, . . . , 0) ∈ Sn. Show that the height functionhξ is a Morse
function with exactly four critical points. Compute de index of hξ at the
critical points and use it to compute the homology ofM .

(2) Show thatM may be obtained by the following geometric construction:
ConsiderG = SO(2) × SO(n − 1) and the product actionG × (R2 ×
Rn−1) → (R2 ×Rn−1) = Rn+1. Consider the circleγ in the{x1, x3}-
plane centered at(2, 0) and of radius 1. ThenM is the orbit ofγ under the
action ofG. Conclude thatM is a manifold ofG- cohomogeneity one,
i.e. G is a group of isometries ofM such that the minimal codimension
of the orbits is one.

(3) Show thatM is the image of the map:

f : R× S1 × Sn−1 → Rn+1, f(t, u, v) = ((sint+ 2)u, costv).

Conclude thatM is a tube of radius one around the circle(2u, 0).
(4) Use the above considerations to compute the second fundamental form

of M , at least at points wheref is non singular. Conclude thatM is
conformally flat.
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3.7.15. REMARK . The hypersurface above has quite interesting properties.For
example it is shown in [MN?] that, up to the choice of the circle γ, i.e. its plane,
center and radius, it is the only compact hypersurface of dimensionn ≥ 4 which
is conformally flat, of cohomogeneity one (with respect to a closed subgroup of
isometries) andis not an hypersurface of revolution, i.e. is nor invariant under the
action of a subgroup of isometries of the ambient space whichleaves a straight line
pointwise fixed.

EXERCISE 3.14. LetV be a real vector space. Acomplex structureonV is a
linear endomorphismJ : V → V with J2 = −Id. Given a complex structureJ on
V then there is a unique way to extend the scalar multiplication of V to C so that
V becomes a complex vector space andiv = J(v) for all v ∈ V ; we denote such
complex vector space by(V, J).

LetJC be the unique complex linear extension ofJ toV C, so that(JC)2 equals
minus the identity ofV C. Set:

V h =
{
v ∈ V C : JC(v) = iv

}
,

V a =
{
v ∈ V C : JC(v) = −iv

}
;

V h andV a are called respectively theholomorphicand theanti-holomorphicsub-
spaces ofV C corresponding to the complex structureJ of V . Show that:

(1) V h andV a are complex subspaces ofV C;
(2) the maps(V, J) ∋ v 7→ v − iJ(v) ∈ V h and(V, J) ∋ v 7→ v + iJ(v) ∈

V a are respectively a complex linear isomorphism and a conjugate linear
isomorphism;

(3) V C = V h ⊕ V a;
(4) V a is conjugate toV h;
(5) if S is a complex subspace ofV C such thatV C = S ⊕ S then there exists

a unique complex structureJ onV with V h = S.

EXERCISE3.15. LetV be a real vector space and〈·, ·〉 a positive definite inner
product inV . Denote by〈·, ·〉C and〈·, ·〉C respectively the complex bilinear and the
sesqui-linear extensions of〈·, ·〉 to V C. A complex subspaceS of V C is called
isotropic if 〈·, ·〉C vanishes onS. Show that:

(1) if S ⊂ V C is isotropic if and only ifS is 〈·, ·〉C-orthogonal toS;
(2) if S ⊂ V C is isotropic thenS ∩ S = {0} and there exists a unique real

subspaceW ⊂ V such thatW C = S ⊕ S;
(3) if dim(V ) = n then every isotropic subspaceS ⊂ V C has complex

dimension less than or equal ton2 ;
(4) if dim(V ) = n is even then the isotropic subspaces ofV C having complex

dimensionn2 are precisely the holomorphic subspaces corresponding to
the complex structuresJ of V that are anti-symmetric with respect to
〈·, ·〉.

EXERCISE 3.16. If (Z,W ) and(Z ′,W ′) are bases of the same complex sub-
space ofTxMC, show thatKC(Z,W ) = KC(Z ′,W ′) (hint: show thatKC(Z +
λW,W ) = KC(Z,W ) and thatKC(λZ,W ) = KC(Z,W ) for complexλ 6= 0).
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EXERCISE 3.17. Letf : M2 → R3 be anembeddingof finite geometric
type. In this case it is known that the Gauss map assumes, at the ends, at most two
values, and, if assume two, they are opposite (see Remark ??). Letk be the number
of ends andm the degree of the Gauss map. Suppose that the Gaussian curvature
of M never vanishes. Prove that:

(1) k ≤ m+ 1.
(2)

∑k
i=1 ν(pi) = 2m.

(3) 2m ≤ k ≤ m+ 1.

Conclude thatM
2

is homeomorphic toS2 andk = 2.

3.7.16. REMARK . It is known that a complete minimal surface with finite total
curvature and two ends is a catenoid. In the context of minimal surfaces of finite
total curvature, the above result is originally due to L. Rodrigues (see [R]).

EXERCISE 3.18. ConsiderM2n = Sn(2−
1
2 ) × Sn(2−

1
2 ) = {(x, y) ∈ Rn1 ⊕

Rn+1 : ‖x‖ = ‖y‖ = 2−
1
2 , < x, y >= 0} ⊂ S2n+1 ⊂ R2n+2.

(1) Compute the second fundamental form ofM in S2n+1 and inR2n+2.
Conclude thatM is minimal inS2n+1, i.e., the trace of the second funda-
mental form ofM in S2n+1 is zero.

(2) Let p = (p1, p2) ∈ M andπ : S2n+1 → p⊥ ∼= R2n+1 be the stereo-
graphic projection. It can be shown that the Gauss-Kronecker curvature
of π(M) vanishes only alongπ(p1 × Sn(2−

1
2 ) ∪ Sn(2− 1

2 ) × p2). Con-
clude thatπ(M) is an hypersurface of finite geometric type. This shows
that the hypothesis of Theorem ?? are “almost optimal”.

3.7.17. REMARK . If f : Mn → Rn+1 is an immersion of finite geometric
type and the ends are embedded, composing with the inverse ofthe stereographic
projection, we obtain an immersion ofM into Sn+1. Conversely, ifM is an hy-
persurface ofSn+1 andp ∈ M , the stereographic projection ofM from p, gives
an hypersurface ofRn+1 which is non compact and of finite geometric type if the
condition on the Gauss-Kroneker curvature is verified.



CHAPTER 4

Morse Theory on non Compact Manifolds

4.1. What’s not working in the case of non compact manifolds?

If we try to extend the results of Morse theory to the case of non compact mani-
folds in a naive way we immediately find counter-examples to all of the statements
given in Sections??, 2.5, ?? and??. To start with, consider the height function
with respect to the axis of an infinite circular cylinder, i.e., consider the smooth
mapf : R × S1 → R given by the projection onto the first coordinate. The map
f has no critical points at all, althoughβ0(M ;Q) = β1(M ;Q) = 1; thus, the
weak Morse inequalities (and hence also the strong ones) do not hold. Even in the
case of bounded functions, trivial counter-examples to theMorse inequalities may
be obtained by considering the height function on a sphere with a finite number
of points removed. Also the non critical neck principle (andits Corollaries 2.3.12
and??) do not hold in the non compact case: let for instanceM be the sphere
with one point in the equator removed and letf : M → R be the height function
with respect to the axis passing through the poles. Observe that the (non empty)
sublevels off below the equator are contractible, although the sublevelsbelow the
north pole containing a neighborhood of the equator have thehomotopy type of the
circleS1.

It is easy to single out the main obstruction caused by the lack of compactness
in the proof of the non-critical neck principle: the multiple of the gradient off
whose flow was used to move the levels off may not be acompletevector field.
If we find a hypothesis that makes such field complete then the non-critical neck
principle (and its Corollaries 2.3.12 and??) will work! Observe also that compact-
ness is used in the proof of Proposition 2.5.1 only to guarantee the finiteness of
critical points at a critical level (and to make the use of theCorollary 2.3.12 of the
non-critical neck principle valid).

In order to guarantee that the vector fieldX used in the proof of the non critical
neck principle is complete in the non compact case, one can use the following
strategy: if there exists a complete Riemannian metric onM for which‖∇f‖ stays
away from zero on the inverse image byf of a non critical interval[a, b] thenX will
be bounded with respect to such complete Riemannian metric and will therefore be
a complete vector field.

In order to extend the Morse theory to the case of non compact manifolds
we will make an assumption concerning the existence of a complete Riemannian
metric with respect to whichf satisfies the so calledPalais–Smale conditionwhich

205
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implies in particular that‖∇f‖ stays away from zero on the inverse image byf of
a non critical interval[a, b].

One more essential feature of smooth maps on compact manifolds was used in
the proof of Theorem 2.5.5. Namely, we constructed a CW-complexY inductively,
by analyzing the contribution of each critical value off . It was important to know,
however, that this construction had a well-defined startingpoint: the sublevelsf c

of f are empty forc < min f . In the non compact case then it will be important to
assume thatf is bounded from below in order to generalize Theorem 2.5.5.

In this chapter we will extend Morse theory beyond the realm of compact man-
ifolds; more specifically, we extend Morse theory to the caseof (possibly infinite-
dimensional) Hilbert manifolds. Many readers could wonderat this point why
don’t we deal with finite-dimensional non compact manifolds. Well, obviously
the theory developed in this chapter also works on the finite-dimensional case;
if the reader is more interested in such case, he (she) could just ignore the de-
tails of functional analysis and read the theory pretendingthat it is written for
finite-dimensional Riemannian manifolds. It happens, however, that one extremely
powerful application of Morse theory appears when one considers functionals de-
fined on spaces of maps between finite-dimensional manifolds; the study of critical
points for such functionals is what is usually known asCalculus of Variations. The
prettiest and simplest application of Morse theory to infinite-dimensional mani-
folds is the one concerning the energy functional in the space of curves connecting
two fixed points in a complete finite-dimensional Riemannianmanifold; in that
case, critical points are precisely thegeodesicsconnecting those points so that
Morse theory gives us several interesting global results onRiemannian geometry.
We develop this application of Morse theory in full detail.

4.2. Review of Functional Analysis

In this section we recall a few selected topics from basic functional analysis
as well as some simple aspects of calculus on Banach spaces and on Banach man-
ifolds. In this section (and actually in the whole chapter)all vector spaces are
assumed to be real, unless otherwise stated. This assumption may seen a little
odd for those who may be familiar with functional analysis books that are almost
entirely written only forcomplexvector spaces. Given for instance a normed com-
plex vector space, one can always forget about its complex structure and work with
the underlying real normed space. From a topological point of view, this change
of scalars is irrelevant, although the field of scalars is important from a linear-
algebraic point of view. For instance, in the study of spectral theory for linear
operators it is almost impossible to work in the real case, since most of the tech-
niques applied involves holomorphic single-variable (Banach space-valued) func-
tions. But we are not interested in spectral theory and actually all the examples in
which we will apply the theory of this section will concern only real spaces; so,
although many of the results stated in this section would have a complex-analogue,
we prefer to work only in the real case for definiteness.

4.2.1. DEFINITION. LetX be a (real) vector space. We callX
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• a topological vector spaceif X is endowed with a topology that makes
the vector space operations:

X ×X ∋ (x, y) 7−→ x+ y ∈ X, R×X ∋ (c, x) 7−→ cx ∈ X,

continuous;
• aBanach spaceif X is endowed with a norm‖ · ‖ : X → R that induces

a complete metric onX (X is automatically a topological vector space
with the topology induced from such metric);

• a Banachable spaceif X is a topological vector space for whichthere
existsa norm onX that induces the topology ofX and that makesX into
a Banach space;

• aHilbert spaceif X is endowed with an inner product〈·, ·〉 : X×X → R

whose corresponding norm makesX into a Banach space;
• a Hilbertable spaceif X is a topological vector space for whichthere

existsan inner product onX that induces the topology ofX and that
makesX into a Hilbert space.

If X is a Banachable space then a norm‖ · ‖ onX that induces the topology
of X will be called aBanach space normfor X (every such norm makesX into a
Banach space — see Exercise 4.4). Similarly, ifX is a Hilbertable space then an
inner product onX that induces the topology ofX will be called aHilbert space
inner productfor X (any such inner product makesX into a Hilbert space).

Below we recall some classical examples of Banach and Hilbert spaces. All
integrals are always understood to beLebesgue integrals; as usual, the expression
“for almost all” (or “almost everywhere”) means that some property should hold
outside a set of measure zero.

4.2.2. EXAMPLE. Let f : [a, b] → Rn be a Measurable function. For every
realp ∈ [1,+∞[ we set:

‖f‖Lp =

(∫ b

a

∥∥f(t)
∥∥p dt

) 1
p

∈ [0,+∞]

where‖ · ‖ denotes an arbitrary norm onRn (see also Remark 4.2.5 below). We
call ‖ · ‖Lp theLp-norm (corresponding to the chosen norm‖ · ‖ onRn); when a
Measurable functionf : [a, b] → Rn has finiteLp-norm we usually say that the
functionf is in Lp or thatf is aLp-functionTheMinkowski inequalitystates that
for every Measurable functionsf, g : [a, b] → Rn we have:

‖f + g‖Lp ≤ ‖f‖Lp + ‖g‖Lp ;

moreover, it is easy to see that‖f‖Lp = 0 if and only if f(t) = 0 for almost
all t ∈ [a, b]. Hence the set of all measurable functionsf : [a, b] → Rn with
‖f‖Lp < +∞ is a subspace of the space of allRn-valued maps on[a, b] and‖·‖Lp

is a semi-norm on it. The corresponding normed space (see Exercise 4.1) is de-
noted byLp

(
[a, b],Rn

)
. An element ofLp

(
[a, b],Rn

)
is an equivalence class ofLp

functions, where the equivalence relation∼ is f ∼ g ⇔ f = g almost everywhere.
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Nevertheless, in order to simplify the language, one usually pretends that the ele-
ments ofLp

(
[a, b],Rn

)
are functions; obviously, one has to be careful with such

attitude in verifying that the statements being made about elements ofLp
(
[a, b]Rn

)

do not depend on the representative of the equivalence class(for instance, you can-
not evaluate an element ofLp

(
[a, b],Rn

)
at a point of[a, b]). It is well known that

Lp
(
[a, b],Rn

)
is a Banach space with the norm‖ · ‖Lp ; when[a, b] andn are fixed

by the context, we may simply talk aboutthe spaceLp. Observe that the topology
on theLp space does not depend on the norm chosen inRn. If the norm‖ · ‖ on
Rn is induced by an inner product〈·, ·〉 and if p = 2 then theLp-norm is induced
from theL2-inner productgiven by:

〈f, g〉L2 =

∫ b

a

〈
f(t), g(t)

〉
dt,

so thatL2
(
[a, b],Rn

)
endowed with〈·, ·〉L2 is a Hilbert space. All the theory of

Lp-spaces may be developed, more in general, forRn-valued maps on arbitrary
Measure spaces, but we won’t need that. It is also usual to define theLp-space for
p = +∞ (see Exercise 4.10); again, we won’t use that.

4.2.3. EXAMPLE. If A is an arbitrary set and if
(
X, ‖ · ‖

)
is a Banach space

then the set of all bounded mapsf : A → X is again a Banach space endowed
with the norm:

‖f‖sup = sup
a∈A

∥∥f(a)
∥∥;

we denote such Banach space byB(A,X). If A is a topological space then the sub-
spaceC0(A,X) of B(A,X) consisting of continuous maps is closed and therefore
it is again a Banach space. Sometimes we may prefer using the notation:

‖f‖C0 = ‖f‖sup.

Observe that a sequence(fn)n≥1 in B(A,X) converges to somef with respect to
‖ · ‖sup if and only if fn → f uniformly onA. Observe also that, although‖ · ‖sup

depends on the norm‖ ·‖ ofX, if one replaces the norm ofX by an equivalent one
then the norm‖ · ‖sup onB(A,X) will also be replaced by an equivalent one. We
can thus think ofB(A,X) as a Banachable space ifX is a Banachable space.

4.2.4. EXAMPLE. If f : [a, b] → Rn is a map of classCk (0 ≤ k < ∞) then
we set:

‖f‖Ck =

k∑

i=0

∥∥f (i)
∥∥
C0,

wheref (i) denotes thei-th derivative off (andf (0) = f ). The space:

Ck
(
[a, b],Rn

)
=
{
f : [a, b] → Rn : f is of classCk

}
,

endowed with the norm‖ · ‖Ck is a Banach space.

4.2.5. REMARK . In Examples 4.2.2 and 4.2.4 we have considered in principle
only Rn-valued maps. Obviously there is no harm in replacingRn by an arbitrary
finite-dimensional vector space and we will indeed do that quite often.
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Recall that a linear mapT : X → Y between Banach spaces is continuous if
and only if (see Exercise 4.3):

(4.2.1) ‖T‖ = sup
‖x‖≤1

∥∥T (x)
∥∥ < +∞;

more in general, a multi-linear mapB : X1 × · · · ×Xk → Y is continuous if and
only if (see Exercise 4.5):

(4.2.2) ‖B‖ = sup
‖x1‖≤1,...,‖xk‖≤1

∥∥B(x1, . . . , xk)
∥∥ < +∞.

A linear (respectively, multi-linear) map satisfying condition (4.2.1) (respectively,
condition (4.2.2)) is usually called aboundedlinear (respectively, multi-linear)
map. Observe then that boundedness1 actually is equivalent to continuity for linear
(or multi-linear) maps.

The notation introduced on page?? concerning spaces of multi-linear maps is
no longer efficient in the context of functional analysis. Wemake the following:

4.2.6. CONVENTION. When dealing with topological vector spaces (like Ba-
nach spaces or Hilbert spaces) the notations introduced on page ?? should be
changed so that the spacesLin(V,W ), Lin(V ), V ∗, Bil(V, V ′;W ), etc. . . , contain
only continuouslinear and multi-linear maps. For instance, ifX, Y are Banach
spaces thenLin(X,Y ) denotes the space of continuous linear maps fromX to Y .

Recall that multi-linear maps defined on finite-dimensionalvector spaces are
automatically continuous, so that the convention above is compatible with the nota-
tion introduced on page??. We observe also that ifX1,X2, . . . ,Xk, Y are Banach
spaces then the space of continuous multi-linear maps fromX1 × · · · ×Xk to Y is
again a Banach space endowed with the norm (4.2.2).

4.2.7. EXAMPLE. If B : Rm×Rn → Rp is an arbitrary bilinear map then the
map:

B̂ : C0
(
[a, b],Rm

)
× L2

(
[a, b],Rn

)
−→ L2

(
[a, b],Rp

)

defined byB̂(f, g)(t) = B
(
f(t), g(t)

)
, t ∈ [a, b], is bilinear and continuous.

Namely:

∥∥B̂(f, g)
∥∥2

L2 =

∫ b

a
B
(
f(t), g(t)

)2
dt ≤ ‖B‖2‖f‖2

C0

∫ b

a

∥∥g(t)
∥∥2

dt,

and therefore
∥∥B̂
∥∥ ≤ ‖B‖. We will have particular interest in the continuity of the

bilinear map:

(4.2.3) B̂ : C0
(
[a, b],Lin(Rm,Rn)

)
× L2

(
[a, b],Rm

)
−→ L2

(
[a, b],Rn

)

given by:

(4.2.4) B̂(T, f)(t) = T (t) · f(t), t ∈ [a, b],

1One should observe that the term boundedness in the context of multi-linear maps does not
have its usual meaning; for instance, non zero linear maps never have bounded image.
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for all T ∈ C0
(
[a, b],Lin(Rm,Rn)

)
, f ∈ L2

(
[a, b],Rm

)
. Observe that the conti-

nuity of the bilinear map (4.2.3) implies by Exercise 4.9 thecontinuity of the linear
map:
(4.2.5)
C0
(
[a, b],Lin(Rm,Rn)

)
∋T 7−→B̂(T, ·)∈Lin

(
L2([a, b],Rm), L2([a, b],Rn)

)
.

In Examples 4.2.2, 4.2.3 and 4.2.4 above, the only space of maps admitting
the structure of a Hilbert space wasL2. The problem is that, on one hand, Hilbert
spaces are much easier to work with than Banach spaces (in terms of abstract func-
tional analysis) while, on the other hand, differential operators (like the derivative
operatorγ 7→ γ′) cannot be bounded (globally defined) linear maps onL2. We
thus need a Hilbert space consisting of maps with higher regularity thanL2. Such
problem is solved by the introduction of theSobolev spaces. There are several
possible approaches for the general theory of Sobolev spaces, but for our purposes,
we need only a very particular aspect of such theory; namely,we will define below
the space ofRn-valuedH1 maps on a compact interval. There is a very simple
definition for such Sobolev space using the notion of absolutely continuous map:

4.2.8. DEFINITION. A curveγ : [a, b] → Rn is calledabsolutely continuous
if for every ε > 0 there existsδ > 0 such that given disjoint open subintervals
(x1, y1),. . . ,(xk, yk) of [a, b] with

∑k
i=1 yi − xi < δ then:

k∑

i=1

∥∥γ(xi) − γ(yi)
∥∥ < ε.

Obviously every absolutely continuous curve is continuousand every Lipschitz
continuous curve (and in particular every piecewiseC1 curve) is absolutely contin-
uous. The theorem below gives an equivalent definition of thenotion of absolutely
continuous curve.

4.2.9. THEOREM. A curveγ : [a, b] → Rn is absolutely continuous if and only
if the following three conditions are satisfied:

• the derivativeγ′(t) = limh→0
γ(t+h)−γ(t)

h exists for almost everyt in
[a, b];

• the (almost everywhere defined) mapγ′ : [a, b] → Rn is integrable;
• γ(t) = γ(a) +

∫ t
a γ

′ for all t ∈ [a, b].

Moreover, ifφ : [a, b] → Rn is an integrable map then the curveγ : [a, b] → Rn

defined byγ(t) =
∫ t
a φ is absolutely continuous andγ′ = φ almost everywhere.

PROOF. See for instance [138]. �

We can now proceed with the definition of the Sobolev spaceH1.

4.2.10. DEFINITION. We say that a curveγ : [a, b] → Rn is of Sobolev class
H1 (shortly,of classH1) if γ is absolutely continuous and the (almost everywhere
defined) mapγ′ : [a, b] → Rn is in L2

(
[a, b],Rn). We denote byH1

(
[a, b],Rn

)
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the set of all mapsγ : [a, b] → Rn of classH1 and we define theH1-inner product
of γ1, γ2 ∈ H1

(
[a, b],Rn

)
by:

(4.2.6) 〈γ1, γ2〉H1 =
〈
γ1(a), γ2(a)

〉
+ 〈γ1, γ2〉L2 .

The norm corresponding to〈·, ·〉H1 will be denoted by‖ · ‖H1 and will be called
theH1-norm.

It is easy to see thatH1
(
[a, b],Rn

)
is a vector subspace ofC0

(
[a, b],Rn

)
and

that 〈·, ·〉H1 makesH1
(
[a, b],Rn

)
into a Hilbert space such that the inclusion of

H1
(
[a, b],Rn

)
in C0

(
[a, b],Rn

)
is continuous. For more details see Exercise 4.17.

There are several continuous inclusions between the Banachspaces discussed
so far. They are listed in Exercise 4.18.

Observe that a continuous bilinear formB : H ×H → R on a Hilbert space
H is nondegenerate if and only if the linear map:

(4.2.7) H ∋ x 7−→ B(x, ·) ∈ H∗

is injective; equivalently,B is nondegenerate if the linear map that representsB
with respect to the Hilbert space inner product ofH is injective. We give the
following definition:

4.2.11. DEFINITION. A continuous bilinear formB : H × H → R is called
strongly nondegenerateis the linear map (4.2.7) is an isomorphism; equivalently,
B is strongly nondegenerate if the linear map that representsB with respect to the
Hilbert space inner product ofH is an isomorphism.

The following gives a characterization of the Hilbert spaceinner products of a
Hilbertable space. Recall that, given a Hilbert space

(
H, 〈·, ·〉

)
, a bounded linear

operatorP : H → H is calledpositiveif P is self-adjoint (i.e.,〈Px, y〉 = 〈x, Py〉
for all x, y ∈ H) and〈Px, x〉 ≥ 0 for all x ∈ H.

4.2.12. PROPOSITION. Let(H, 〈·, ·〉) be a Hilbert space and letB : H×H →
R be a bounded bilinear form. ThenB is a (positive definite) Hilbert space inner
product forH if and only ifB is represented by a positive isomorphismP : H → H
(see Exercise 4.19).

PROOF. It is easy to see that, givenP ∈ Lin(H) then〈·, ·〉1 = 〈P ·, ·〉 is an
inner product inH if and only if P is positive anad injective. We have to show
that〈·, ·〉1 is a Hilbert space inner product for

(
H, 〈·, ·〉

)
(i.e., that〈·, ·〉1 defines the

same topology as〈·, ·〉) if and only if P is an isomorphism. Observe that we do
not know whether

(
H, 〈·, ·〉1

)
is a Hilbert space, but it is at least a normed (and a

topological) vector space. Since〈·, ·〉1 is a bounded bilinear form on
(
H, 〈·, ·〉

)
, it

is easy to see that the identity operator:

(4.2.8) Id :
(
H, 〈·, ·〉

)
−→

(
H, 〈·, ·〉1

)

is bounded. Obviously,〈·, ·〉1 defines the same topology as〈·, ·〉 if and only if
(4.2.8) is a homeomorphism; it thus follows from the Open Mapping Theorem
that〈·, ·〉1 defines the same topology as〈·, ·〉 if and only if

(
H, 〈·, ·〉1

)
is a Hilbert
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space. To complete the proof, we will show then thatP is bijective if and only if(
H, 〈·, ·〉1

)
is a Hilbert space. To this aim, consider the commutative diagram:

(4.2.9)
(
H, 〈·, ·〉1

)∗

Id∗

&&NNNNNNNNNNN

(
H, 〈·, ·〉1

)
R1

88ppppppppppp

P &&NNNNNNNNNNN

(
H, 〈·, ·〉

)∗

(
H, 〈·, ·〉

) R

∼=

88ppppppppppp

whereR1 is given byx 7→ 〈x, ·〉1, R is given byx 7→ 〈x, ·〉, andId∗ denotes the
transpose operator ofId. It follows easily from the Cauchy–Schwarz inequality
that R andR1 are isometric immersions; moreover, since

(
H, 〈·, ·〉

)
is a Hilbert

space, it follows from Riesz’s representation theorem thatR is indeed an isometry.
Moreover, Id∗ is simply an inclusion map and hence it is injective. Assuming
thatP is bijective then both arrows in the bottom triangle of diagram (4.2.9) are
bijective and thereforeId∗ ◦ R1 is bijective. SinceId∗ is injective, it follows that
R1 is bijective and it is therefore an isometry; we conclude that

(
H, 〈·, ·〉1

)
is a

Hilbert space, since the dual of a normed space is always complete.
Conversely, assume that

(
H, 〈·, ·〉1

)
is a Hilbert space. Then (4.2.8) is a home-

omorphism and thereforeId∗ is bijective; moreover, by Riesz’s representation theo-
rem, the mapR1 is an isometry. But alsoR is an isometry and henceP is bijective.
This concludes the proof. �

In order to developed infinite-dimensional Morse theory we will need a gener-
alization of Sylvester’s theorem of Inertia for Hilbert spaces. This task will take a
little work. We start by recalling the following tool:

4.2.13. PROPOSITION (continuous functional calculus).Let H be a Hilbert
space and letT : H → H be a bounded self-adjoint operator. Then there exists a
unique continuous homomorphism of algebras with unity2:

φT : C0(σ(T ),R) −→ Lin(H)

such thatφT (i) = T , wherei : σ(T ) → R denotes the inclusion. Moreover,
φT (f) is a self-adjoint operator for every continuous mapf : σ(T ) → R and the
homomorphismφT is an isometry, i.e., the operator norm ofφT (f) equals the sup
norm off ∈ C0(σ(T ),R).

PROOF. See [134, Chapter VII, Section 1] for the case whereH is a complex
Hilbert space. The case of a real Hilbert space can be obtained by a complexifica-
tion argument3. �

2This means thatφT is linear,φT (fg) = φT (f) ◦ φT (g), for all f, g ∈ C0(σ(T ),R) and that
φT (1) = Id.

3Thecomplexificationof a real Hilbert space is the complex Hilbert spaceHC = H⊕H, with
complex structurei(x, y) = (−y, x) and Hermitean product obtained by extending the inner product



4.2. REVIEW OF FUNCTIONAL ANALYSIS 213

4.2.14. REMARK . We list a few more properties of the operatorsφT (f) that
follow easily from Proposition 4.2.13.

• If p(x) =
∑n

k=0 akx
k is a polynomial thenφT (p) =

∑n
k=0 akTk, where

T 0 = Id. Follows directly from the fact thatφT is a homomorphism and
from the fact thatφT maps the inclusioni : σ(T ) → R to T .

• For anyf, g ∈ C0(σ(T ),R) the operatorsφT (f) andφT (g) commute; in
particular, each operatorφT (f) commutes withT . This follows directly
from the observation that the algebraC0(σ(T ),R) is commutative.

• If f : σ(T ) → R is a non negative function thenf(T ) is a positive
operator. Chooseg ∈ C0(σ(T ),R) with g2 = f and observe that〈
φT (f)x, x

〉
=
〈
φT (g)x, φT (g)x

〉
for all x ∈ H.

• If f ∈ C0(σ(T ),R) satisfiesf2 = f thenφT (f) is an orthogonal projec-
tion onto a closed subspace ofH. Observe simply thatφT (f)2 = φT (f)
and thatφT (f) is self-adjoint (see Exercise 4.28).

• If a closed subspaceV ofH is invariant byT thenV is also invariant by
φT (f), for all f ∈ C0(σ(T ),R). This is immediate iff is a polynomial;
otherwise, it follows from the continuity ofφT , since any continuous map
in a compact subset ofR is a uniform limit of polynomials.

We can now finally prove the following:

4.2.15. LEMMA . LetB : H ×H → R be a strongly nondegenerate bounded
symmetric bilinear form on a Hilbert space(H, 〈·, ·〉). Then there exists a direct
sum decompositionH = H+⊕H−, whereH+ andH− are closed subspaces ofH
that are orthogonal with respect to both〈·, ·〉 andB and such thatB|H+ , −B|H−

are (positive definite) Hilbert space inner products.

PROOF. Let T : H → H be the bounded self-adjoint operator that represents
B. SinceT is an isomorphism we have that0 6∈ σ(T ) and therefore we can write
σ(T ) = σ+ ∪ σ− whereσ+ = σ(T ) ∩ ]0,+∞[ andσ− = σ(T ) ∩ ]−∞, 0[.
Denote byχσ+ , χσ− ∈ C0(σ(T ),R) the characteristic maps ofσ+ andσ− re-
spectively, i.e.,χσ+ (respectively,χσ−) equals1 on σ+ (respectively, onσ−) and
equals zero otherwise. Observe thatχσ+ andχσ− are indeed continuous onσ(T ),
sinceσ+ and σ− are open inσ(T ). Using the continuous functional calculus
(Proposition 4.2.13), we obtain bounded self-adjoint operatorsP+ = φT (χσ+)

andP− = φT (χσ−) on H. Using the equalities(χσ+)2 = χσ+ , (χσ−)2 = χσ− ,
χσ+ + χσ− = 1 and Remark 4.2.14 we obtain thatP+ and P− are orthogo-
nal projections onto closed subspacesH+ andH− of H respectively, and that
H = H+ ⊕ H− is a direct sum decomposition that is orthogonal with respect
to 〈·, ·〉. SinceP+ andP− commute withT (see Remark 4.2.14), it follows that
bothH+ andH− are invariant byT , so thatH+ andH− are alsoB-orthogonal. If
i : σ(T ) → R denotes the inclusion thenT ◦ P+ = φT (iχσ+) and, sinceiχσ+ is a
non negative function, Remark 4.2.14 implies that for everyx ∈ H+:

B(x, x) = 〈Tx, x〉 =
〈
(T ◦ P+)x, x

〉
≥ 0.

of H to a sesqui-linear map. Every bounded self-adjoint operator T : H → H extends uniquely to a
(complex linear) bounded self-adjoint operatorTC : HC → HC
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Similarly, by considering the non negative function−iχσ− one shows thatB is
negative semi-definite onH−. Finally, the fact thatT : H → H is a self-adjoint
isomorphism implies that its restriction to the invariant subspacesH+ andH−
is again an isomorphism (see Exercise 4.30), so thatB|H+ and−B|H− are rep-
resented by positive isomorphisms ofH+ andH− respectively. The conclusion
follows from Proposition 4.2.12. �

4.3. Calculus on Banach Spaces and Banach Manifolds

We now make a quick review on the subject of Calculus on Banachspaces. We
start with the following:

4.3.1. DEFINITION. LetX, Y be Banach spaces,U ⊂ X an open subset and
f : U → Y a map. We say thatf is differentiableat a pointx ∈ U if there exists a
continuous linear mapT : X → Y such that the mapr defined by the equality:

f(x+ h) = f(x) + T (h) + r(h),

satisfieslimh→0
r(h)
‖h‖ = 0.

If f is differentiable atx then it is easy to check that:

T (v) = lim
t→0

f(x+ tv) − f(x)

t
,

for all v ∈ X. This implies thatT is unique when it exists; we callT thedifferential
of f atx and we writedf(x) = T .

4.3.2. REMARK . It is easy to see that the statement “f is differentiable atx and
df(x) = T ” is invariant under substitution of the norms inX andY by equivalent
ones. In particular, differentiability is a well-defined notion for Banachable spaces.

If f is differentiable at every point ofU , we say thatf is differentiable inU ;
in such case, we can consider the map:

df : U −→ Lin(X,Y ),

defined byx 7→ df(x). SinceLin(X,Y ) is again a Banach space, we can again
ask whetherdf is a differentiable map. If it is, we obtain a map:

d2f = d(df) : U −→ Lin
(
X,Lin(X,Y )

)

called thesecond order differentialof f . In general, iff can be differentiatedk
times, we can consider itsk-th order differential (defined recursively bydkf =
d
(
dk−1f

)
) which is a map of the form:

dkf : U −→ Lin
(
X,Lin

(
X, · · · ,Lin︸ ︷︷ ︸

k Lin’s

(X,Y )
)
· · ·
)
.

The counter-domain ofdkf may be identified with a nicer space, namely we have
an isometry (see Exercise 4.9):

Lin
(
X,Lin

(
X, · · · ,Lin︸ ︷︷ ︸

k Lin’s

(X,Y )
)
· · ·
)
∋ T 7−→ T̂ ∈ Multlink(X;Y )
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defined by:
T̂ (v1, v2, . . . , vk) = T (v1)(v2) · · · (vk),

for all v1, . . . , vk ∈ X, whereMultlink(X;Y ) denotes the Banach space of all
continuousk-linear mapsB : X × · · · ×X → Y .

If a map f : U ⊂ X → Y is k times differentiable and if itsk-th order
differentialdkf : U → Multlink(X;Y ) is continuous then we say thatf is amap
of classCk. If f is of classCk for all k ∈ N, we say thatf is amap of classC∞.

From now on, one can develop the theory of differentiable Calculus on Ba-
nach spaces just like one does in finite-dimensional spaces.One now can prove the
chain rule, the mean value inequality, Schwarz’s theorem (on the symmetry of the
higher order differentials), the inverse and implicit function theorems and so on.
The whole theory goes on like in the finite-dimensional case,with essentially no
differences (and in most cases no additional difficulty). The main relevant differ-
ence lies on the local form of immersions and submersions. Welook at the problem
more closely below.

Recall that a closed subspaceS of a Banach spaceX is calledcomplemented
if there exists a closed subspaceS′ ⊂ X with X = S ⊕ S′.

4.3.3. DEFINITION. LetX, Y be Banach spaces,U ⊂ X an open subset and
f : U → Y a map. Assume thatf is differentiable at somex ∈ U . We say that
f is a submersionat x if the differentialdf(x) : X → Y is surjective and if its
(automatically closed) kernelKer

(
df(x)

)
is complemented inX. We say thatf

is animmersionatx if the differentialdf(x) : X → Y is injective and if its image
is closed and complemented inY .

Our point here is that the standard proofs of the local form ofimmersions and
submersions only work in the Banach space case if one uses thenotions of immer-
sion and submersion described above. In finite-dimensionalspaces, all subspaces
are closed and complemented, so that Definition 4.3.3 reduces to the standard one.
We remark also that on Hilbert spaces all closed subspaces are complemented
(there is always the orthogonal complement!). Hence, ifX is a Hilbert space then
f : U ⊂ X → Y is a submersion atx ∈ U iff df(x) is surjective; similarly, ifY
is a Hilbert space thenf is an immersion atx iff df(x) is injective and has closed
image.

What we need now is a practical method for proving differentiability of maps
between Banach spaces in concrete examples. This is the subject of Lemma 4.3.5
below; first we need a definition.

4.3.4. DEFINITION. Let Y be a Banach space. Aseparating familyfor Y is a
setF of bounded linear operatorsλ : Y → Zλ, with Zλ a Banach space, such that
for each non zerov ∈ Y there existsλ ∈ F with λ(y) 6= 0.

4.3.5. LEMMA (weak differentiation principle).LetX, Y be Banach spaces,
f : U → Y a map defined on an open subsetU ⊂ X andF a separating family
for Y . Assume that there exists a continuous mapg : U → Lin(X,Y ) such that

for everyx ∈ U , v ∈ X, λ ∈ F , the directional derivative∂(λ◦f)
∂v (x) exists and

equalsλ
(
g(x) · v

)
. Thenf is of classC1 anddf = g.
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PROOF. Letx ∈ U be fixed and definer by:

f(x+ h) = f(x) + g(x) · h+ r(h);

all we have to show is thatlimh→0
r(h)
‖h‖ = 0. If h is small enough, the closed line

segment[x, x+h] is contained inU ; moreover, under the hypothesis of the lemma,
it is easy to see that for everyλ ∈ F the curve:

[0, 1] ∋ t 7−→ (λ ◦ f)(x+ th)

is differentiable and that is derivative is given by:

d

dt
(λ ◦ f)(x+ th) = λ

(
g(x+ th) · h

)
.

We can thus apply the Fundamental Theorem of Calculus4 to obtain:

λ
(
r(h)

)
=

∫ 1

0

d

dt
(λ ◦ f)(x+ th) dt− λ

(
g(x) · h

)

= λ

(∫ 1

0
g(x + th) · hdt− g(x) · h

)
.

SinceF separates points inY we can “cancel”λ on both sides of the equality
above obtaining:

r(h) =

∫ 1

0
g(x+ th) · hdt− g(x) · h =

(∫ 1

0

[
g(x + th) − g(x)

]
dt

)
· h;

hence: ∥∥r(h)
∥∥ ≤ ‖h‖ sup

t∈[0,1]

∥∥g(x+ th) − g(x)
∥∥.

The conclusion follows from the continuity ofg. �

We now make a quick study on the subject of length of curves in Banach
spaces.

A curve γ : I → X defined on an arbitrary intervalI ⊂ R, taking values
on a Banach spaceX is said to bepiecewiseC1 if there exists a finite subset
{t0, t1, . . . , tk} ⊂ I, t0 < t1 < · · · < tk, such thatγ|[ti,ti+1] is of classC1 for
i = 1, . . . , k − 1 andγ|]−∞,t0]∩I andγ|[tk ,+∞[∩I are of classC1.

4.3.6. DEFINITION. Let
(
X, ‖ · ‖

)
be a Banach space and letγ : I → X be

a piecewiseC1 curve defined in an arbitrary intervalI ⊂ R. The lengthof γ is
defined by:

L(γ) =

∫

I

∥∥γ′(t)
∥∥ dt ∈ [0,+∞].

In Exercise 4.12 the reader is asked to show that a line segment is a shortest
path connecting two points in a Banach space.

4Here we need a theory of integration for Banach space valued curves. One possibility is to
use theBochner integral(see [162]), but actually one can use simpler approaches in this case.For
instance, one can use the notion ofweak integration(see Exercise 4.20).
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4.3.7. LEMMA . If γ : I → X is a piecewiseC1 curve defined on an arbitrary
interval I ⊂ R taking values in a Banach spaceX and ifL(γ) < +∞, then the
image ofγ is relatively compact inX.

PROOF. Given ε > 0, since
∫
I

∥∥γ′(t)
∥∥ dt is finite, we can find a compact

intervalJ ⊂ I such thatI \ J is a disjoint union of two intervalsI1, I2 and:
∫

I1

∥∥γ′(t)
∥∥ dt+

∫

I2

∥∥γ′(t)
∥∥ dt < ε.

For t, s ∈ I1, t < s, using the result of Exercise 4.12 we get:
∥∥γ(t) − γ(s)

∥∥ ≤
L(γ|[t,s]) < ε, so that the diameter ofγ(I1) is less than or equal toε; similarly, the
diameter ofγ(I2) is less than or equal toε. Finally, sinceγ(J) ⊂ X is compact,
it can be covered by a finite number of subsets ofX of diameter less thanε. Thus
γ(I) is totally bounded and hence relatively compact in the complete metric space
X. �

We now deal with Banach manifolds. For the basic stuff, thereis no big differ-
ence between the theory of Banach manifolds and the theory offinite-dimensional
manifolds. We just give a few basic definitions for completeness.

Let M be a set. Achart onM is a bijectionϕ : U → Ũ , whereŨ is an open
subset of some Banach spaceX. Given chartsϕ : U → Ũ , ψ : V → Ṽ onM,
with Ũ open in the Banach spaceX andṼ open in the Banach spaceY , then we
say thatϕ andψ arecompatibleif eitherU ∩ V = ∅ or the map:

ψ ◦ ϕ−1 : ϕ(U ∩ V ) −→ ψ(U ∩ V )

is a smooth diffeomorphism between open sets. Anatlas A for M is a set of
pairwise compatible charts onM whose domains coverM. A Banach manifold
is a setM endowed with a maximal atlasA. An atlasA onM induces a unique
topology onM for which the domains of the charts inA are open and the charts
in A are homeomorphisms. Such topology is defined by:

Z ⊂ M is open⇐⇒ ϕ(Z ∩ U) is open inX,
for every chartϕ : U → Ũ ⊂ X in

the atlasA.
If a Banach manifoldM admits an atlas consisting only of charts taking values

on Hilbert spaces then we callM aHilbert manifold.

4.3.8. CONVENTION. For the rest of this section and until the end of Section??
we will not make any assumptions on the topology of the BanachmanifoldsM (not
even Hausdorff!). In Section??, we will usually deal with a finite-dimensional
manifoldM , for which the conventions of Section?? apply, i.e.,M should be
Hausdorff and second countable; at the same time, we will have infinite-dimen-
sional manifoldsM whose points arecurvesonM and we do not want to waist
time in proving topological properties of suchM. Actually, we will se in Corol-
lary 4.3.22 that a Hilbert manifold admitting a Riemannian metric is automatically
T4.
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As in the case of Calculus on finite-dimensional manifolds, one can now define
the notion of map of classCk between Banach manifolds (using local charts) and
one can extend all the local theorems of the Calculus on Banach spaces to the
context of Banach manifolds. We now make a few remarks concerning the tangent
space of a Banach manifold.

Let M be a Banach manifold and letx ∈ M be fixed. As in the finite-
dimensional case, the tangent spaceTxM can be defined using equivalence classes
of curves inM passing throughx. More explicitly, consider the setA of all smooth
curvesγ : ]−ε, ε[ → M with γ(0) = x; we define an equivalence relation onA
by requiring thatγ, µ ∈ A are equivalent if for some (and hence every) chartϕ
aroundx in M we have(ϕ ◦ γ)′(0) = (ϕ ◦ µ)′(0). The tangent spaceTxM is
defined to be the quotient ofA by such equivalence relation. Observe that every
chartϕ : U → Ũ ⊂ X with x ∈ U induces a bijection̂ϕ : TxM → X that sends
the class ofγ to (ϕ ◦ γ)′(0). If ϕ andψ are both charts aroundx then the bijec-
tionsϕ̂ andψ̂ differ by the differential of the transition mapψ ◦ϕ−1 atϕ(x); such
differential is a continuous isomorphism between Banach spaces and therefore all
charts induce onTxM the same vector space structure and the same topology.

Our point here is that the tangent spaceTxM is a Banachable space, not a
Banach space, i.e., there is no canonically fixed norm onTxM. Only the topology
of TxM is canonical. Observe that ifM is a Hilbert manifold then its tangent
spaces are Hilbertable spaces.

One can now, as in the finite-dimensional case, define the differential of a
differentiable map between Banach manifolds as being a continuous linear map
between the appropriate tangent spaces. Definition 4.3.3 can now be generalized
in the obvious way to the context of manifolds.

We now define the notion of a submanifold of a Banach manifold.

4.3.9. DEFINITION. LetM be a Banach manifold and letN ⊂ M be a subset.
A chartϕ : U → Ũ ⊂ X for M is called asubmanifold chartfor N if there exists
a closed and complemented subspaceY ⊂ X such thatϕ(U ∩ N ) = Ũ ∩ Y . If
N can be covered by the domains of a family of submanifold charts forN then we
say thatN is aBanach submanifoldof M.

If N is a Banach submanifold ofM then the submanifold charts can be re-
stricted to form an atlas ofN , so thatN also becomes a Banach manifold. The
inclusion i : N → M is a smoothembedding, i.e., it is an immersion and a
homeomorphism onto its image. The differential of the inclusion i can be used to
identify, for everyx ∈ N , the tangent spaceTxN with a closed and complemented
subspace of the tangent spaceTxM.

The following result should come to no surprise:

4.3.10. PROPOSITION. LetM, N be Banach manifolds and letf : M → N
be a smooth map. Ifc ∈ N is a regular valueof f , i.e., if f is a submersion at all
points off−1(c) thenf−1(c) is a Banach submanifold ofM. Moreover, its tangent
space is given by:

Txf
−1(c) = Ker

(
df(x)

)
,
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for all x ∈ f−1(c).

PROOF. It is a simple consequence of the local form of submersions,as in the
finite-dimensional case. �

Infinite dimensional Banach manifolds cannot be locally compact. This some-
times brings problems. Some of this problems are solved by Lemma 4.3.12 below.
First, we need a definition.

4.3.11. DEFINITION. If M is a Banach manifold then a chartϕ : U → Ũ ⊂ X

for M is calledregular if wheneverF ⊂ X is closed inX and contained iñU then
ϕ−1(F ) is closed inM.

4.3.12. LEMMA . If M is a Banach manifold andϕ : U → Ũ ⊂ X is a chart
for M then for every open setV in M with V ⊂ U , the chartϕ|V : V → ϕ(V ) is
regular. In particular, ifM is T3 then for every chartϕ : U → Ũ ⊂ X and every
x ∈ U there exists a restriction ofϕ to an open neighborhood ofx that is a regular
chart.

PROOF. We leave it as an exercise to the reader (see Exercise 4.26). �

We now study infinite-dimensional Riemannian manifolds.

4.3.13. DEFINITION. LetM be a Hilbert manifold. ARiemannian metricfor
M is a mapg that associates to everyx ∈ M a Hilbert space inner productgx on
the Hilbertable spaceTxM in such a way that for every chartϕ : U → Ũ ⊂ H
taking values in a Hilbert spaceH, the map:

ĝ : Ũ −→ Bil(H),

defined by:

ĝ(x) = gx
(
dϕ(x)−1·,dϕ(x)−1 ·

)
,

is smooth. A Hilbert manifoldM endowed with a Riemannian metricg will be
called aRiemannian manifold.

The smoothness of the transition maps between local charts implies easily that
in order to check thatg is a Riemannian metric one has only to show the smoothness
of ĝ for chartsϕ running through a fixed atlas ofM.

We won’t need to study much Riemannian geometry in Hilbert manifolds. We
just present below a few selected topics that will be used in the later sections.

We start with the definition of arc-length and distance.

4.3.14. DEFINITION. Let (M, g) be a Riemannian manifold. Ifγ : I → M is
a piecewiseC1 curve defined on an arbitrary intervalI ⊂ R then thelengthof γ is
the (possibly infinite) non negative real number:

L(γ) =

∫

I

∥∥γ′(t)
∥∥ dt ∈ [0,+∞].
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Forx, y ∈ M we define thedistancefrom x to y as the infimum of the lengths of
curves inM connectingx andy, i.e., we set:
(4.3.1)

dist(x, y) = inf
{
L(γ) : γ : [a, b] → M piecewiseC1, γ(a) = x, γ(b) = y

}
.

If the set on the righthand side of the equality above is empty(i.e., if x andy are
not in the same connected component ofM) then we setdist(x, y) = +∞.

The following properties of the distance function defined above are obvious:
• dist(x, x) = 0 for all x ∈ M;
• dist(x, y) = dist(y, x) for all x, y ∈ M;
• dist(x, z) ≤ dist(x, y) + dist(y, z), for all x, y, z ∈ M.

The triangle inequality above follows from the obvious factthat length of curves is
additive by concatenation and from the fact that the concatenation of piecewiseC1

curves is again piecewiseC1.

4.3.15. DEFINITION. Let (M, g) be a Riemannian manifold. We say that a
chartϕ : U → Ũ taking values on an open setŨ of a Hilbert space

(
H, 〈·, ·〉

)
is

metric-relatingif there exists positive constantskmin, kmax ∈ R such that:

(4.3.2) kmin

〈
dϕx(v),dϕx(v)

〉 1
2 ≤ gx(v, v)

1
2 ≤ kmax

〈
dϕx(v),dϕx(v)

〉 1
2 ,

for all x ∈ U , v ∈ TxM .

Since we assume thatgx is a Hilbert space inner product forTxM , the con-
stantskmin, kmax satisfying (4.3.2) can be chosen for eachx ∈ U ; saying thatϕ is
metric-relating means thatkmin andkmax can be chosenindependentlyof x ∈ U .
The continuity of the Riemannian metric ofM implies that “small” charts are in-
deed metric-relating (see Exercise 4.13).

4.3.16. LEMMA . Let (M, g) be a Riemannian manifold and assume thatϕ :

U → Ũ is a metric-relating chart taking values in a Hilbert space
(
H, 〈·, ·〉

)
.

Choose constantskmin, kmax > 0 such that(4.3.2)holds. IfŨ is convex then for
anyx, y ∈ U we have:

dist(x, y) ≤ kmax

∥∥ϕ(x) − ϕ(y)
∥∥.

PROOF. Setγ(t) = ϕ−1
(
(1− t)ϕ(x) + tϕ(y)

)
for t ∈ [0, 1] and observe that:

dist(x, y) ≤
∫ 1

0

∥∥γ′(t)
∥∥ dt ≤ kmax

∥∥ϕ(x) − ϕ(y)
∥∥. �

4.3.17. LEMMA . Let (M, g) be a Riemannian manifold and assume thatϕ :

U → Ũ is a metric-relating chart taking values in a Hilbert space
(
H, 〈·, ·〉

)
.

Choose constantskmin, kmax > 0 such that(4.3.2)holds. LetF ⊂ H be a closed
subset ofH contained inŨ and letγ : [a, b] → M be a piecewiseC1 curve with
γ(a) ∈ ϕ−1(F ). If L(γ) < kmin · dist

(
(ϕ ◦ γ)(a), ∂F

)
then5 the image ofγ is

contained inϕ−1(F ) (and hence inU ).

5If the boundary∂F of F in H is empty (i.e., ifF = H) then the distancedist
(
(ϕ◦γ)(a), ∂F

)

should be interpreted as+∞. In this case the theorem states thatanypiecewiseC1 curveγ starting
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PROOF. Consider the set:

A =
{
t ∈ [a, b] : γ

(
[a, t]

)
⊂ ϕ−1(F )

}
;

A is not empty becausea ∈ A and therefore we can consider the supremum
c = supA ∈ [a, b]. Assume by contradiction thatc < b. Obviously we have
γ
(
[a, c[

)
⊂ ϕ−1(F ), so thatϕ ◦ γ|[a,c[ is a well-defined piecewiseC1 curve inH.

Sinceγ|[a,c[ has finite length in the Riemannian manifoldM (becauseγ|[a,c[ has
a piecewiseC1 extension to[a, c]) and sinceϕ is metric-relating, it follows that
ϕ ◦ γ|[a,c[ is a curve of finite length in the Riemannian manifoldH endowed with
the constant Riemannian metric〈·, ·〉. It follows from Lemma 4.3.7 thatϕ ◦ γ|[a,c[
has relatively compact image inH and therefore we can find a sequence(tn)n≥1 in
[a, c[ with tn → c and(ϕ ◦ γ)(tn) → x̃, for somex̃ ∈ H. Using thatF is closed,
we obtain that̃x ∈ F ⊂ Ũ and thereforẽx = ϕ(x) for somex ∈ ϕ−1(F ) ⊂ U .
Sinceϕ : U → Ũ is a homeomorphism, we conclude thatγ(tn) → x and therefore
x = γ(c) ∈ ϕ−1(F ). But (ϕ ◦ γ)(c) cannot belong to the interior ofF because
(sincec < b) this would imply thatc + ε ∈ A for some smallε > 0. We have
proven that(ϕ ◦ γ)(c) ∈ ∂F ; now we compute as follows:

L(γ) ≥
∫ c

a
g
(
γ′(t), γ′(t)

) 1
2 dt ≥ kmin

∫ c

a

〈
(ϕ ◦ γ)′(t), (ϕ ◦ γ)′(t)

〉 1
2 dt

≥ kmin

∥∥(ϕ ◦ γ)(c) − (ϕ ◦ γ)(a)
∥∥ ≥ kmin · dist

(
(ϕ ◦ γ)(a), ∂F

)
,

which is a contradiction. �

4.3.18. COROLLARY. Let (M, g) be a Riemannian manifold and assume that
ϕ : U → Ũ is a metric-relating chart taking values in a Hilbert space

(
H, 〈·, ·〉

)
.

Choose constantskmin, kmax > 0 such that(4.3.2) holds. Assume thatF is a
closed subset ofH contained inŨ . If x ∈ ϕ−1(F ), y ∈ M satisfy:

dist(x, y) < kmin · dist
(
ϕ(x), ∂F

)
,

theny ∈ ϕ−1(F ) ⊂ U and:

∥∥ϕ(x) − ϕ(y)
∥∥ ≤ 1

kmin
dist(x, y).

PROOF. For anyε > 0 we can choose a piecewiseC1 curve γ : [a, b] →
M with γ(a) = x, γ(b) = y andL(γ) smaller than bothdist(x, y) + ε and
kmindist ·

(
ϕ(x), ∂F

)
. By Lemma 4.3.17, we haveIm(γ) ⊂ ϕ−1(F ) and in

particulary ∈ ϕ−1(F ). Moreover:

∥∥ϕ(x)−ϕ(y)
∥∥≤
∫ b

a

∥∥(ϕ◦γ)′(t)
∥∥ dt ≤ 1

kmin

∫ b

a

∥∥γ′(t)
∥∥ dt <

1

kmin

(
dist(x, y)+ε

)
,

where in the first inequality we have used the result of Exercise 4.12. The conclu-
sion now follows by observing thatε > 0 can be taken arbitrarily small. �

atϕ−1(F ) has image contained inϕ−1(F ). In particular,U is actually an arc-connected component
of M.
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4.3.19. COROLLARY. Let (M, g) be a Riemannian manifold and assume that
ϕ : U → Ũ is a metric-relating chart taking values in a Hilbert space

(
H, 〈·, ·〉

)
.

Let (xn)n≥1 be a Cauchy sequence inM (i.e.,dist(xn, xm)
n,m→+∞−−−−−−−−→ 0). As-

sume that we can find a closed subsetF ofH contained inŨ such thatxn ∈ F ⊂ U
for all n and:

(4.3.3) inf
n≥1

dist
(
ϕ(xn), ∂F

)
> 0.

Then, the sequence
(
ϕ(xn)

)
n≥1

is Cauchy (and hence convergent) in the Hilbert
spaceH.

PROOF. Denote byc > 0 the infimum on the left hand side of formula (4.3.3)
and choose constantskmin, kmax > 0 for which (4.3.2) holds. Since(xn)n≥1 is
Cauchy, we can findn0 ∈ N such thatn,m ≥ n0 imply dist(xn, xm) < kminc.
By Corollary 4.3.18, we have:

∥∥ϕ(xn) − ϕ(xm)
∥∥ ≤ 1

kmin
dist(xn, xm),

for all n,m ≥ n0. The conclusion follows. �

4.3.20. COROLLARY. Let (M, g) be a Riemannian manifold and assume that
ϕ : U → Ũ is a metric-relating chart taking values in a Hilbert space

(
H, 〈·, ·〉

)
.

Choose constantskmin, kmax > 0 such that(4.3.2)holds. Assume that the closed
ball B[0; r] ⊂ H is contained inŨ for somer > 0 and chooser0 > 0 small
enough so that:

r0 ≤ min
{r

2
,
kmin

kmax

r

4

}
;

then, settingV = ϕ−1
(
B(0; r0)

)
⊂ U , we have:

∥∥ϕ(x) − ϕ(y)
∥∥ ≤ 1

kmin
dist(x, y),

for all x, y ∈ V .

PROOF. Let x, y ∈ V be fixed. Sinceϕ(V ) is convex, Lemma 4.3.16 implies
that:

dist(x, y) ≤ kmax

∥∥ϕ(x) − ϕ(y)
∥∥ < 2kmaxr0 ≤ kminr

2
.

TakingF = B[0; r], sinceϕ(x) ∈ B
(
0; r2
)
, we have:

dist
(
ϕ(x), ∂F

)
= dist

(
ϕ(x), S(0; r)

)
>
r

2
.

The conclusion now follows from Corollary 4.3.18. �

We can now prove the following:

4.3.21. PROPOSITION. If (M, g) is a connected Riemannian manifold then the
distance function introduced in Definition 4.3.1 is indeed a(metric space) metric;
moreover, the topology induced by such metric coincides with the topology of the
manifoldM.
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PROOF. In order to prove thatdist is a (metric space) metric it suffices to show
that dist(x, y) > 0 whenx, y ∈ M are distinct. Let thenx, y ∈ M be distinct
and assume by contradiction thatdist(x, y) = 0. Choose a metric-relating chart
ϕ : U → Ũ with x ∈ U andϕ(x) = 0, whereŨ is an open subset of a Hilbert space(
H, 〈·, ·〉

)
; choose alsokmin, kmax > 0 satisfying (4.3.2). Sincedist(x, y) = 0, for

anyr > 0 with B[0; r] ⊂ Ũ we can find a piecewiseC1 curve connectingx andy
with length less thanrkmin; applying Lemma 4.3.17 withF = B[0; r] we conclude
thaty ∈ U and thatϕ(y) is in B[0; r]. Sincer > 0 can be taken arbitrarily small
we obtain thatϕ(x) = ϕ(y), contradicting the injectivity of the chartϕ.

We now prove that ifZ ⊂ M is open with respect to the manifold topology
of M thenZ is open with respect to the topology induced bydist. Choosex ∈ Z

and letϕ : U → Ũ , H, kmin, kmax andr be as above; we can assume also that
U ⊂ Z. Applying Lemma 4.3.17 withF = B[0; r] we conclude that if a piecewise
C1 curveγ : [a, b] → M satisfiesγ(a) = x andL(γ) < kminr thenγ(b) ∈ U . It
follows that the open ball of radiuskminr and centerx with respect to the metric
dist is contained inU (and inZ). Thus,Z is open with respect to the topology
induced bydist.

Assume now thatZ is open with respect to the topology induced bydist.
Choosex ∈ Z and letϕ : U → Ũ ⊂ H be a metric-relating chart withx ∈ U

and Ũ convex. SinceZ is open in(M,dist), Z ∩ U is open in(U,dist|U×U );
Lemma 4.3.16 tells us thatϕ−1 : Ũ → (U,dist|U×U ) is Lipschitz continuous and
thereforeϕ(Z ∩ U) is open inŨ (and inH). Sinceϕ is a chart ofM, it follows
thatZ ∩ U is an open neighborhood ofx with respect to the manifold topology of
M. ThusZ is open in the manifold topology ofM. �

4.3.22. COROLLARY. If a Hilbert manifoldM admits a Riemannian metric
then every connected component ofM is metrizable (we don’t make anya priori
assumptions on the topology ofM!). In particular, M is T4. �

The following definition will be essential in the development of infinite-dimen-
sional Morse theory.

4.3.23. DEFINITION. If M is a Hilbert manifold andg is a Riemannian metric
for M then we say that a subsetF ⊂ M is completeif its intersection with every
connected component ofM is a complete metric space (endowed with the metric
dist).

Now we can generalize Lemma 4.3.7 to the context of manifolds.

4.3.24. LEMMA . Let M be a Riemannian manifold. Ifγ : I → M is a
piecewiseC1 curve of finite length defined on an arbitrary intervalI ⊂ R then
the imageγ(I) of γ is totally bounded. In particular, ifγ(I) is contained in some
complete subset ofM thenγ(I) is relatively compact.

PROOF. It is identical to the proof of Lemma 4.3.7. �
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4.4. Dynamics of the Gradient Flow in the non Compact Case

4.5. The Morse Relations in the non Compact Case

4.6. The CW-Complex Associated to a Morse Function on a non Compact
Manifold

4.7. The Morse–Witten Complex in the non Compact Case

Exercises for Chapter 4

Calculus on Banach spaces and Banach manifolds.

EXERCISE 4.1. LetX be a vector space. A mapX ∋ x 7→ ‖x‖ ∈ R is called
asemi-normif the following conditions hold:

• ‖x‖ ≥ 0 for all x ∈ X;
• ‖cx‖ = |c| ‖x‖ for all c ∈ R, x ∈ X;
• ‖x+ y‖ ≤ ‖x‖ + ‖y‖ for all x, y ∈ X.

A semi-norm‖ · ‖ is called anorm if in addition ‖x‖ = 0 impliesx = 0. If ‖ · ‖ is
a semi-norm onX show that:

• the setN =
{
x ∈ X : ‖x‖ = 0

}
is a subspace ofX;

• the map:
X/N ∋ x+N 7−→ ‖x‖ ∈ R

is well-defined and it defines a norm on the quotient spaceX/N .

EXERCISE 4.2. A normed vector spaceis a vector spaceX endowed with
a norm‖ · ‖. Show that the topology induced from such norm makesX into a
topological vector space.

EXERCISE 4.3. LetX, Y be normed vector spaces and letT : X → Y be a
linear map. Show that the following are equivalent:

• T is continuous;
• T is continuous at the origin;
• T is bounded on the unit ball ofX;
•
∥∥T (x)

∥∥ ≤ c‖x‖ for all x ∈ X and somec ∈ R;
• T is Lipschitz-continuous.

EXERCISE 4.4. LetX be a vector space and let‖ · ‖1, ‖ · ‖2 be norms onX.
Show that the following conditions are equivalent:

• ‖ · ‖1 and‖ · ‖2 induce the same topology onX;
• there exists positive constantskmin, kmax with:

kmin‖x‖1 ≤ ‖x‖2 ≤ kmax‖x‖1,

for all x ∈ X.

(hint: use the result of Exercise 4.3 withT = Id :
(
X, ‖ · ‖1

)
→
(
X, ‖ · ‖2

)
).

EXERCISE4.5. Generalize Exercise 4.3 to multi-linear maps; more explicitly,
given normed spacesX1, . . . ,Xk, Y and a multi-linear mapB : X1 ×· · ·×Xk →
Y , show that the following conditions are equivalent:
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• B is continuous;
• B is continuous at the origin;
• B is bounded on

∏k
i=1 B[Xi].

Observe that continuous multi-linear maps are not Lipschitz continuous in general.

EXERCISE 4.6. LetX be a real vector space,
(
Y, ‖ · ‖

)
a real Banach space

andT : X → Y a linear isomorphism. Show that:

‖x‖T =
∥∥T (x)

∥∥, x ∈ X,

defines a norm onX that makes it into a Banach space. We call‖ · ‖T the norm
inducedby T onX. Observe that‖ ·‖T is theuniquenorm onX that makesT into
an isometry. Show also that ifX is previously endowed with a norm that makes
T continuous then such norm is equivalent to‖ · ‖T (hint: use the open mapping
theorem).

EXERCISE 4.7. Let
(
X, ‖ · ‖

)
,
(
Y, ‖ · ‖

)
be Banach spaces and letT be a set

of continuous linear isomorphismsT : X → Y . Assuming that:

sup
T∈T

‖T‖ < +∞, sup
T∈T

∥∥T−1
∥∥ < +∞,

show that there exists constantsk1, k2 > 0 (which do not depend onT ∈ T ) such
that:

k1‖x‖ ≤ ‖x‖T ≤ k2‖x‖,
for all x ∈ X and allT ∈ T .

EXERCISE 4.8. Given Banach spacesX, Y and a bounded injective linear
mapT : X → Y , show thatIm(T ) is closed inY if and only if T : X →
T (X) is a homeomorphism whenT (X) is regarded with the topology induced
from Y . Conclude that the followingprinciple of reduction of counter-domain
holds. Assume that we are given a commutative diagram:

Y

Z

f
>>~~~~~~~~

f0
// X

T

OO

whereX, Y are Banach spaces,Z is a topological space andT : X → Y is a
bounded injective linear map with closed image. Thenf is continuous if and only
if f0 is continuous.

EXERCISE 4.9. If X, Y , Z are normed vector spaces andT̂ : X × Y → Z
andT : X → Lin(Y,Z) are respectively a bilinear and a linear map related by the
equality:

T̂ (x, y) = T (x)(y), x ∈ X, y ∈ Y,

show that‖T̂ ‖ = ‖T‖ ∈ [0,+∞]. Conclude that̂T is continuous if and only if
T is continuous. Generalize this result to multi-linear mapsby proving that ifX1,
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X2, . . . ,Xk, Y are normed vector spaces then the correspondenceT ↔ T̂ defined
by the equality:

T̂ (x1, x2, . . . , xk) = T (x1)(x2) . . . (xk),

defines an isometry between the normed space of bounded multi-linear maps from
X1 × · · · ×Xk to Y and the normed space:

Lin
(
X1,Lin

(
X2, . . . ,Lin(Xk, Y )

)
· · ·
)
.

EXERCISE 4.10. Let(Ω,A, µ) be a Measure space, i.e.,Ω is a set,A is aσ-
algebra onΩ andµ : A → [0,+∞] is a (σ-additive) measure onA. If you’re not
very familiar with general measure theory, simply assume that Ω = [a, b] ⊂ R,
A = Lebesgue measurable subsets of[a, b] and thatµ = Lebesgue measure. If
f : Ω → Rn is a measurable function and if‖ · ‖ is a fixed norm onRn we set:

‖f‖L∞ = sup
{
c ∈ R : f−1

(
]c,+∞[

)
has null measure

}
∈ [0,+∞].

If ‖f‖L∞ < +∞ then we say thatf is essentially bounded. Show that the set of
essentially bounded measurableRn-valued maps onΩ is a subspace of the vector
space of allRn-valued maps onΩ; show that‖ · ‖L∞ defines a semi-norm on
that space and that‖f‖L∞ = 0 iff f = 0 almost everywhere. The normed space
corresponding to such semi-norm (see Exercise 4.1) is denoted byL∞(Ω,Rn).
Show thatL∞(Ω,Rn) is a Banach space.

EXERCISE4.11 (Gronwall’s inequality). Letδ, φ : [a, b] → R be non negative
maps withδ continuous andφ integrable. Assume that:

(4.7.1) δ(t) ≤ c+

∫ t

a
φ(s)δ(s) ds,

for all t ∈ [a, b] and some fixedc ∈ R. The goal of this exercise is to prove the
inequality:

(4.7.2) δ(t) ≤ c exp
(∫ t

a
φ(s) ds

)
,

for all t ∈ [a, b]. Below we give the main steps of the proof.

• Define a sequence of continuous mapsKn : [a, b] → R recursively by
settingK0 ≡ 1 and:

Kn+1(t) =

∫ t

a
φ(s)Kn(s) ds, n ≥ 0.

Show by induction onn that:

(4.7.3) 0 ≤ Kn(t) ≤
1

n!

(∫ t

a
φ(s) ds

)n
,

for all t ∈ [a, b], n ≥ 0 (hint: observe that, under the induction hypothe-
sis, we have:

φ(s)Kn(s) ≤
d

ds

1

(n+ 1)!

( ∫ s

a
φ(u) du

)n+1
,

for all s ∈ [a, b].)
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• Show by induction onn that:

(4.7.4) δ(t) ≤ c
n∑

i=0

Ki(t) +Kn(t)

∫ t

a
φ(s)δ(s) ds,

for all t ∈ [a, b], n ≥ 0 (hint: use the induction hypothesis to estimate the
integrand on (4.7.1) from above).

• Use (4.7.4) and (4.7.3) to prove (4.7.2) (hint: (4.7.3) implies thatKn

tends to zero).

EXERCISE 4.12. IfX is a Banach space and ifγ : [a, b] → X is a piecewise
C1 curve, show that:

(4.7.5)
∥∥γ(b) − γ(a)

∥∥ ≤ L(γ).

(hint: choose a linear functionalλ ∈ X∗ with ‖λ‖ = 1 andλ
(
γ(b) − γ(a)

)
=∥∥γ(b) − γ)(a)

∥∥. Apply the Fundamental Theorem of Calculus to the mapλ ◦ γ :
[a, b] → R).

Observe that ifX is a Hilbert space then the equality in (4.7.5) holds if and
only if γ′(t) is a positive multiple ofγ(b) − γ(a) for (almost) allt ∈ [a, b]. On
the other hand ifX is not a Hilbert space then there may exists curves connecting
two pointsp, q ∈ X with length is‖p − q‖ but whose image is not contained in
the line segment[p, q] (can you find an example inR2 endowed with the norm∥∥(x1, x2)

∥∥ = max
{
|x1|, |x2|

}
?).

EXERCISE 4.13. LetM be a Riemannian manifold and letϕ : U → Ũ be a
chart, wherẽU is open in a Hilbert space

(
H, 〈·, ·〉

)
. Show that everyx ∈ U has an

open neighborhoodV in U such thatϕ|V : V → ϕ(V ) is a metric-relating chart.

EXERCISE4.14. LetU ⊂ R×Rn be an open subset. Show that the set:

HC0 [U ] =
{
γ ∈ C0

(
[a, b],Rn

)
:
(
t, γ(t)

)
∈ U, for all t ∈ [a, b]

}

is open inC0
(
[a, b],Rn

)
. Moreover, given a continuous mapα : U → Rn, show

that the map:
HC0 [α] : HC0 [U ] −→ C0

(
[a, b],Rn

)

defined by:
HC0 [α](γ)(t) = α

(
t, γ(t)

)
, t ∈ [a, b],

for all γ ∈ HC0 [U ], is continuous.

EXERCISE4.15. Prove the following elementary properties of absolutely con-
tinuous functions:

• γ : [a, b] → Rn is absolutely continuous if and only if each of its coordi-
natesγi : [a, b] → R, i = 1, . . . , n, is absolutely continuous;

• Show that ifγ : [a, b] → Rn is absolutely continuous thenγ|[c,d] is
absolutely continuous for every subinterval[c, d] ⊂ [a, b].

• if γ : [a, b] → Rn is a curve and there existsc ∈ ]a, b[ such thatγ|[a,c]
andγ|[c,b] are absolutely continuous thenγ is absolutely continuous;
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• if f : X → Rn is a locally Lipschitz continuous6 map defined on a subset
X of Rm and if γ : [a, b] → Rm is an absolutely continuous curve with
Im(γ) ⊂ X thenf ◦ γ : [a, b] → Rn is also absolutely continuous;

• absolutely continuous curvesγ : [a, b] → Rn form a vector subspace of
C0
(
[a, b],Rn

)
; if n = 1, they also form a subalgebra ofC0

(
[a, b],R

)
.

EXERCISE 4.16. A partition of an interval[a, b] is a finite subsetP ⊂ [a, b]
such thata, b ∈ P ; we writeP = {t0, . . . , tk} with a = t0 < t1 < · · · < tk = b.
Thevariation of a curveγ : [a, b] → Rn with respect to a partitionP is defined
by:

Var(γ;P ) =

k−1∑

i=0

∥∥γ(ti+1) − γ(ti)
∥∥;

the total variation (or length) of γ, denoted byVar(γ), is defined to be the supre-
mum of the variations ofγ with respect to all possible partitionsP of [a, b]. If
Var(γ) < +∞ thenγ is called a map ofbounded variation(or arectifiable curve).
Denote byBV

(
[a, b],Rn

)
the set of all mapsγ : [a, b] → Rn of bounded variation.

• Show that “the line is the shortest path between two points”,i.e., for every
γ : [a, b] → Rn we have:

∥∥γ(b) − γ(a)
∥∥ ≤ Var(γ).

• Show that ifγ : [a, b] → Rn is of bounded variation then for every
subinterval[c, d] ⊂ [a, b] the restrictionγ|[c,d] is of bounded variation
andVar(γ|[c,d]) ≤ Var(γ).

• Show thatγ : [a, b] → Rn is of bounded variation if and only if each of
its coordinatesγi : [a, b] → R is.

• Givenγ : [a, b] → Rn andc ∈ ]a, b[ show that ifγ|[a,c] andγ|[c,b] are of
bounded variation then so isγ and:

Var(γ) = Var(γ|[a,c]) + Var(γ|[c,b]).
• Show thatBV

(
[a, b],Rn

)
is a vector subspace of the spaceB

(
[a, b],Rn

)

of all boundedRn-valued functions on[a, b].
• Show that iff : X → Rn is a locally Lipschitz continuous map defined

on a subsetX ⊂ Rm and if γ : [a, b] → Rm is a curve of bounded
variation withIm(γ) ⊂ X thenf ◦ γ is of bounded variation.

• Show that ifσ : [c, d] → [a, b] is a monotone surjective map thenγ :
[a, b] → Rn is of bounded variation if and only ifγ ◦ σ is, and that
Var(γ) = Var(γ ◦ σ).

• Show that, for fixedt0 ∈ [a, b]:

‖γ| =
∥∥γ(t0)

∣∣+ Var(γ)

defined a norm onBV
(
[a, b],Rn

)
that makes it into a Banach space.

• Show that the inclusion ofBV
(
[a, b],Rn

)
in B

(
[a, b],Rn

)
is continuous.

• Show that every absolutely continuous curve is of bounded variation.

6Observe that this is the case ifX is open andf is of classC1.
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EXERCISE 4.17. Show thatH1
(
[a, b],Rn

)
is subspace of the vector space

C0
(
[a, b],Rn

)
and that the map:

(4.7.6) H1
(
[a, b],Rn

)
∋ γ 7−→ (γ, γ′) ∈ C0

(
[a, b],Rn

)
⊕ L2

(
[a, b],Rn

)

is linear injective with closed image. Conclude thatH1
(
[a, b],Rn

)
becomes a

Banachable space with the topology induced from (4.7.6); a possible norm for this
topology is:

‖f‖ = ‖f‖∞ + ‖f ′‖L2 .

Consider now the linear maps:

H1
(
[a, b],Rn

)
∋ γ 7−→ (γ, γ′) ∈ L2

(
[a, b],Rn

)
⊕ L2

(
[a, b],Rn

)
,(4.7.7)

H1
(
[a, b],Rn

)
∋ γ 7−→

(
γ(t0), γ

′) ∈ Rn ⊕ L2
(
[a, b],Rn

)
,(4.7.8)

wheret0 ∈ R is fixed. Assuming thatH1
(
[a, b],Rn

)
is endowed with the topology

induced from (4.7.6), show that (4.7.7) is a continuous linear injective map with
closed image and that (4.7.8) is a continuous linear isomorphism. Conclude that
both the inner products:

〈γ1, γ1〉 = 〈γ1, γ2〉L2 + 〈γ′1, γ′2〉L2 ,(4.7.9)

〈γ1, γ1〉 =
〈
γ1(t0), γ2(t0)

〉
+ 〈γ′1, γ′2〉L2 ,(4.7.10)

induce the same topology onH1
(
[a, b],Rn

)
that (4.7.6) does (so that the topolog-

ical vector spaceH1
(
[a, b],Rn

)
becomes indeed a Hilbert space with any of the

equivalent inner products (4.7.9) and (4.7.10)).

EXERCISE 4.18. Show that the following inclusion maps are (well-defined
and) continuous:

(a) Lq
(
[a, b],Rn

)
→֒ Lp

(
[a, b],Rn

)
for 1 ≤ p ≤ q ≤ +∞;

(b) C0
(
[a, b],Rn

)
→֒ Lp

(
[a, b],Rn

)
, 1 ≤ p ≤ +∞;

(c) C l
(
[a, b],Rn

)
→֒ Ck

(
[a, b],Rn

)
, 0 ≤ k ≤ l;

(d) H1
(
[a, b],Rn

)
→֒ C0

(
[a, b],Rn

)
;

(e) C1
(
[a, b],Rn

)
→֒ H1

(
[a, b],Rn

)
.

hint: for item (a) use theHölder inequality:
∫ b

a
fg ≤ ‖f‖Lp + ‖g‖Lp′ ,

where1
p + 1

p′ = 1.

EXERCISE 4.19. Let
(
H, 〈·, ·〉

)
be a Hilbert space. We say that a continuous

linear mapT : H → H representsa continuous bilinear mapB : H×H → R if:

B(x, y) =
〈
T (x), y

〉
,

for all x, y ∈ H. Show that ifB : H ×H → R is a continuous bilinear map then
there exists auniquecontinuous linear mapT : H → H that representsB.
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EXERCISE 4.20. LetX be a Banach space. A mapf : [a, b] → X is called
weakly integrableif there exists a vectorI ∈ X such that for every continuous
linear functionalλ ∈ X∗ the mapλ ◦ f : [a, b] → R is (Lebesgue) integrable and∫ b
a λ ◦ f = λ(I). Show that:

• the vectorI above is unique when it exists (hint: use Hahn–Banach’s
theorem); it is called theweak integralof f and it is denoted by

∫ b
a f .

• weakly integrable maps form a subspace of the space of allX-valued
maps on[a, b];

• the weak integral is anX-valued linear map on the space of weakly inte-
grable mapsf : [a, b] → X;

• if f : [a, b] → X is bounded and weakly integrable then:

∥∥∥
∫ b

a
f
∥∥∥ ≤ (b− a) sup

t∈[a,b]

∥∥f(t)
∥∥.

hint: by Hahn–Banach’s theorem, there existsλ ∈ X∗ with ‖λ‖ = 1 and

λ ·
∫ b
a f =

∥∥∥
∫ b
a f
∥∥∥).

• the uniform limit of weakly integrable maps is weakly integrable;
• if f is simple, i.e., if Im(f) = {x1, . . . , xn} ⊂ X is finite and if the sets
f−1(xi) ⊂ [a, b] are measurable thenf is weakly integrable and:

∫ b

a
f =

n∑

i=1

xi · measure
(
f−1(xi)

)
.

• every continuous mapf : [a, b] → X is weakly integrable (hint: every
continuous map is a uniformly limit of maps as the one in the item above).

• if f : [a, b] → X is continuous thenF (t) =
∫ t
a f is of classC1 and

F ′ = f .

EXERCISE4.21. Show that the continuous isomorphism (4.7.8) maps thesub-
spaceC∞([a, b],Rn) of H1

(
[a, b],Rn

)
ontoRn⊕C∞([a, b],Rn). Conclude (us-

ing the standard fact thatC∞([a, b],Rn) is dense inL2
(
[a, b],Rn

)
) that the space

C∞([a, b],Rn) is dense inH1
(
[a, b],Rn

)
.

EXERCISE 4.22. Letf, φ : [a, b] → R be non negative functions, withf
absolutely continuous andφ integrable. Show that if:

∣∣f ′(t)
∣∣ ≤ φ(t)

√
f(t),

for almost allt ∈ [a, b] then:

∣∣√f(b) −
√
f(a)

∣∣ ≤ 1

2

∫ b

a
φ(t) dt.

(hint: if f is positive, use the Fundamental Theorem of Calculus for theabsolutely
continuous function

√
f ; in the general case, replacef by f + ε and then make

ε→ 0+).
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EXERCISE4.23. LetM be a Riemannian manifold andf : M → R be a non
negative map of classC1; assume that for some constantk ≥ 0 we have:

∥∥df(x)
∥∥ ≤ k

√
f(x),

for all x ∈ M. Show that for everyx, y ∈ M we have:

∣∣√f(y) −
√
f(x)

∣∣ ≤ k

2
dist(x, y).

(hint: for every piecewiseC1 curveγ : [a, b] → M connectingx andy we have∣∣(f ◦ γ)′(t)
∣∣ ≤ φ(t)

√
(f ◦ γ)(t), whereφ(t) = k

∥∥γ′(t)
∥∥; apply the result of

Exercise 4.22 tof ◦ γ andφ).

EXERCISE4.24. LetM, N be Riemannian manifolds andf : M → N a map
of classC1. Assume that for some constantk > 0 we have:

∥∥df(x)
∥∥ ≤ k,

for all x ∈ M. Show thatf is Lipschitz continuous with constantk, i.e.:

dist
(
f(x), f(y)

)
≤ k dist(x, y),

for all x, y ∈ M (hint: for every piecewiseC1 curveγ connectingx andy, show
thatL(f ◦ γ) ≤ kL(γ)).

EXERCISE 4.25. For every non negative real numbersa, b, show that(a +
b)2 ≤ 2(a2 + b2).

EXERCISE4.26. Prove Lemma 4.3.12.

EXERCISE4.27. LetX be a topological space and assume thatX can be writ-
ten as a disjoint unionX =

⋃
i∈I Xi of open subsetsXi ⊂ X such that eachXi is

metrizable. Prove that a subspaceK ⊂ X is compact if and only ifK is sequen-
tially compact (hint: show that ifK is sequentially compact thenK intercepts at
most a finite number ofXi’s). In particular, a subsetK of a Riemannian manifold
is compact if and only if it is sequentially compact.

EXERCISE4.28. LetV be a vector space. Given a linear operatorP : V → V
show that the following conditions are equivalent:

• P is a projection operator;
• P (x) = x for all x ∈ Im(P );
• there exists a subspaceW ⊂ V such thatV = W ⊕ Im(P ) and such that
P (w + x) = x for all w ∈ W , x ∈ Im(P ), i.e.,P is the projection onto
the second coordinate corresponding to the direct sumW ⊕ Im(P );

• V = Ker(P )⊕Im(P ) andP is the projection onto the second coordinate
with respect to the direct sumKer(P ) ⊕ Im(P ).

Now assume thatV is real and thatV is endowed with an inner product. Given a
projection operatorP : V → V , show thatP is the orthogonal projection operator
ontoIm(P ) if and only ifP is self-adjoint.
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EXERCISE 4.29. LetH be a Hilbert space and let(xn)n≥1 be a sequence in
H that converges weakly tox ∈ H. If limn→+∞ ‖xn‖ = ‖x‖ show that(xn)n≥1

converges tox in the norm topology.

EXERCISE 4.30. LetH be a Hilbert space. Show that a self-adjoint operator
T : H → H is injective if and only if its image is dense inH (hint: Ker(T ) is
the orthogonal complement ofIm(T )). Conclude that ifT is a self-adjoint isomor-
phism and ifV ⊂ H is a closed invariant subspace thenT |V : V → V is also an
isomorphism.

EXERCISE 4.31. LetH be a Hilbert space andT : H → H a self-adjoint
operator. Given a closed invariant subspaceV ⊂ H, show that:

σ(T |V ) ⊂ σ(T ).

(hint: use Exercise 4.30).

Infinite dimensional Morse theory.

EXERCISE 4.32. LetH be a Hilbert space and letα : H → R be a non zero
continuous linear functional. Show that the restriction ofα to the unit sphereS(H)
satisfies the Palais–Smale condition with respect to the Riemannian metric induced
from H (hint: use the result of Exercise 4.29).

The Hilbert Manifold Structure of H
1
(
[a,b],M

)
.

EXERCISE4.33. Letn ∈ N be fixed and letM be a setRn-valued continuous
curves defined on compact intervals (different elements ofM may be defined on
different intervals. Assume that the following propertieshold:

(a) if γ : [a, b] → Rn is in M and[c, d] ⊂ [a, b] is a subinterval thenγ|[c,d] is
in M;

(b) if γ : [a, b] → Rn is a curve and there existsc ∈ ]a, b[ such that both
γ|[a,c] andγ|[c,b] are inM thenγ is in M;

(c) if γ : [a, b] → Rn is in M, α : U → V is a smooth diffeomorphism
between open subsetsU, V ⊂ Rn and if γ

(
[a, b]

)
⊂ U thenα ◦ γ is in

M.

Given ann-dimensional differentiable manifoldM we say that a curveγ : [a, b] →
M is of classM if it is continuous and for every local chartϕ : U → Ũ and every
[c, d] ⊂ [a, b] with γ

(
[c, d]

)
⊂ U we have thatϕ ◦ γ|[c,d] is in M. Show that the

following conditions are equivalent for a curveγ : [a, b] →M :

• γ is of classM;
• for everyt0 ∈ [a, b] there existsε > 0 and a chartϕ : U → Ũ of M such

thatγ
(
[t0 − ε, t0 + ε] ∩ [a, b]

)
⊂ U andϕ ◦ γ|[t0−ε,t0+ε]∩[a,b] is in M;

• there exists a partitiona = t0 < t1 < · · · < tk = b of [a, b] and
a family of chartsϕi : Ui → Ũi, i = 0, . . . , k − 1, of M such that
γ
(
[ti, ti+1]

)
⊂ Ui andϕi ◦ γ|[ti,ti+1] is in M for all i = 0, . . . , k − 1.

EXERCISE 4.34. LetM be a differentiable manifold andγ : [a, b] → M a
curve of classH1. Given a vector fieldv : [a, b] → TM alongγ show that the
following conditions are equivalent:
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• v is of classH1;
• for everyt0 ∈ [a, b] there existsε > 0 and a chartϕ : U → Ũ in M with
γ
(
[t0 − ε, t0 + ε] ∩ [a, b]

)
⊂ U and such that:

[t0 − ε, t0 + ε] ∩ [a, b] ∋ t 7−→ dϕ
(
γ(t)

)
· v(t) ∈ Rn

is of classH1.
• for every subinterval[c, d] ⊂ [a, b] and every chartϕ : U → Ũ inM with
γ
(
[c, d]

)
⊂ U the map:

[c, d] ∋ t 7−→ dϕ
(
γ(t)

)
· v(t) ∈ Rn

is of classH1.

EXERCISE 4.35. The goal of this exercise is to fill in the details of the final
part of the proof of Proposition 5.2.1.

• Show that the map:

ζ :





C0
(
[a, b],Bil(Rn)

)

×
Lin
(
H1([a, b],Rn), L2([a, b],Rn)

)

×
Lin
(
H1([a, b],Rn), L2([a, b],Rn)

)

×
H1
(
[a, b],Rn

)

×
H1
(
[a, b],Rn

)

−−−→ R

defined by:

ζ(G,D1,D2, u1, u2) =

∫ b

a
G(t)

[(
D1(u1)

)
(t),
(
D2(u2)

)
(t)
]
dt,

is multi-linear and continuous.
• Conclude from the item above that:

C0
(
[a, b],Bil(Rn)

)

×
Lin
(
H1([a, b],Rn), L2([a, b],Rn)

)

×
Lin
(
H1([a, b],Rn), L2([a, b],Rn)

)





∋ (G,D1,D2)
ζ̂7−→ ζ(G,D1,D2, ·, ·)

defines a continuousBil
(
H1([a, b],Rn)

)
-valued trilinear map.

• Show that the map:

ξ : Bil(Rn) −→ Bil
(
H1([a, b],Rn)

)

defined byξ(B)(u1, u2) = B
(
u1(a), u2(a)

)
is linear and continuous.

• conclude the proof of Proposition 5.2.1 by showing that the map (5.2.12)
can be assembled as:

ξ ◦ g̃ ◦
(
a,Evala

)
+ ζ̂ ◦

(
H[g̃], D̃, D̃

)
,
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whereEvala : H1
(
[a, b],Rn

)
→ Rn denotes the map̃γ 7→ γ̃(a) of

evaluation ata.

EXERCISE4.36. Show that the map:

F : H1
(
[a, b],M

)
−→M ×M

given byF (γ) =
(
γ(a), γ(b)

)
is a smooth submersion. Conclude that the sub-

setH1
pq

(
[a, b],M

)
of H1

(
[a, b],M

)
consisting of curves connectingp and q is

a smooth submanifold ofH1
(
[a, b],M

)
and that its tangent space at a pointγ

consists of the vector fields alongγ that vanish at the endpoints (hint: use Proposi-
tion 4.3.10).



CHAPTER 5

Applications of Morse Theory in the non Compact Case

5.1. Banach Manifolds of Maps

We now show how Lemma 4.3.5 can be applied in practice to provedifferen-
tiability of maps between Banach spaces.

If U ⊂ R × Rm is an open subset, we denote byH[U ] the set of all curves
γ : [a, b] → Rm of classH1 whose graph is contained inU , i.e.:

H[U ] =
{
γ ∈ H1

(
[a, b],Rm

)
:
(
t, γ(t)

)
∈ U, for all t ∈ [a, b]

}
.

If α : U → Rn is a map of classC1, we define a map:

H[α] : H[U ] −→ H1
(
[a, b],Rn

)

by setting:

(5.1.1) H[α](γ)(t) = α
(
t, γ(t)

)
, t ∈ [a, b],

for all γ ∈ H[U ]. We have the following:

5.1.1. THEOREM. If α : U → Rn is a map of classCk (1 ≤ k ≤ ∞) defined
on an open subsetU ⊂ Rm thenH[U ] is open inH1

(
[a, b],Rm

)
andH[α] is of

classCk−1. Moreover, ifk ≥ 2 then the differential ofH[α] is given by:

(5.1.2) dH[α]γ(v)(t) =
∂α

∂x

(
t, γ(t)

)
· v(t), t ∈ [a, b],

for all γ ∈ H[U ], v ∈ H1
(
[a, b],Rm

)
.

The proof of Theorem 5.1.1 will be split into several lemmas.We start by
proving the continuity ofH[α].

5.1.2. LEMMA . If α : U → Rn is a map of classC1 defined on an open subset
U ⊂ Rm thenH[U ] is open inH1

(
[a, b],Rm

)
andH[α] is continuous.

PROOF. The fact thatH[U ] is open inH1
(
[a, b],Rm) follows from the fact

that H[U ] is open with respect to theC0-norm (see Exercise 4.14) and from the
fact that the inclusion ofH1 in C0 is continuous. Using the result of Exercises 4.8
and 4.17 we see that in order to prove the continuity ofH[α] it suffices to prove the
continuity of the composite maps:

H[U ]
H[α]−−−−→ H1

(
[a, b],Rm

) inclusion−−−−−−→ C0
(
[a, b],Rm

)
(5.1.3)

H[U ]
H[α]−−−−→ H1

(
[a, b],Rm

) derivation−−−−−−−→ L2
(
[a, b],Rm

)
(5.1.4)

235
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The continuity of (5.1.3) follows from Exercise 4.14 and from the continuity of the
inclusion ofH1 in C0. In order to prove the continuity of (5.1.4) we evaluate it
explicitly onγ ∈ H[U ] obtaining:

d

dt
H[α](γ)(t) =

∂α

∂t

(
t, γ(t)

)
+
∂α

∂x

(
t, γ(t)

)
· γ′(t).

It follows that (5.1.4) is the sum of the restriction ofHC0 [∂α∂t ] to H[U ] (see Ex-
ercise 4.14) and of the mapH[U ] → L2

(
[a, b],Rm

)
described by the following

picture:

H[U ]
HC0 [ ∂α

∂x
]

// C0
(
[a, b],Lin(Rm,Rn)

)

⊕ the map (4.2.3)
// L2
(
[a, b],Rn

)

H[U ]
derivation

// L2
(
[a, b],Rm

)

This conclude the proof. �

5.1.3. LEMMA . If α : U → Rn is a map of classC2 defined on an open subset
U ⊂ Rm thenH[α] is of classC1 and formula(5.1.2)holds.

PROOF. This is a simple application of Lemma 4.3.5. The separatingfamily
F for H1

(
[a, b],Rn

)
is the family ofevaluation maps, i.e., for everyt ∈ [a, b] we

set:
λt : H1

(
[a, b],Rn) ∋ γ 7−→ γ(t) ∈ Rn,

and then we takeF =
{
λt : t ∈ [a, b]

}
. Now takeg to be what it is supposed to

be, i.e., define:

g : H[U ] −→ Lin
(
H1([a, b],Rm),H1([a, b],Rn)

)

by setting:

g(γ)(v)(t) =
∂α

∂x

(
t, γ(t)

)
· v(t), t ∈ [a, b],

for all γ ∈ H[U ], v ∈ H1
(
[a, b],Rm

)
. Obviously:

∂
(
λt ◦ H[α]

)

∂v
(γ) =

d

ds
α
(
t, γ(t) + sv(t)

)∣∣∣∣
s=0

= g(γ)(v)(t).

The only non trivial part of the proof is the continuity ofg which follows from the
continuity of H[∂α∂x ] : H[U ] → H1

(
[a, b],Lin(Rm,Rn)

)
(see Lemma 5.1.2) and

from Lemma 5.1.4 below. �

5.1.4. LEMMA . The map:

O : H1
(
[a, b],Lin(Rm,Rn)

)
−→ Lin

(
H1([a, b],Rm),H1([a, b],Rn)

)

defined by:
O(T )(v)(t) = T (t) · v(t),

for all t ∈ [a, b], T ∈ H1
(
[a, b],Lin(Rm,Rn)

)
, v ∈ H1

(
[a, b],Rm

)
is linear and

continuous.
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PROOF. By Exercise 4.9, it suffices to show that the bilinear map:

B̂ : H1
(
[a, b],Lin(Rm,Rn)

)
×H1

(
[a, b],Rm

)
−→ H1

(
[a, b],Rn

)

defined by (4.2.4) is continuous. But using the identification:

H1
(
[a, b],Lin(Rm,Rn)

)
×H1

(
[a, b],Rm

) ∼= H1
(
[a, b],Lin(Rm,Rn) ⊕Rm

)

the mapB̂ is preciselyH[B], whereB : Lin(Rm,Rn) ×Rm → Rn is defined by
B(T, v) = T (v). The conclusion follows from Lemma 5.1.2. �

PROOF OFTHEOREM 5.1.1. It follows from Lemmas 5.1.2, 5.1.3 and 5.1.4, us-
ing induction onk and the fact thatdH[α] equals the composite ofH[∂α∂x ] with the
continuous linear mapO defined in the statement of Lemma 5.1.4. �

If α is a smooth map then it is not true in general that “left composition with
α” defines a smooth map onLp spaces; in fact, such map may not even be well-
defined, i.e., it may happen thatf is in Lp, α is smooth butα ◦ f is not inLp.
However, “left composition withα” is smooth onLp whenα is linear; the follow-
ing proposition is a mixture of this observation with Theorem 5.1.1.

5.1.5. PROPOSITION. Letα : U ×Rm → Rn be a map of classCk (1 ≤ k ≤
∞) whereU is open inR × Rp; assume thatα(t, x, ·) is linear onRm for every
(t, x) ∈ U . Then the map:

HH1-L2 [α] : H1
(
[a, b],Rp

)
× L2

(
[a, b],Rm

)

∪
H[U ] × L2

(
[a, b],Rm

)
−→ L2

(
[a, b],Rn

)

defined by:

HH1-L2 [α](γ, v)(t) = α
(
t, γ(t), v(t)

)
, t ∈ [a, b],

for all γ ∈ H[U ], v ∈ L2
(
[a, b],Rm

)
, is of classCk−1.

PROOF. Consider the map̄α of classCk defined by:

ᾱ : U ∋ (t, x) 7−→ α(t, x, ·) ∈ Lin(Rm,Rn);

it follows from Theorem 5.1.1 thatH[ᾱ] is of classCk−1. The conclusion follows
by observing thatHH1-L2 [α] is the composite of the map:

H[ᾱ]× Id : H[U ]×L2
(
[a, b],Rm

)
→ H1

(
[a, b],Lin(Rm,Rn)

)
×L2

(
[a, b],Rm

)

with (the restriction toH1 × L2 of) the continuous bilinear map (4.2.3). �

5.1.6. DEFINITION. A curve γ : [a, b] → M on a differentiable manifold
M is calledof Sobolev classH1 (shortly, of classH1) if it is continuous and for
every local chartϕ : U → Ũ of M and for every interval[c, d] ⊂ [a, b] with
γ
(
[c, d]

)
⊂ U we have thatϕ ◦ γ|[c,d] : [c, d] → Rn is of classH1. We denote by

H1
(
[a, b],M

)
the set of all curvesγ : [a, b] →M of classH1.
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The definition above is not very practical if one wishes to show that a particular
curveγ : [a, b] → M is of classH1. For nicer statements of the definition above
see Exercise 4.33 (where we consider a more general context thanH1 that would
be suitable also for other purposes).

5.1.7. DEFINITION. A one parameter family of chartson ann-dimensional
differentiable manifoldM is a smooth mapϕ : U → Rn defined on an open
subsetU of R×M such that the map:

ϕ⋄ : U ∋ (t, x) 7−→
(
t, ϕ(t, x)

)
∈ R×Rn

is a diffeomorphism onto an open subsetŨ of R × Rn. For t ∈ R we denote by
Ut the (possibly empty) open subset ofM defined by:

Ut =
{
x ∈M : (t, x) ∈ U

}
;

byϕt : Ut → Rn we denote the mapϕt(x) = ϕ(t, x) and we set:

Ũt = Im(ϕt) =
{
v ∈ Rn : (t, v) ∈ Ũ

}
.

We will write ϕ = (ϕt, Ut, Ũt) to indicate thatϕ is a one parameter family of
charts and thatϕt, Ut andŨt are defined as above.

Obviously, if ϕ = (ϕt, Ut, Ũt) is a one parameter family of charts thenϕt :

Ut → Ũt is a local chart onM for everyt ∈ R. Conversely, it follows from the
inverse function theorem that ifϕ is smooth and eachϕt is a local chart thenϕ is a
one parameter family of charts.

If U is an open subset ofR × M we denote byH[U ] the set of curvesγ :
[a, b] →M of classH1 whose graph is contained inU , i.e.:

H[U ] =
{
γ ∈ H1

(
[a, b],M

)
:
(
t, γ(t)

)
∈ U, for all t ∈ [a, b]

}
.

If N is a differentiable manifold andα : U → N is smooth, we define a map:

H[α] : H[U ] −→ H1
(
[a, b], N

)

by formula (5.1.1). Observe that ifϕ = (ϕt, Ut, Ũt) is a one parameter family of
charts inM thenH[ϕ] gives a bijection fromH[U ] to H[Ũ ].

Let ϕ = (ϕt, Ut, Ũt), ψ = (ψt, Vt, Ṽt) be one parameter families of charts. If
U ∩ V 6= ∅ then thetransition functionfrom ϕ toψ is the map

α :
⋃

t∈R
{t} × ϕt(Ut ∩ Vt)

︸ ︷︷ ︸
ϕ⋄(U∩V )

−→
⋃

t∈R
{t} × ψt(Ut ∩ Vt)

︸ ︷︷ ︸
ψ⋄(U∩V )

defined by:
α(t, v) =

(
t, (ψt ◦ ϕ−1

t )(v)
)
,

for all (t, v) ∈ R × Rn with v ∈ ϕt(Ut ∩ Vt). Obviouslyα = ψ⋄ ◦
(
ϕ⋄)−1

is a smooth diffeomorphism between open subsets ofR × Rn. It follows from
Theorem 5.1.1 that:

H[ψ] ◦
(
H[ϕ]

)−1
= H[α] : H[ϕ⋄(U ∩ V )] −→ H[ψ⋄(U ∩ V )]
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is a smooth diffeomorphism between open subsets ofH1
(
[a, b],Rn

)
.

We have so far proven that for every one parameter family of chartsϕ =

(ϕt, Ut, Ũt)t∈R, the mapH[ϕ] is a chart on the setH1
(
[a, b],M

)
and that the charts

of the formH[ϕ] are pairwise compatible. In order to obtain a differentiable atlas
for H1

(
[a, b],M

)
we now need to show that the domains of the chartsH[ϕ] cover

H1
(
[a, b],M

)
. This will be a consequence of the following:

5.1.8. PROPOSITION. Given a continuous curveγ : [a, b] → M on a dif-
ferentiable manifoldM then there exists a one parameter family of chartsϕ =

(ϕt, Ut, Ũt) onM such thatU contains the graph ofϕ.

PROOF. Choose an arbitrary Riemannian metric onM . Recall that a positive
numberr > 0 is called anormal radiusfor a point x ∈ M if the geodesical
exponential mapexp maps the ballB(0; r) of TxM diffeomorphically onto an
open subset ofM . We call r > 0 a totally normal radius forx ∈ M if r is a
normal radius forx and for all the points in the open setexp

(
B(0; r)

)
. It is an

standard argument in Riemannian geometry (see, for instance, [24]) that for every
compact subsetK ⊂M we can find a numberr > 0 that is a totally normal radius
for all points ofK.

Consider an arbitrary continuous extension ofγ to a curve defined in the whole
line R. Let r > 0 be a totally normal radius for all points of the compact set
K = γ

(
[a − 1, b + 1]

)
. By standard approximation arguments (see [73]) we can

find a smooth curveµ : ]a− 1, b+ 1[ → M such thatdist
(
γ(t), µ(t)

)
< r for

all t ∈ ]a− 1, b+ 1[, wheredist denotes the distance function corresponding to
the Riemannian metric ofM . Choose an arbitrary parallel referential alongµ, so
that we obtain an isomorphismσt : Tµ(t)M → Rn for all t ∈ ]a− 1, b+ 1[.
The conclusion is now obtained by takingUt to be the exponential of the ball
B(0; r) on Tµ(t)M and by takingϕt to be the composition of the inverse of the
diffeomorphism:

exp : Tµ(t)M ⊃ B(0; r) 7−→ Ut

with the isomorphismσt, for all t ∈ ]a− 1, b+ 1[. �

5.1.9. COROLLARY. If M is a differentiable manifold then the set
{
H[ϕ]

}
ϕ
,

whereϕ runs over all possible one parameter families of charts onM , is a differ-
entiable atlas forH1

(
[a, b],M

)
. �

We have endowedH1
(
[a, b],M

)
with the structure of an infinite dimensional

Hilbert manifold. As in the case of any Hilbert manifold, thetangent space of
H1
(
[a, b],M

)
at a point (i.e., a curve)γ ∈ H1

(
[a, b],M

)
is a Hilbertable space

that can be constructed using for instance equivalence classes of curves or any other
general construction for tangent spaces of Hilbert manifolds. Nevertheless, such
general construction is not useful for practical purposes;we need a more concrete
description ofTγH1

(
[a, b],M

)
.

For t0 ∈ [a, b] we denote by:

Evalt0 : H1
(
[a, b],M

)
−→M
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theevaluation map att0, i.e.,Evalt0(γ) = γ(t0) for all γ ∈ H1
(
[a, b],M

)
. If ϕ =

(ϕt, Ut, Ũt) is a one parameter family of charts inM then we have a commutative
diagram:

(5.1.5) H1
(
[a, b],M

)
⊃H[U ]

H[ϕ]
��

Evalt0 // Ut⊂M

ϕt0

��
H1
(
[a, b],Rn

)
⊃H[Ũ ]

Evalt0

// Ũt⊂ Rn

that says thatEvalt0 is represented in the local chartsH[ϕ] andϕt0 by the map
Evalt0 : H1

(
[a, b],Rn

)
→ Rn of evaluation att0. This implies thatEvalt0 :

H1
(
[a, b],M

)
→M is smooth for everyt0 ∈ [a, b].

5.1.10. PROPOSITION. Let M be a differentiable manifold. For everyγ ∈
H1
(
[a, b],M

)
, v ∈ TγH

1
(
[a, b],M

)
, set:

v(t) = d(Evalt)(γ) · v,
for all t ∈ [a, b], so thatv : [a, b] → TM is a vector field alongγ. The curve
v : [a, b] → TM is of classH1 and the map:

(5.1.6) TH1
(
[a, b],M

)
∋ v 7−→ v ∈ H1

(
[a, b], TM

)

is a smooth diffeomorphism of Hilbert manifolds.

PROOF. Let ϕ = (ϕt, Ut, Ũt)t∈R be a one parameter family of charts inM .
For everyt ∈ R, we have thatdϕt : TUt → Ũt × Rn is a local chart inTM
defined on the open subsetTUt ⊂ TM ; moreover, it is easy to see thatϕ =

(dϕt, TUt, Ũt × Rn)t∈R is a one parameter family of charts inTM . Now the
differential ofH[ϕ] gives a local chart:

dH[ϕ] : TH[U ] −→ H[Ũ ] ×H1
(
[a, b],Rn

)
⊂ H1

(
[a, b],Rn

)
×H1

(
[a, b],Rn

)

on the tangent bundleTH1
(
[a, b],M

)
. Moreover,

H[ϕ] : H[TU ] −→ H[Ũ ×Rn] ∼= H[Ũ ] ×H1
(
[a, b],Rn

)
,

is a local chart onH1
(
[a, b], TM

)
. Differentiating (5.1.5) one obtains easily the

following commutative diagram:

TH[U ]

dH[ϕ] ''OOOOOOOOOOO

the map (5.1.6) // H[TU ]

H[ϕ]wwooooooooooo

H[Ũ ] ×H1
(
[a, b],Rn

)

that says that (5.1.6) is represented by the identity with respect to suitable local
coordinates. The conclusion follows. �

5.1.11. DEFINITION. If γ : [a, b] → M is a curve of classH1 then a vector
field v alongγ is of classH1 if v : [a, b] → TM is a curve of classH1 in the
differentiable manifoldTM .



5.1. BANACH MANIFOLDS OF MAPS 241

See Exercise 4.34 for equivalent definitions of vector field of classH1 along
curves.

From now on we will always identify the tangent bundle ofH1
(
[a, b],M

)

with H1
(
[a, b], TM

)
via the diffeomorphism (5.1.6). In particular, for every curve

γ : [a, b] → M of classH1, the tangent spaceTγH1
(
[a, b],M

)
is identified with

the vector space of vector fields of classH1 alongγ.

5.1.12. PROPOSITION. Given differentiable manifoldsM , N and a smooth
mapα : U → N defined on an open subsetU ⊂ R ×M thenH[U ] is open in
H1
(
[a, b],M

)
andH[α] : H[U ] → H1

(
[a, b], N

)
is smooth. Moreover, for every

γ ∈ H[U ] and everyv ∈ TγH
1
(
[a, b],M

)
we have:

dH[α]γ(v)(t) =
∂α

∂x

(
t, γ(t)

)
· v(t),

for all t ∈ [a, b].

PROOF. Follows easily from Theorem 5.1.1 using local charts of theform
H[ϕ]. �

5.1.13. COROLLARY. LetM ,N be finite-dimensional differentiable manifolds
and letH : N× [a, b] →M be a smooth map (in the sense thatH admits a smooth
extension to an open neighborhood ofN × [a, b] in N ×R). Then the map:

Ĥ : N ∋ x 7−→ H(x, ·) ∈ H1
(
[a, b],M

)

is smooth and its differential is given by:

[
dĤ(x) · v

]
(t) =

∂H

∂x
(x, t) · v,

for all x ∈ N , v ∈ TxN , t ∈ [a, b].

PROOF. Consider a smooth extension ofH to an open neighborhood ofN ×
[a, b] in N ×R. Denote byc the map:

c : N −→ H1
(
[a, b], N

)

that associates to everyx ∈ N the constant curve inN with constant valuex; it is
easy to see thatc is smooth. The conclusion now follows from Proposition 5.1.12
by observing that̂H = H[H] ◦ c. �

We set1:

C∞([a, b],M
)

=
{
γ : [a, b] →M : γ is smooth

}
.

5.1.14. PROPOSITION. The setC∞([a, b],M
)

is dense in the Hilbert manifold
H1
(
[a, b],M

)
.

1A curveγ : [a, b] → M will be calledsmoothif it admits a smooth extension to some open
interval containing[a, b].
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PROOF. Letϕ = (ϕt, Ut, Ũt) be a one parameter family of charts inM . Since
H[Ũ ] is open inH1

(
[a, b], Rn

)
, it follows from Exercise 4.21 that the intersection

C∞([a, b],Rn
)
∩ H[Ũ ] is dense inŨ . SinceH[ϕ]−1 : H[Ũ ] → H[U ] is a contin-

uous map that takes smooth curves to smooth curves, it follows that the closure of
C∞([a, b],M

)
in H1

(
[a, b],M

)
containsH[U ]. The conclusion now follows from

Corollary 5.1.9. �

5.2. The Riemannian Metric ofH1
(
[a,b],M

)

We will now define a Riemannian metric on the Hilbert manifoldH1
(
[a, b],M

)
.

5.2.1. PROPOSITION. Let(M,g) be a finite dimensional Riemannian manifold
and let∇ be an arbitrary connection onM . For everyγ ∈ H1

(
[a, b],M

)
the

formula:
(5.2.1)

〈〈v,w〉〉γ = g
(
v(a), w(a)

)
+

∫ b

a
g
(

Dv
dt ,

Dw
dt

)
dt, v, w ∈ TγH

1
(
[a, b],M

)
,

gives a well-defined Hilbert space inner product on the spaceTγH
1
(
[a, b],M

)
.

Moreover, the family:

H1
(
[a, b],M

)
∋ γ 7−→ 〈〈·, ·〉〉γ ,

defines a Riemannian metric onH1
(
[a, b],M

)
.

PROOF. Let ϕ = (ϕt, Ut, Ũt) be a one parameter family of charts inM . We
define smooth maps:

b : Ũ −→ Rn, A : Ũ −→ Lin(Rn),

Γ : Ũ −→ Bil(Rn;Rn), g̃ : Ũ → Bil(Rn),

by setting:

b(t, x̃) =
∂ϕ

∂t
(t, x), A(t,x̃)(ei) = dϕt(x) ·

∂Xi

∂t
(t, x),

Γ(t,x̃)(ei, ej) = dϕt(x) ·
[
∇XiXj(t, x)

]
, g̃(t,x̃) = gx

(
dϕt(x)

−1·,dϕt(x)−1 ·
)
,

for all (t, x̃) ∈ Ũ , i, j = 1, . . . , n, wherex = ϕ−1
t (x̃), (ei)

n
i=1 is the canonical

basis ofRn andXi(t, x) = dϕt(x)
−1 · ei, i = 1, . . . , n. In the formulas above

we have denoted by∇XiXj(t, x) the covariant derivative of the vector fieldx 7→
Xj(t, x) in the directionXi(t, x) and by ∂Xi

∂t (t, x) the standard derivative of the
curve t 7→ Xi(t, x) in TxM . The objectsb, A, Γ and g̃ encode all the relevant
information we need to describe (5.2.1) in the chartH[ϕ] of H1

(
[a, b],M

)
. Let

γ ∈ H[U ] be given and set̃γ = H[ϕ](γ), so that:

(5.2.2) γ̃(t) = ϕ
(
t, γ(t)

)
, t ∈ [a, b].
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We denote bỹd(γ̃) : [a, b] → Rn the “coordinate2 representation” ofγ′, i.e., we
set:

(5.2.3) d̃(γ̃)(t) = dϕt
(
γ(t)

)
· γ′(t), t ∈ [a, b];

differentiating (5.2.2) we obtain:

(5.2.4) d̃(γ̃)(t) = γ̃′(t) − b
(
t, γ̃(t)

)
, t ∈ [a, b].

Now pick v ∈ TγH1
(
[a, b],M

)
and set̃v = dH[ϕ]γ(v), so that:

(5.2.5) ṽ(t) = dϕt
(
γ(t)

)
· v(t), t ∈ [a, b];

using the time-dependent referential(Xi)
n
i=1 we can rewrite (5.2.5) as:

(5.2.6) v(t) =

n∑

i=1

ṽi(t)Xi

(
t, γ(t)

)
, t ∈ [a, b].

We denote bỹDγ̃(ṽ) : [a, b] → Rn the “coordinate representation” ofDv
dt , i.e., we

set:

D̃γ̃(ṽ)(t) = dϕt
(
γ(t)

)
· Dv

dt
(t), t ∈ [a, b];

taking the covariant derivative of (5.2.6) with respect tot we get:

(5.2.7) D̃γ̃(ṽ)(t) = ṽ′(t)+A(t,γ̃(t))

(
ṽ(t)

)
+Γ(t,γ̃(t))

(
d̃(γ̃)(t), ṽ(t)

)
, t ∈ [a, b].

Finally, we can write the representation of (5.2.1) with respect to the local chart
H[ϕ] as:

(5.2.8) 〈〈ṽ, w̃〉〉γ̃ = g̃(a,γ̃(a))

(
ṽ(a), w̃(a)

)
+

∫ b

a
g̃(t,γ̃(t))

(
D̃γ̃(ṽ)(t), D̃γ̃(w̃)(t)

)
dt,

for all ṽ, w̃ ∈ H1
(
[a, b],Rn

)
, γ̃ ∈ H[Ũ ]. It is easy to see that̃d(γ̃) andD̃γ̃(ṽ)

are inL2
(
[a, b],Rn

)
, so that (5.2.8) is a well-defined positive semi-definite sym-

metric bilinear form onH1
(
[a, b],Rn

)
for every fixedγ̃ ∈ H[Ũ ]; we claim that

(5.2.8) is indeed positive definite and that it is a Hilbert space inner product in
H1
(
[a, b],Rn

)
, i.e., it defines the standard topology ofH1

(
[a, b],Rn

)
. Keeping in

mind the inequalities:

0 < inf
t∈[a,b]
‖z‖=1

g̃(t,γ̃(t))(z, z) ≤ sup
t∈[a,b]
‖z‖=1

g̃(t,γ̃(t))(z, z) < +∞,

we see that the claim will be proved once we establish that:

(5.2.9) H1
(
[a, b],Rn

)
∋ ṽ 7−→

[∥∥ṽ(a)
∥∥2

+
∥∥D̃γ̃(ṽ)

∥∥2

L2

] 1
2 ∈ R

2It is indeed possible to give a Hilbert manifold structure tothe set of allL2-vector fields along
H1-curves inM , so thatγ′ would be a point of this Hilbert manifold and̃γ 7→ d̃(γ̃) would actually
be the coordinate representation of the operatorγ 7→ γ′. In order to simplify the exposition we avoid
such construction so that formula (5.2.3) should be simply understood as the definition of the term
“coordinate representation ofγ′”.
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defines a norm inH1
(
[a, b],Rn

)
and that such norm induces the standard topology

of H1
(
[a, b],Rn

)
. We define a linear map:

Tγ̃ : H1
(
[a, b],Rn

)
−→ Rn ⊕ L2

(
[a, b],Rn

)

by setting:

(5.2.10) Tγ̃(ṽ) =
(
ṽ(a), D̃γ̃(ṽ)

)
.

It is easy to see thatTγ̃ is a continuous linear map; moreover, it follows from the
standard theorem on existence and uniqueness of solutions of linear ODE’s with
initial data thatTγ̃ is bijective. If we endow the counter-domain ofTγ̃ with the
norm:

(5.2.11) Rn ⊕ L2
(
[a, b],Rn

)
∋ (v0, u) −→

[
‖v0‖2 + ‖u‖2

L2

] 1
2 ∈ R,

then (5.2.9) is simply the norm onH1
(
[a, b],Rn

)
induced byTγ̃ from (5.2.11) (see

Exercise 4.6). This proves the claim.
We now have to check that (5.2.8) defines a smooth map:

(5.2.12) H1
(
[a, b],Rn

)
⊃ H[Ũ ] ∋ γ̃ 7−→ 〈〈·, ·〉〉γ̃ ∈ Bil

(
H1([a, b], Rn)

)
.

To this aim, we check the smoothness of all the objects we haveintroduced. First,
we observe that̃d defines a smooth map:

d̃ : H1
(
[a, b],Rn

)
⊃ H[Ũ ] −→ L2

(
[a, b],Rn

)
;

namely, this follows from formula (5.2.4), Theorem 5.1.1, the continuity of the
inclusion ofH1 in L2 and from the continuity of thederivation operatorfromH1

toL2. Now we must show that (5.2.7) defines a smooth map:

D̃ : H1
(
[a, b],Rn

)
⊃ H[Ũ ] ∋ γ̃ 7−→ D̃γ̃ ∈ Lin

(
H1([a, b],Rn), L2([a, b],Rn)

)
.

This can be obtained by using the smoothness ofd̃, the continuity of the linear map
(4.2.5) and by applying Proposition 5.1.5 to the map:

Ũ ×Rn ∋ (t, x̃, z) 7−→ A(t,x̃) + Γ(t,x̃)(z, ·) ∈ Lin(Rn)

observing that such map islinear with respect toz. The final conclusion (see
Exercise 4.35) can now be obtained using the smoothness ofD̃, d̃ and of the map:

H[g̃] : H[Ũ ] −→ H1
(
[a, b],Bil(Rn)

)
. �

5.2.2. LEMMA . Let (M,g) be a finite dimensional Riemannian manifold and
let ∇ be an arbitrary connection onM ; assume thatH1

(
[a, b],M

)
is endowed

with the Riemannian metric defined in(5.2.1). Let ϕ = (ϕt, Ut, Ũt) be a one
parameter family of charts onM and letṼ ⊂ Ũ be an open subset ofR×Rn such
that the closure ofṼ ∩

(
[a, b] × Rn

)
is contained inŨ and it is compact. For a

given positive real numberr > 0, we set:

Ũ = Ũ(r, Ṽ ) =
{
γ̃ ∈ H[Ṽ ] : ‖γ̃′‖L2 < r

}
⊂ H[Ũ ],

andU = H[ϕ]−1(Ũ) ⊂ H[U ]. ThenU is open inH[U ], Ũ is open inH[Ũ ] and the
chartH[ϕ]|U : U → Ũ is metric relating.



5.2. THE RIEMANNIAN METRIC OFH
1
(
[a,b],M

)
245

PROOF. We define the objectsb, A, Γ, g̃, d̃ andD̃ as in the proof of Proposi-
tion 5.2.1, so that (5.2.8) is the representation in the chart H[ϕ] of the Riemannian
metric (5.2.1). SincẽV ∩

(
[a, b] ×Rn

)
⊂ Ũ is compact, we have:

(5.2.13)
0 < inf

(t,x̃)∈Ṽ ∩([a,b]×Rn)
‖z‖=1

g̃(t,x̃)(z, z) ≤ sup
(t,x̃)∈Ṽ ∩([a,b]×Rn)

‖z‖=1

g̃(t,x̃)(z, z) < +∞.

Keeping in mind the inequalities above, we see that in order to prove thatH[ϕ]|U
is metric-relating, it suffices to find constants that do not depend oñγ ∈ Ũ and
that relate the norm defined by (5.2.9) and the norm defined by the inner product
(4.2.6) (or any of the usualH1-norms discussed in Exercise 4.17); more explicitly,
we have to findk1, k2 > 0 with:

k1‖ṽ‖H1 ≤
[∥∥ṽ(a)

∥∥2
+
∥∥D̃γ̃(ṽ)

∥∥2

L2

] 1
2 ≤ k2‖ṽ‖H1 ,

for all ṽ ∈ H1
(
[a, b],Rn

)
and allγ̃ ∈ Ũ . Recalling that (5.2.9) is the norm induced

from (5.2.11) by the linear isomorphism (5.2.10) we see (using Exercise 4.7) that
the proof will be completed once we show that:

sup
γ̃∈Ũ

‖Tγ̃‖ < +∞,(5.2.14)

sup
γ̃∈Ũ

∥∥T−1
γ̃

∥∥ < +∞.(5.2.15)

The compactness of̃V ∩
(
[a, b] ×Rn

)
⊂ Ũ yields:

(5.2.16)
sup

(t,x̃)∈Ṽ
t∈[a,b]

‖A(t,x̃)‖ < +∞, sup
(t,x̃)∈Ṽ
t∈[a,b]

‖b(t,x̃)‖ < +∞, sup
(t,x̃)∈Ṽ
t∈[a,b]

‖Γ(t,x̃)‖ < +∞;

using (5.2.16), (5.2.4) and keeping in mind that‖γ̃′‖L2 is bounded for̃γ ∈ Ũ we
obtain:

(5.2.17) sup
γ̃∈Ũ

∥∥d̃(γ̃)
∥∥
L2 < +∞.

For γ̃ ∈ H[Ũ ] we define:

Kγ̃ : [a, b] −→ Lin(Rn)

by setting:
Kγ̃(t) = A(t,γ̃(t)) + Γ(t,γ̃(t))

(
d̃(γ̃)(t), ·

)
,

for all t ∈ [a, b]; observe that (recall (5.2.7)):

D̃γ̃(ṽ)(t) = ṽ′(t) +Kγ̃(t) · ṽ(t),
for all ṽ ∈ H1

(
[a, b],Rn

)
andt ∈ [a, b]. Using (5.2.16) and (5.2.17) we obtain:

(5.2.18) sup
γ̃∈Ũ

‖Kγ̃‖L2 < +∞.
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Inequality (5.2.14) is now a direct consequence of (5.2.18). The proof of inequality
(5.2.15) is a bit more involved and it requires some basic results from the theory of
linear differential ODE’s.

Pick v0 ∈ Rn, u ∈ L2
(
[a, b],Rn

)
with ‖v0‖ ≤ 1, ‖u‖L2 ≤ 1 and set̃v =

Tγ̃(v0, u); this means that̃v is a solution of the linear differential equation:

(5.2.19) ṽ′(t) = −Kγ̃(t) · ṽ(t) + u(t), t ∈ [a, b],

satisfying the initial conditioñv(a) = v0. We have to find an upper bound for
‖ṽ‖H1 which does not depend oñγ ∈ Ũ . The nonhomogeneous equation (5.2.19)
can be solved using the method of variation of constants which yields:

(5.2.20) ṽ(t) = Φγ̃(t)
[
v0 +

∫ t

a
Φγ̃(s)

−1 · u(s) ds
]
, t ∈ [a, b],

whereΦγ̃ : [a, b] → Lin(Rn) is defined by the matrix differential equation:

(5.2.21) Φ′
γ̃(t) = −Kγ̃(t)Φγ̃(t), t ∈ [a, b],

and by the initial conditionΦγ̃(a) = Id. Since
∥∥ṽ(a)

∥∥ ≤ 1, in order to find an
upper bound for‖ṽ‖H1 it is sufficient to find an upper bound for‖ṽ′‖L2 ; using
(5.2.19), (5.2.18) and the fact that‖u‖L2 ≤ 1, we see that an upper bound for
‖ṽ′‖L2 is easily obtained from an upper bound for‖ṽ‖C0 . Now (5.2.20) implies:

∥∥ṽ(t)
∥∥ ≤ ‖Φγ̃‖C0

[
1 +

∥∥Φ−1
γ̃

∥∥
C0

√
b− a

]
;

the proof will then be completed once we show that:

sup
γ̃∈Ũ

‖Φγ̃‖C0 < +∞,(5.2.22)

sup
γ̃∈Ũ

∥∥Φ−1
γ̃

∥∥
C0 < +∞.(5.2.23)

The proof of (5.2.22) will be obtained now using Gronwall’s inequality (see Exer-
cise 4.11); the proof of (5.2.23) can be obtained with a similar argument observing
thatΦ−1

γ̃ satisfies the linear ODE:
(
Φ−1
γ̃

)′
(t) = Kγ̃(t)Φγ̃(t)

−1, t ∈ [a, b].

We start by rewriting (5.2.21) in integral form obtaining:

Φγ̃(t) = Id −
∫ t

a
Kγ̃(s)Φγ̃(s) ds, t ∈ [a, b];

hence:
∥∥Φγ̃(t)

∥∥ ≤ 1 +

∫ t

a

∥∥Kγ̃(s)
∥∥ ∥∥Φγ̃(s)

∥∥ ds, t ∈ [a, b].

Using (4.7.2) withδ(t) =
∥∥Φγ̃(t)

∥∥, φ(t) =
∥∥Kγ̃(t)

∥∥ andc = 1 we obtain:

‖Φγ̃‖C0 ≤ exp
(
‖Kγ̃‖L1

)
;

since‖Kγ̃‖L1 ≤
√
b− a ‖Kγ̃‖L2 , the conclusion follows from (5.2.18). �
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5.2.3. DEFINITION. For a finite dimensional Riemannian manifold(M,g), the
energy functionalE : H1

(
[a, b],M

)
→ R is defined by:

E(γ) =
1

2

∫ b

a

∥∥γ′(t)
∥∥2

dt.

5.2.4. LEMMA . The energy functionalE is smooth and its differential is given
by:

(5.2.24) dEγ(v) =

∫ b

a

〈
γ′(t), Dv

dt (t)
〉
dt.

PROOF. In the notation of the proof of Proposition 5.2.1 we see thatthe repre-
sentation ofE with respect to the chartH[ϕ] is given by:

(5.2.25) Ẽ(γ̃) =
1

2

∫ b

a
g̃(t,γ̃(t))

(
d̃(γ̃)(t), d̃(γ̃)(t)

)
dt,

for every γ̃ ∈ H[Ũ ], whereẼ = E ◦ H[ϕ]−1. The smoothness of̃E (and hence
of E) now follows from the smoothness of̃d (established in the proof of Proposi-
tion 5.2.1) and from the smoothness ofH[g̃] (see Theorem 5.1.1), using arguments
similar to (actually simpler than) the ones used in Exercise4.35.

SincedE : TH1
(
[a, b],M

)
→ R is continuous (actually, it is smooth) and (by

arguments similar to those used to establish the smoothnessof E above) the right-
hand side of (5.2.24) defines a continuous (actually smooth)map on the tangent
bundleTH1

(
[a, b],M

)
, it follows from Proposition 5.1.14 that it suffices to check

equality (5.2.24) whenv (and henceγ) is smooth. Let thenγ : [a, b] → M be a
smooth curve andv : [a, b] → TM a smooth vector field alongγ. There exists a
smooth map]−ε, ε[× [a, b] ∋ (s, t) 7→ H(s, t) ∈M such thatH(0, t) = γ(t) and
∂H
∂s (0, t) = v(t) for all t ∈ [a, b]. Writing γs = H(s, ·) then]−ε, ε[ ∋ s 7→ γs ∈
H1
(
[a, b],M

)
is a smooth curve withd

dsγs
∣∣
s=0

= v (see Corollary 5.1.13). We
have:

dEγ(v) =
d

ds
E(γs)

∣∣∣∣
s=0

;

now a simple computation shows that the righthand side of theformula above
equals the righthand side of (5.2.24). �

5.2.5. COROLLARY. For everyγ, µ ∈ H1
(
[a, b],M

)
, we have:

∣∣√E(γ) −
√
E(µ)

∣∣ ≤ 1√
2

dist(γ, µ),

wheredist denotes the distance function onH1
(
[a, b],M

)
corresponding to the

Riemannian metric(5.2.1).

PROOF. From (5.2.24) it follows that:

∥∥dEγ(v)
∥∥ ≤

∫ b

a

∥∥γ′(t)
∥∥ ∥∥Dv

dt (t)
∥∥ dt ≤

(∫ b

a

∥∥γ′(t)
∥∥2

dt

)1
2
(∫ b

a

∥∥Dv
dt (t)

∥∥2
dt

)1
2

≤
√

2E(γ) 〈〈v, v〉〉
1
2
γ ;
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the conclusion is obtained from the result of Exercise 4.23. �

Given continuous curvesγ, µ : [a, b] → M on the Riemannian manifold
(M,g) we set:

distC0(γ, µ) = sup
t∈[a,b]

dist
(
γ(t), µ(t)

)
.

5.2.6. LEMMA . For everyγ, µ ∈ H1
(
[a, b],M

)
we have:

distC0(γ, µ) ≤
√

2max
{
1,
√
b− a

}
dist(γ, µ),

wheredist denotes the distance function onH1
(
[a, b],M

)
corresponding to the

Riemannian metric(5.2.1).

PROOF. We have to show that for every fixedt ∈ [a, b] we have:

dist
(
γ(t), µ(t)

)
≤

√
2 max

{
1,
√
b− a

}
dist(γ, µ).

This will follow from the result of Exercise 4.24 once we showthat:
∥∥dEvalt(γ)

∥∥ ≤
√

2max
{
1,
√
b− a

}
,

for all γ ∈ H1
(
[a, b],M

)
, whereEvalt : H1

(
[a, b],M

)
→ M denotes the

mapγ 7→ γ(t) of evaluation at the instantt. Let γ ∈ H1
(
[a, b],M

)
and v ∈

TγH
1
(
[a, b],M

)
be fixed; we want to show that:

∥∥v(t)
∥∥2 ≤ 2max{1, b − a} 〈〈v, v〉〉γ .

To this aim, letX : [a, b] → TM be a parallel vector field alongγ with X(t) =
v(t); since the metric ofM is parallel, we have

∥∥X(s)
∥∥ =

∥∥v(t)
∥∥ for all s ∈ [a, b].

Moreover:
∥∥v(t)

∥∥2
=
〈
v(t),X(t)

〉
=
〈
v(a),X(a)

〉
+

∫ t

a

〈
Dv
ds (s),X(s)

〉
ds;

now we compute:

∥∥v(t)
∥∥2 ≤

∥∥v(a)
∥∥ ∥∥v(t)

∥∥ +
∥∥v(t)

∥∥
∫ b

a

∥∥Dv
ds (s)

∥∥ ds.

Therefore:
∥∥v(t)

∥∥ ≤ ‖v(a)
∥∥ +

∫ b

a

∥∥Dv
ds (s)

∥∥ ds,

which implies (see Exercise 4.25):

∥∥v(t)
∥∥2 ≤ 2

∥∥v(a)
∥∥2

+ 2(b− a)

∫ b

a

∥∥Dv
ds (s)

∥∥2
ds ≤ 2max{1, b − a} 〈〈v, v〉〉γ .

This concludes the proof. �

5.2.7. THEOREM. Let (M,g) be a finite dimensional Riemannian manifold
and consider the Hilbert manifoldH1

(
[a, b],M

)
endowed with the Riemannian

metric (5.2.1), where D
dt denotes covariant derivative with respect to the Levi–

Civita connection. IfM is complete thenH1
(
[a, b],M

)
is also complete.
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PROOF. Let (γk)k≥1 be a Cauchy sequence inH1
(
[a, b],M

)
. Lemma 5.2.6

implies that(γk)k≥1 is also a Cauchy sequence for the metricdistC0 on the space
of continuous curves inM ; sincedistC0 is complete, we conclude that(γk)k≥1

converges with respect todistC0 (i.e., converges uniformly) to some continuous
curveγ : [a, b] →M . Observe that Corollary 5.2.5 also implies that:

(5.2.26) sup
k≥1

∣∣E(γk)
∣∣ < +∞.

By Proposition 5.1.8 we can find a one parameter family of chartsϕ = (ϕt, Ut, Ũt)
such thatU contains the graph ofγ; defineγ̃ : [a, b] → Rn by:

γ̃(t) = ϕ
(
t, γ(t)

)
, t ∈ [a, b].

Since(γk)≥1 converges toγ with respect to the metricdistC0 , it follows that the
graph ofγk is contained inU for k sufficiently large; for suchk we can set̃γk =
H[ϕ](γk), so that(γ̃k)k≥1 converges uniformly tõγ. ChooseR > 0 such that
B
[
γ̃(t);R

]
⊂ Ũ for all t ∈ [a, b] and set:

Ṽ =
{
(t, x̃) ∈ R×Rn :

∥∥γ̃(t) − x̃
∥∥ < R

}
∩ Ũ ;

in the formula above we have considered an arbitrary continuous extension of̃γ to
the whole lineR. It is easy to see that̃V is an open subset of̃U and that the closure
of Ṽ ∩

(
[a, b],×Rn

)
is compact and contained iñU . Sinceγ̃k → γ̃ uniformly, it

follows that‖γ̃k − γ̃‖C0 < R for k sufficiently large, so that the graph ofγ̃k is
contained inṼ for suchk. For the rest of the proof we assume that some initial
portion of the original sequence(γk)k≥1 was deleted, so that̃γk is (well-defined
and) has its graph contained iñV for all k. Keeping in mind formulas (5.2.25),
(5.2.4), (5.2.13) and (5.2.16), it follows from (5.2.26) that:

(5.2.27) sup
k≥1

∥∥γ̃′k
∥∥
L2 = r < +∞.

By Lemma 5.2.2, if we set:

Ũ = Ũ(3r, Ṽ ), U = H[ϕ]−1(Ũ)

then the chartH[ϕ]|U : U → Ũ is metric relating. Consider the closed subset
F ⊂ H1

(
[a, b]Rn

)
defined by:

F =
{
µ̃ ∈ H1

(
[a, b],Rn

)
: ‖µ̃− γ̃‖C0 ≤ R

2 , ‖µ̃′‖L2 ≤ 2r
}
;

obviously,F ⊂ Ũ andγ̃k ∈ F for all k sufficiently large. By Corollary 4.3.19, the
proof will be concluded if we manage to findk0 ∈ N such that:

(5.2.28) inf
k≥k0

dist
(
γ̃k, ∂F

)
> 0.

Observe that (5.2.28) is equivalent to:

(5.2.29) inf
µ̃∈∂F
k≥k0

‖γ̃k − µ̃‖C0 + ‖γ̃′k − µ̃′‖L2 > 0.

Finally, (5.2.29) follows from‖γ̃k − γ̃‖C0 → 0 and (5.2.27) by observing that
µ̃ ∈ ∂F implies either‖γ̃ − µ̃‖C0 = R

2 or ‖µ̃′‖L2 = 2r. �
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5.3. Morse Theory for Riemannian Geodesics

5.3.1. LEMMA . For everyγ ∈ H1
(
[a, b],M

)
we have:

L(γ) ≤
√

2(b− a)E(γ).

PROOF. It is an immediate consequence of the Cauchy-Schwarz inequality.
�

Let nowp, q ∈M be fixed and consider the set:

H1
pq

(
[a, b],M

)
=
{
γ ∈ H1

(
[a, b],M

)
: γ(a) = p, γ(b) = q

}
;

it follows from the result of Exercise 4.36 thatH1
(
[a, b],M

)
is a smooth Hilbert

submanifold ofH1
(
[a, b],M

)
and that its tangent space is given by:

TγH
1
pq

(
[a, b],M

)
=
{
v ∈ TγH

1
(
[a, b],M

)
: v(a) = v(b) = 0

}
,

for all γ ∈ H1
pq

(
[a, b],M

)
. Obviously the Riemannian metric (5.2.1) restricts to a

Riemannian metric inH1
pq

(
[a, b],M

)
given by:

(5.3.1) 〈〈v,w〉〉γ =

∫ b

a
g
(

Dv
dt ,

Dw
dt

)
dt, v, w ∈ TγH1

(
[a, b],M

)
,

for all γ ∈ H1
pq

(
[a, b],M

)
.

5.3.2. COROLLARY. Let (γk)k≥1 be a sequence inH1
(
[a, b],M

)
on whichE

is bounded. If for somet0 ∈ [a, b] the set
{
γk(t0) : k ≥ 1

}
is bounded inM then

the set
{
γk(t) : k ≥ 1

}
is bounded inM for all t ∈ [a, b].

PROOF. Sincesupk≥1E(γk) < +∞, Lemma 5.3.1 implies that:

sup
k≥1

L(γk) < +∞;

the conclusion follows by observing that:

dist
(
γk(t), γk(t0)

)
≤ L(γk),

for all k. �

5.3.3. COROLLARY. If (γk)k≥1 is a sequence inH1
(
[a, b],M

)
on whichE is

bounded then the set
{
γk : k ≥ 1

}
is equicontinuous.

PROOF. This follows by observing that, for allt, s ∈ [a, b] and allk ≥ 1:

dist
(
γk(t), γk(s)

)
≤ L

(
γk|[t,s]

)
≤
√

2|t− s|E(γk).

�

5.3.4. PROPOSITION. Let (M,g) be a finite dimensional Riemannian man-
ifold and consider the Hilbert manifoldH1

pq

(
[a, b],M

)
endowed with the Rie-

mannian metric(5.3.1), where D
dt denotes covariant derivative with respect to

the Levi–Civita connection. IfM is complete then the energy functionalE :
H1
(
[a, b],M

)
→ R satisfies the Palais–Smale condition.
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PROOF. Let (γk)k≥1 be a Palais–Smale sequence forE. Sinceγk(a) = p for
all k, it follows from Corollary 5.3.2 that the set

{
γk(t) : k ≥ 1

}
is bounded in

M for all t ∈ [a, b]; sinceM is complete,
{
γk(t) : k ≥ 1

}
is relatively com-

pact. Moreover, by Corollary 5.3.3, the set
{
γk : k ≥ 1

}
is equicontinuous, so

that we can apply Arzelá-Ascoli’s theorem to conclude that(up to a subsequence)
(γk)k≥1 converges uniformly to some continuous curveγ : [a, b] → M . Let
ϕ = (ϕt, Ut, Ũt) be a one parameter family of charts such that the graph ofγ is
contained inU (see Proposition 5.1.8). Fork sufficiently large, the graph ofγk will
be contained inU , so that it makes sense to defineγ̃k = H[ϕ](γk); we define also
γ̃ : [a, b] → Rn by:

γ̃(t) = ϕ(t, γ(t)
)
, t ∈ [a, b],

so that(γ̃k)k≥1 converges uniformly tõγ (we delete some initial part of the se-
quence(γk)k≥1, if necessary). LetV be an open neighborhood of the graph of
γ whose closure is compact and contained inU ; setϕ⋄(V ) = Ṽ . We now con-
sider the objectsA, Γ, b, g̃, d̃ and D̃ defined in the proof of Proposition 5.2.1;
sinceV is relatively compact inU , we have the estimates (5.2.13) and (5.2.16).
As in the proof of Theorem 5.2.7, the fact thatE is bounded on(γk)k≥1 implies
that (γ̃′k)k≥1 is bounded inL2 (see (5.2.27)); thus, since(γ̃k)k≥1 is bounded in
C0, the sequence(γ̃k)k≥1 is bounded inH1. By passing to a subsequence, we
may assume that(γ̃k)k≥1 converges weakly inH1 (necessarily tõγ); in particular,
γ̃ ∈ H1

(
[a, b],Rn

)
. For eachk, we setṽk = γ̃k − γ̃ andvk = dH[ϕ]−1

γk
(ṽk); we

haveṽk(a) = ṽk(b) = 0, which impliesvk ∈ Tγk
H1
pq

(
[a, b],M

)
. Since(ṽk)k≥1

converges uniformly to zero, it follows from (5.2.13) that:

〈〈vk, vk〉〉γk
=

∫ b

a
g̃(t,γ̃k(t))

(
ṽk(t), ṽk(t)

)
dt

k→+∞−−−−−−→ 0.

Since also
∥∥dE(γk)

∥∥→ 0, we have:

(5.3.2) dEγk
· vk =

∫ b

a
g̃(t,γ̃k(t))

(
d̃(γ̃k)(t), D̃γ̃k

(γ̃k − γ̃)(t)
)
dt

k→+∞−−−−−−→ 0.

Using (5.2.16), the fact that(γ̃′k)k≥1 is bounded inL2 and the fact that(γ̃k)k≥1

converges uniformly tõγ we get that:

sup
k≥1

∥∥d̃(γ̃k)
∥∥
L2 < +∞,

and thatD̃γ̃k
(γ̃k − γ̃) can be written as:

(5.3.3) D̃γ̃k
(γ̃k − γ̃) = γ̃′k − γ̃′ + uk,

where:

(5.3.4) uk
k→+∞−−−−−−→ 0 in L2

(
[a, b],Rn

)
.

From (5.3.2), (5.3.3), (5.3.4) and (5.2.13), we get:

(5.3.5)
∫ b

a
g̃(t,γ̃k(t))

(
d̃(γ̃k)(t), γ̃

′
k(t) − γ̃′(t)

)
dt

k→+∞−−−−−−→ 0.
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For eachk we define a linear functionalαk ∈ L2
(
[a, b],Rn

)∗
by setting:

αk(z)(t) =

∫ b

a
g̃(t,γ̃k(t))

[
b
(
t, γ̃k(t)

)
, z(t)

]
dt, z ∈ L2

(
[a, b],Rn

)
;

since(γ̃k)k≥1 converges uniformly tõγ, the sequence of linear functionals(αk)k≥1

converges inL2
(
[a, b],Rn

)∗
to the linear functional:

α(z)(t) =

∫ b

a
g̃(t,γ̃(t))

[
b
(
t, γ̃(t)

)
, z(t)

]
dt, z ∈ L2

(
[a, b],Rn

)
.

Thusαk → α in L2
(
[a, b],Rn

)∗
and γ̃′k − γ̃′ → 0 weakly inL2

(
[a, b],Rn); this

implies:

(5.3.6)
∫ b

a
g̃(t,γ̃k(t))

[
b
(
t, γ̃k(t)

)
, γ̃′k(t) − γ̃′(t)

]
dt

k→+∞−−−−−−→ 0.

From (5.3.5) and (5.3.6) we get:

(5.3.7)
∫ b

a
g̃(t,γ̃k(t))

(
γ̃′k(t), γ̃

′
k(t) − γ̃′(t)

)
dt

k→+∞−−−−−−→ 0.

Sincet 7→ g̃(t,γ̃k(t)) converges uniformly tot 7→ g̃(t, γ̃(t)) and(γ̃′k)k≥1 is bounded
in L2, it follows from (5.3.7) that:

(5.3.8)
∫ b

a
g̃(t,γ̃(t))

(
γ̃′k(t), γ̃

′
k(t) − γ̃′(t)

)
dt

k→+∞−−−−−−→ 0.

Sinceγ̃′k − γ̃′ → 0 weakly inL2
(
[a, b],Rn) and

L2
(
[a, b],Rn

)
∋ z 7−→

∫ b

a
g̃(t,γ̃(t))

(
γ̃′(t), z(t)

)
dt ∈ R

is a continuous linear functional, it follows that:

(5.3.9)
∫ b

a
g̃(t,γ̃(t))

(
γ̃′(t), γ̃′k(t) − γ̃′(t)

)
dt

k→+∞−−−−−−→ 0.

Finally, from (5.3.8), (5.3.9) and (5.2.13) we get:

‖γ̃′k − γ̃′‖L2
k→+∞−−−−−−→ 0;

thusγ̃k → γ̃ in H1
(
[a, b],Rn

)
and the proof is completed. �

We now recall the statement of the Morse Index Theorem. We will first need a
few definitions.

5.3.5. DEFINITION. Let (M,g) be a Riemannian manifold. IfI ⊂ R is an
interval then ageodesicγ : I →M is a smooth curve satisfying the equation:

D

dt
γ′(t) = 0, t ∈ I.

A smooth vector fieldJ alongγ is called aJacobi fieldif it satisfies the equation:

D2

dt2
J(t) = R

(
γ′(t), J(t)

)
γ′(t), t ∈ I.
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Given a geodesicγ : [a, b] → M then an instantt ∈ ]a, b] is calledconjugate
for γ if there exists a non zero Jacobi fieldJ alongγ with J(a) = J(t) = 0;
the multiplicity of t as a conjugate instant alongγ, denotedmul(t), equals the
dimension of the space of all Jacobi fieldsJ alongγ with J(a) = J(t) = 0. The
geometric indexof a geodesicγ is defined as the sum of the multiplicities of the
conjugate instantst ∈ ]a, b[ alongγ:

geometric index ofγ =
∑

t∈]a,b[

mul(t).

Two pointsp, q ∈M are calledconjugateif there exists a geodesicγ : [a, b] →M
with γ(a) = p, γ(b) = q and such thatt = b is a conjugate instant alongγ.

We can now state the following:

5.3.6. THEOREM (Morse index theorem).If (M,g) is a finite-dimensional Rie-
mannian manifold andp, q ∈ M are fixed points then the critical points of the en-
ergy functionalE : H1

(
[a, b],M

)
→ R are precisely the geodesicsγ : [a, b] →M

with γ(a) = p, γ(b) = q. The Hessian ofE at γ is given by the so calledindex
form:

HessEγ(v,w) =

∫ b

a
g
(

Dv
dt ,

Dw
dt

)
+ g
(
R
(
γ′(t), v(t)

)
γ′(t), w(t)

)
dt,

for all v,w ∈ TγH
1
pq

(
[a, b],M

)
. The kernel of the index form equals the space of

Jacobi fieldsJ alongγ with J(a) = J(b) = 0; in particular, γ is a nondegenerate
critical point of E iff t = b is not a conjugate instant alongγ. Moreover, all
nondegenerate critical points ofE are strongly nondegenerate and the Morse index
of a critical pointγ equals the geometric index of the geodesicγ.

PROOF. See [98]. �

In order to present some applications of Morse theory for counting Riemannian
geodesics connecting to fixed points, we state without proofthe following results.

Recall that theloop spaceof a topological spaceX at the base pointx0 ∈ X
is defined by:

Ω(X;x0) =
{
γ : [0, 1] → X : γ is continuous andγ(0) = γ(1) = x0

}
;

the spaceΩ(X;x0) is always assumed to be endowed with the compact-open topol-
ogy.

5.3.7. THEOREM. If M is a connected finite-dimensional differentiable man-
ifold and if p, q ∈ M are arbitrary fixed points thenH1

pq

(
[0, 1],M

)
has the same

homotopy type asΩ(M ;x0), for anyx0 ∈M .

PROOF. See [98, §17]. �

The following is a very deep result relating the singular homology of a space
with the singular homology of its loop space.
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5.3.8. THEOREM. LetX be a simply-connected and arc-connected topological
space and letK be a field. Assume that a pointx0 ∈ X is fixed. If for somen ≥ 2
we haveHn(X; K) 6= 0 and Hi(X; K) = 0 for all i > n then the singular
homology ofΩ(X;x0) satisfies the following property: for every integeri ≥ 0
there exists an integerj, 0 < j < n, such thatHi+j

(
Ω(X;x0); K

)
6= 0.

PROOF. See [141, Proposition 11, pg. 483]. �

5.3.9. COROLLARY. Under the assumptions of Theorem 5.3.8, the loop space
Ω(X;x0) has infinitely many non zero Betti numbers with respect to thefield K.

�

Now using Theorem 5.3.7 and the theory developed in Sections?? and?? we
obtain readily the following:

5.3.10. THEOREM (Morse relations for Riemannian geodesics).Let (M,g)
be a complete connected finite-dimensional Riemannian manifold. Assume that
the pointsp, q ∈ M are non conjugate. For every integerk ≥ 0, denote byκk the
number of geodesicsγ : [0, 1] →M fromp to q having geometric index equal tok.
If K is an arbitrary field and ifPλ

(
Ω(M ;x0); K

)
denotes the Poincaré polynomial

of the loop spaceΩ(M ;x0) (with an arbitrary base pointx0 ∈ M ) with respect
to the fieldK then there exists a formal power seriesQ(λ) with coefficients in
N ∪ {+∞} such that:

(5.3.10)
+∞∑

k=0

κkλ
k = Pλ

(
Ω(M ;x0); K

)
+ (1 + λ)Q(λ).

�

5.3.11. COROLLARY. If (M,g) is a complete contractible finite-dimensional
Riemannian manifold then the number of geodesics connecting two non conjugate
points ofM is either odd or infinite.

PROOF. It can be shown that ifM is contractible then alsoΩ(M ;x0) is con-
tractible; hence:

Pλ
(
Ω(M ;x0); K

)
= 1.

The conclusion follows by using equality (5.3.10) withλ = 1; namely, ifλ = 1
then the lefthand side of (5.3.10) becomes the total number of geodesics fromp to
q and the righthand side of (5.3.10) becomes2Q(1) + 1 (which is either infinite or
odd). This concludes the proof. �

5.3.12. COROLLARY. If (M,g) is a compact Riemannian manifold then the
number of geodesics connecting two non conjugate points ofM is always infinite.

PROOF. Let p, q ∈ M be two fixed non conjugate points. It follows from
(5.3.10) that the number of geodesics of indexk in M from p to q is greater than
or equal to thek-th Betti number of the loop space ofM with coefficients in the
(arbitrarily fixed) fieldK. Assume thatM is simply-connected. Ifn denotes the



5.3. MORSE THEORY FOR RIEMANNIAN GEODESICS 255

dimension ofM then it is well-known3 thatHn(M ; K) 6= 0 and thatHi(M ; K) =
0 for i > n. It follows from Corollary 5.3.9 that the loop space ofM has infinitely
many non zero Betti numbers with respect to the fieldK and therefore there are
infinitely many geodesics connectingp andq.

We now prove the general case (withM not necessarily simply-connected).
Let π : M̃ → M denote the universal covering ofM and consider̃M endowed
with the pull-back of the Riemannian metric ofM by π. Choosep̃, q̃ ∈ M̃ with
π(p̃) = p andπ(q̃) = q. The Riemannian manifold̃M is again complete. More-
over, sinceπ is a local isometry, it is easy to see thatp̃ and q̃ are non conjugate
in M̃ . If the fundamental group ofM is infinite then the setπ−1(q) ⊂ M̃ is also
infinite and therefore we obtain infinitely many geodesics inM connectingp and
q by taking projections of the geodesics iñM connectingp̃ and points ofπ−1(q).
On the other hand, if the fundamental group ofM is finite thenM̃ is again com-
pact and by the first part of the proof we can find infinitely manygeodesics iñM
connectingp̃ and q̃; their projections inM will provide us with an infinite set of
geodesics inM connectingp andq. �

3If M is ann-dimensional topological manifold thenHi(M ; G) = 0 for every abelian group
G and everyi > n. Moreover, ifM is orientable (which in our case follows from the simply-
connectedness ofM ) and connected thenHn(M ; G) ∼= G. See, for instance, [39, Chapter VIII,§3,
§4] for a proof of such results.
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APPENDIX B

Hyperbolic Singularities of a Vector Field

In this appendix we present an elementary introduction to the theory of dy-
namical systems. We introduce the notion of hyperbolic singularity of a vector
field on a manifold and we study the stable and unstable manifolds of such singu-
larities. We also prove the theorem of Hartman–Grobman thatgives a topological
characterization of the flow of a vector field near a hyperbolic singularity.

Let us fix some conventions that will be used throughout the appendix. LetV
be a real finite-dimensional vector space. IfA : V → V is a linear endomorphism,
we denote byσ(A) the set of complex roots of the characteristic polynomial ofA;
this means thatσ(A) equals the set of eigenvalues of the complexification ofA,
which is the unique complex linear extensionAC of A to the complexificationV C

of V . Forλ ∈ σ(A) ∩R we write:

Vλ(A) =
⋃

k≥1

Ker(A− λ)k,

and forλ ∈ σ(A) \R we write:

Vλ(A) =
( ⋃

k≥1

Ker(AC − λ)k ⊕
⋃

k≥1

Ker(AC − λ̄)k
)
∩ V,

so thatVλ(A) = Vλ̄(A). The primary decomposition ofA is therefore written as:

V =
⊕

λ∈σ(A)
ℑ(λ)>0

Vλ(A),

whereℑ(λ) denotes the imaginary part ofλ. Observe that ifA is symmetric with
respect to some inner product ofV thenσ(A) ⊂ R andVλ(A) = Ker(A − λ) is
simply theλ-eigenspace ofA.

We give a basic definition.

B.1. DEFINITION. Let V be a real finite-dimensional vector space. A linear
endomorphismA : V → V is calledhyperbolicif σ(A) contains no purely imagi-
nary complex numbers. Thepositiveand thenegativeeigenspaces ofA are defined
respectively by:

V+(A) =
∑

λ∈σ(A)
ℜ(λ)>0

Vλ(A), V−(A) =
∑

λ∈σ(A)
ℜ(λ)<0

Vλ(A),

whereℜ(λ) denotes the real part ofλ.

259
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Obviously if A : V → V is hyperbolic we obtain the following direct sum
decomposition ofV in A-invariant subspaces:

V = V+(A) ⊕ V−(A).

We now prove a lemma concerning some estimates on the norm of the expo-
nential of a linear map. We consider the spacesRn andCn endowed with their
standard Euclidean norms. The norm of a linear mapA : Rn → Rn is defined by:

‖A‖ = sup
x∈Rn

‖x‖≤1

∥∥A(x)
∥∥,

and the norm of a complex linear mapA : Cn → Cn is defined by:

‖A‖ = sup
x∈Cn

‖x‖≤1

∥∥A(x)
∥∥.

We observe that ifAC : Cn → Cn denotes the complexification ofA : Rn → Rn

then‖A‖ = ‖AC‖ (see Exercise B.2).

B.2. LEMMA . LetA : Rn → Rn be a linear map and chooseλ0, λ1 ∈ R such
that:

λ0 < min
λ∈σ(A)

ℜ(λ) ≤ max
λ∈σ(A)

ℜ(λ) < λ1.

Then there exists a constantC > 0 such that:
∥∥etA

∥∥ ≤ Cetλ1 ,
∥∥e−tA

∥∥ ≤ Ce−tλ0 ,

for all t ≥ 0.

PROOF. Let A = S + N denote the Jordan decomposition ofA, i.e., S is
semi-simple,N is nilpotent andSN = NS. Then:

(B.1) etA = etSetN ,

and:

etN = I + tN +
t2N2

2
+ · · · + tnNn

n!
,

for all t ∈ R. Thus:
∥∥etN

∥∥ ≤ 1 + t‖N‖ +
t2‖N‖2

2
+ · · · + tn‖N‖n

n!
,

for all t ≥ 0 and therefore for everyε > 0 we can find a constantC0 > 0 such that:

(B.2)
∥∥etN

∥∥ ≤ C0e
εt,

for all t ≥ 0. Nowσ(S) = σ(A) andSC : Cn → Cn is diagonalizable, so that we
can find a complex linear isomorphismB : Cn → Cn such thatD = BSCB−1 is
a diagonal matrix whose diagonal elements belong toσ(A). We have:

etS
C

= B−1etDB,

and therefore, for allt ∈ R:

(B.3)
∥∥etS

∥∥ =
∥∥etSC∥∥ ≤ ‖B‖ ‖B−1‖

∥∥etD
∥∥.
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Obviously:

(B.4)
∥∥etD

∥∥ = max
λ∈σ(A)

etℜ(λ),

for all t ∈ R. By choosingε > 0 with ℜ(λ) + ε ≤ λ1 for all λ ∈ σ(A), formulas
(B.1), (B.2), (B.3) and (B.4) imply:

∥∥etA
∥∥ ≤ C0 ‖B‖ ‖B−1‖ etλ1 ,

for all t ≥ 0. This proves the desired estimate on
∥∥etA

∥∥. The estimate on
∥∥e−tA

∥∥
is obtained by replacingA with −A. �

We now prove a preparatory lemma concerning linear ODE’s whose coefficient
matrix is hyperbolic.

B.3. LEMMA . LetA : Rn → Rn be a hyperbolic linear map and denote by
π+ : Rn → Rn

+(A), π− : Rn → Rn
−(A) the projections corresponding to the

direct sum decompositionRn = Rn
+(A) ⊕ Rn

−(A). Then for everyx0 ∈ Rn
−(A)

and every continuous mapu : [0,+∞[ → Rn with limt→+∞ u(t) = 0 there exists
a unique solutionx : [0,+∞[ → Rn of the nonhomogeneous linear ODE:

(B.5) x′ = Ax+ u,

with π−(x) = x0 and limt→+∞ x(t) = 0.

PROOF. Denote byA+ andA− respectively the endomorphisms ofRn
+(A)

andRn
−(A) given by restrictions ofA and chooseλ+, λ− ∈ R such that:

max
λ∈σ(A−)

ℜ(λ) < λ− < 0 < λ+ < min
λ∈σ(A+)

ℜ(λ).

For all t ≥ 0 we set:

(B.6) x(t) = etA
(
x0 +

∫ t

0
e−sAπ−

(
u(s)

)
ds−

∫ +∞

t
e−sAπ+

(
u(s)

)
ds
)
;

the convergence of the second integral in (B.6) follows by observing thatu is
bounded and that, by Lemma B.2:

∥∥e−sAπ+

(
u(s)

)∥∥ =
∥∥e−sA+π+

(
u(s)

)∥∥ ≤ Ce−sλ+
∥∥u(s)

∥∥,
for all s ≥ 0 and some constantC ≥ 0. A straightforward computation shows that
x is a solution of (B.5) withπ−

(
x(0)

)
= x0. In order to computelimt→+∞ x(t)

we rewrite (B.6) as:

x(t) = etAx0 +

∫ +∞

−∞
e(t−s)A

[
χ(t− s)π−

(
u(s)

)
− χ(s− t)π+

(
u(s)

)]
ds

= etAx0 +

∫ +∞

−∞
esA
[
χ(s)π−

(
u(t− s)

)
− χ(−s)π+

(
u(t− s)

)]
ds,(B.7)

whereχ : R → R denotes the characteristic function of[0,+∞[ and we write
u(s) = 0 for s < 0. Sincex0 ∈ Rn

−(A), we have:
∥∥etAx0

∥∥ =
∥∥etA−x0

∥∥ ≤ Cetλ−‖x0‖,
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for all t ≥ 0 and some constantC ≥ 0. This shows thatlimt→+∞ etAx0 = 0.
We now compute the limit ast → +∞ of the integral in (B.7) using Lebesgue’s
dominated convergence theorem. Sincelimt→+∞ u(t) = 0, we have:

lim
t→+∞

esA
[
χ(s)π−

(
u(t− s)

)
− χ(−s)π+

(
u(t− s)

)]
= 0,

for fixed s ∈ R. Moreover, for allt ≥ 0 ands ∈ R we have:
∥∥∥esA

[
χ(s)π−

(
u(t− s)

)
− χ(−s)π+

(
u(t− s)

)]∥∥∥

≤
∥∥χ(s)esA−π−

(
u(t− s)

)∥∥+
∥∥χ(−s)esA+π+

(
u(t− s)

)∥∥

≤ C
(
χ(s)esλ− + χ(−s)esλ+

)
‖u‖C0 ,

for some constantC ≥ 0, where‖u‖C0 = sups≥0

∥∥u(s)
∥∥. Obviously:

∫ +∞

−∞
χ(s)esλ− + χ(−s)esλ+ ds < +∞,

which completes the proof thatlimt→+∞ x(t) = 0. Now assume thatx1 andx2

are solutions of (B.5) with:

π−
(
x1(0)

)
= π−

(
x2(0)

)
= x0

andlimt→+∞ x1(t) = limt→+∞ x2(t) = 0. Thenx = x1 − x2 is a solution of the
homogeneous ODEx′ = Ax with x(0) ∈ Rn

+(A) andlimt→+∞ x(t) = 0. Thus
x(t) = etAx(0) ∈ Rn

+(A) for all t ≥ 0 and:
∥∥x(0)

∥∥ =
∥∥e−tAx(t)

∥∥ =
∥∥e−tA+x(t)

∥∥ ≤ e−tλ+
∥∥x(t)

∥∥;

but limt→+∞ e−tλ+
∥∥x(t)

∥∥ = 0, which proves thatx(0) = 0 and hencex =
x1 − x2 ≡ 0. �

Now we study singularities of vector fields on manifolds. IfX : M → TM
is a smooth vector field on a manifoldM then asingularityof X is a pointp ∈ X
with X(p) = 0. At a singularityp of a vector fieldX, there exists a natural way
of defining a “differential” ofX at p, which is a linear endomorphism ofTpM
that we will denote by∇X(p). If M is an open subset ofRn then∇X(p) is
simply the standard differentialdX(p) : Rn → Rn. In the case of an arbitrary
manifold,∇X(p) can be defined for instance as the covariant derivative ofX with
respect to an arbitrary connection; the fact thatp is a singularity implies that such
covariant derivative does not depend on the choice of the connection. The linear
map∇X(p) can also be defined more directly using a local chart aroundp or, more
abstractly, looking at the double tangent bundleTTM . These different possibilities
are discussed in Exercise B.3. We remark also that iff : M → R is a smooth map
on a Riemannian manifold(M,g) then the singularitiesp ∈ M of the gradient
X = ∇f of f are precisely the critical points off and that∇X(p) is precisely the
linear map that represents the Hessian off at p with respect to the inner product
gp.
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B.4. DEFINITION. LetX : M → TM be a smooth vector field on a manifold
M . A singularity p ∈ M of X is calledhyperbolic if the linear endomorphism
∇X(p) of TpM is hyperbolic.

We remark that ifX is the gradient of a smooth mapf on a Riemannian mani-
fold then the hyperbolic singularities ofX are precisely the nondegenerate critical
points off .

Now letX : M → TM be a fixed smooth vector field on a manifoldM and let
p ∈M be a fixed hyperbolic singularity ofX. We denote byF : A→M the flow
of X, so thatA is open inR ×M , F is smooth andt 7→ F (t, x) is the maximal
integral curve ofX with F (0, x) = x, for all x ∈ M . For t ∈ R we denote byAt
the open subset ofM defined by:

At =
{
x ∈M : (t, x) ∈ A

}
,

and byFt : At → M the mapFt = F (t, ·). ThenFt : At → A−t is a smooth
diffeomorphism for allt ∈ R. The stable and the unstable manifoldsof p with
respect toX are defined respectively by:

Ws(p,X) =
{
x ∈M : x ∈ At, for all t ≥ 0 and lim

t→+∞
Ft(x) = p

}
,

Wu(p,X) =
{
x ∈M : x ∈ At, for all t ≤ 0 and lim

t→−∞
Ft(x) = p

}
.

Obviously:

(B.8) Ws(p,X) = Wu(p,−X).

At this point, there is no evidence that eitherWs(p,X) orWu(p,X) is a manifold
of some sort, but this matter will be clarified later in Proposition B.10, where it will
be established that the stable and unstable manifolds are immersed submanifolds
of M .

Due to (B.8), we will from now on only state results concerning the stable
manifold. Analogous results for the unstable manifold can then be obtained by
replacingX with −X.

If U ⊂ M is an open neighborhood ofp, we will often need to consider the
stable manifoldWs(p,X|U ) of p with respect to the vector fieldX restricted toU .
For shortness, we will now write:

Ws(p) = Ws(p,X) and Ws(p;U) = Ws(p,X|U ).

Observe thatWs(p;U) is in generalnot the same asWs(p) ∩ U ; namely, we have:

Ws(p;U) =
{
x ∈Ws(p) : Ft(x) ∈ U , for all t ≥ 0

}
⊂Ws(p) ∩ U.

We now make a few simple remarks concerning the stable manifold and the flow
of X that will be used in the proofs of the results presented lateron.

B.5. REMARK . For anyt ∈ R, the smooth diffeomorphismFt : At → A−t
restricts to a homeomorphism fromWs(p) ∩ At ontoWs(p) ∩ A−t; thus, ifZ is
open inWs(p) then bothFt(Z ∩ At) andF−1

t (Z) = F−t(Z ∩ A−t) are open in
Ws(p).
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B.6. REMARK . The stable manifoldWs(p) is arc-connected (with respect to
the topology induced byM ). Namely, givenx ∈Ws(p) then

γ(t) =

{
F
(

t
1−t2 , x

)
, t ∈ [0, 1[ ,

p, t = 1,

defines a continuous curveγ : [0, 1] →Ws(p) connectingx to p.

B.7. REMARK . If U, V ⊂M are open neighborhoods ofp then obviously:

(B.9) Ws(p;U) ∩Ws(p;V ) = Ws(p;U ∩ V ).

It is also easy to check that for any open neighborhoodU ⊂ M of p and for any
t ∈ R we have:

Ft
(
Ws(p;U) ∩At

)
= Ws

(
p;Ft(U ∩At)

)
,(B.10)

F−1
t

(
Ws(p;U)

)
= Ws

(
p;F−1

t (U)
)
.(B.11)

Moreover:

(B.12) Ws(p) =
⋃

t≥0

F−1
t

(
Ws(p;U)

)
=
⋃

t≥0

Ws

(
p;F−1

t (U)
)
;

namely, ifx ∈ Ws(p) then, by definition, there existst0 ≥ 0 with Ft(x) ∈ U for
all t ≥ t0. This means thatFt0(x) ∈Ws(p;U). Observe that the union in (B.12) is
monotone, i.e., for0 ≤ t ≤ s, we have:

F−1
t

(
Ws(p;U)

)
⊂ F−1

s

(
Ws(p;U)

)
.

Now we look at the local structure of the stable manifold.

B.8. LEMMA . There exists an open neighborhoodU ⊂M of p such that:

• Ws(p;U) is an embedded submanifold ofM whose tangent space atp is
equal to the negative eigenspace of∇X(p);

• if V ⊂ M is an open neighborhood ofp contained inU thenWs(p;V )
is open inWs(p;U) (and in particularWs(p;V ) is also an embedded
submanifold ofM ).

PROOF. By choosing a local chart aroundp, we may assume without loss of
generality thatM is an open neighborhood of the origin inRn and thatp = 0.
For shortness, we denote byRn

+ andRn
− respectively the positive and the negative

eigenspaces ofdX(0) : Rn → Rn and byπ+ andπ− the respective projections
with respect to the direct sum decompositionRn = Rn

+ ⊕Rn
−.

The strategy is to use the implicit function theorem for mapson Banach spaces.
We denote byE0 the Banach space of continuous mapsγ : [0,+∞[ → Rn such
that limt→+∞ γ(t) = 0, endowed with the norm‖γ‖C0 = supt≥0

∥∥γ(t)
∥∥; by E1

we denote the Banach space ofC1 mapsγ : [0,+∞[ → Rn such that:

lim
t→+∞

γ(t) = lim
t→+∞

γ′(t) = 0,
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endowed with the norm‖γ‖C1 = ‖γ‖C0 + ‖γ′‖C0 . If U ⊂ Rn is an open neigh-
borhood of the origin we write:

Ek(U) =
{
γ ∈ Ek : Im(γ) ⊂ U

}
,

so thatEk(U) is an open subset ofEk, for k = 0, 1.
Consider the map:

φ : Rn
− × E1(M) ∋ (x0, γ) 7−→

(
π−(γ(0)) − x0, γ

′ −X ◦ γ
)
∈ Rn

− × E0.

The mapφ is smooth and the partial derivative∂φ∂γ at the origin is given by:

∂φ

∂γ
(0, 0)v =

(
π−(v(0)), v′ − dX(0) ◦ v

)
,

for all v ∈ E1. Lemma B.3 implies that∂φ∂γ (0, 0) is an isomorphism and thus, by
the implicit function theorem, we can findr1, r2 > 0 and a smooth map:

σ : B(0, r1;R
n
−) −→ B(0, r2;E

1)

such thatB(0, r1;R
n
−) × B(0, r2;E

1) ⊂ Rn
− × E1(M) and:

(
B(0, r1;R

n
−) × B(0, r2;E

1)
)
∩ φ−1(0) = Gr(σ),

whereB(0, r;X ) denotes the open ball of center0 and radiusr of a normed space
X and Gr(σ) denotes the graph ofσ. Observe thatσ(0) = 0 and that for all
h ∈ Rn

−:

(B.13) dσ(0)h = −
[∂φ
∂γ

(0, 0)−1 ◦ ∂φ

∂x0
(0, 0)

]
h = v,

wherev : [0,+∞[ → Rn is the unique solution of the ODEv′ = dX(0) ◦ v with
π−
(
v(0)

)
= h andlimt→+∞ v(t) = 0. From the proof of Lemma B.3 (see (B.6))

it is clear thatv is given by:

(B.14) v(t) = et dX(0)h.

We now chooseU ⊂M to be an open neighborhood of the origin such that:

sup
x∈U

‖x‖ < r2
2
, sup

x∈U

∥∥X(x)
∥∥ < r2

2
, sup

x∈U

∥∥π−(x)
∥∥ < r1;

observe that ifγ : [0,+∞[ → Rn is an integral curve ofX with Im(γ) ⊂ U and
limt→+∞ γ(t) = 0 thenπ−

(
γ(0)

)
∈ B(0, r1;R

n
−) andγ ∈ B(0, r2;E

1). This
means that:

(B.15) Ws(0;U) =
{
γ(0) : γ ∈ E1(U) and

(
π−(γ(0)), γ) ∈ Gr(σ)

}
.

We may thus writeWs(0;U) as the graph of a smooth map; more specifically, let
η : B(0, r1;R

n
−) → Rn

+ be the smooth map defined by:

η(x0) = π+

(
γ(0)

)
,

whereγ = σ(x0). From (B.13) and (B.14) we see thatdη(0) = 0. Moreover, from
(B.15) we get:

Ws(0;U) = Gr(η|σ−1(E1(U))),
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whereσ−1
(
E1(U)

)
is an open subset ofB(0, r1;R

n
−). This proves thatWs(0;U)

is an embedded submanifold ofRn whose tangent space at0 is Gr
(
dη(0)

)
= Rn

−.
Moreover, ifV ∋ 0 is an open subset ofU then:

Ws(0;V ) = Gr(η|σ−1(E1(V ))),

which proves thatWs(0;V ) is open inWs(0;U), becauseσ−1
(
E1(V )

)
is open in

B(0, r1;R
n
−). �

B.9. REMARK . ChooseU as in the statement of Lemma B.8. Givent ∈ R

and an open neighborhoodZ ⊂ M of p contained inF−1
t (U) thenWs(p;Z) is

open inWs

(
p;F−1

t (U)
)

= F−1
t

(
Ws(p;U)

)
(recall (B.11)). Namely, we have

Z = F−1
t

(
Ft(Z)

)
and thus (B.11) implies:

Ws(p;Z) = F−1
t

(
Ws(p;Ft(Z))

)
.

But Ft(Z) is an open neighborhood ofp contained inU and thusWs

(
p;Ft(Z)

)
is

open inWs(p;U); finally, the continuity ofFt implies thatF−1
t

(
Ws(p;Ft(Z))

)
is

open inF−1
t

(
Ws(p;U)

)
.

We can now prove thatWs(p) is an immersed submanifold ofM . We adopt
the following terminology; ifN is an immersed submanifold ofM , then by the
manifold topologyof N we mean the topology induced by the atlas ofN . Such
topology is finer than theinduced topologyof N , which is the topologyN inherits
fromM .

B.10. PROPOSITION. There exists a unique manifold structure onWs(p) such
thatWs(p) is an immersed submanifold ofM and such that, for every open neigh-
borhoodV ⊂ M of p, Ws(p;V ) is open inWs(p) with respect to the manifold
topology. Moreover, the following statements hold:

(1) the tangent space ofWs(p) at p is equal to the negative eigenspace of
∇X(p);

(2) the vector fieldX restricts to a smooth vector field onWs(p);
(3) for x ∈Ws(p), the maximal integral curve ofX passing throughx equals

the maximal integral curve ofX|Ws(p) passing throughx;
(4) p is a hyperbolic singularity ofX|Ws(p) whose stable manifold is equal

toWs(p);
(5) Ws(p) is arc-connected with respect to the manifold topology.

PROOF. ChooseU ⊂ M as in the statement of Lemma B.8. ThenWs(p;U)
is an embedded submanifold ofM and for allt ≥ 0, sinceFt is a smooth diffeo-
morphism between open subsets ofM , it follows that alsoF−1

t

(
Ws(p;U)

)
is an

embedded submanifold ofM . By (B.12) we see then thatWs(p) is a monotone
union of embedded submanifolds ofM . Our strategy now is to use the result of
Exercise B.1 to construct the manifold structure ofWs(p). First, observe that the
union in (B.12) can be taken overt ∈ N, i.e., it can be replaced by a countable
union. Now we show that, for0 ≤ t ≤ s, the setF−1

t

(
Ws(p;U)

)
is open in
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F−1
s

(
Ws(p;U)

)
. Using (B.9) and (B.11) we compute:

F−1
t

(
Ws(p;U)

)
= F−1

t

(
Ws(p;U)

)
∩ F−1

s

(
Ws(p;U)

)

= Ws

(
p;F−1

t (U)
)
∩Ws

(
p;F−1

s (U)
)

= Ws

(
p;F−1

t (U) ∩ F−1
s (U)

)
.

SinceF−1
t (U)∩F−1

s (U) is an open neighborhood ofp inM contained inF−1
s (U),

by Remark B.9, we know thatWs

(
p;F−1

t (U) ∩ F−1
s (U)

)
= F−1

t

(
Ws(p;U)

)
is

open inF−1
s

(
Ws(p;U)

)
. So far, we have proven the following facts:

• there exists a manifold structure onWs(p) such thatWs(p) is an im-
mersed submanifold ofM and such that, for allt ≥ 0, Ws

(
p;F−1

t (U)
)

is open inWs(p) with respect to the manifold topology;
• there exists at most one manifold structure onWs(p) such thatWs(p) is an

immersed submanifold ofM and such that, for every open neighborhood
V ⊂ M of p, Ws(p;V ) is open inWs(p) with respect to the manifold
topology.

To complete the proof of the first part of the statement of the proposition, we con-
sider an open neighborhoodV ⊂ M of p and we show thatWs(p;V ) is open in
Ws(p) with respect to the manifold topology. From (B.9) and (B.12)we obtain:

(B.16) Ws(p;V ) =
⋃

t≥0

Ws(p;V )∩Ws

(
p;F−1

t (U)
)

=
⋃

t≥0

Ws

(
p;V ∩F−1

t (U)
)
.

SinceV ∩ F−1
t (U) is an open neighborhood ofp contained inF−1

t (U), by Re-
mark B.9 we obtain thatWs

(
p;V ∩ F−1

t (U)
)

is open inWs

(
p;F−1

t (U)
)
. But

Ws

(
p;F−1

t (U)
)

is open inWs(p) with respect to the manifold topology; more-
over,Ws

(
p;F−1

t (U)
)

inherits the same topology fromM and from the manifold
topology ofWs(p). This shows thatWs

(
p;V ∩ F−1

t (U)
)

is open inWs(p) with
respect to the manifold topology and hence, by (B.16),Ws(p;V ) is also open in
Ws(p) with respect to the manifold topology. This completes the proof of the first
part of the statement of the proposition. Moreover, sinceWs(p;U) is an open sub-
manifold ofWs(p), statement (1) follows directly from Lemma B.8. We now prove
statements (2)—(5).

Let x ∈ Ws(p) be fixed and denote byγ : I → M the maximal integral
curve ofX with γ(0) = x. Obviouslyγ(I) is contained inWs(p), but it is not
clear in principle thatγ : I → Ws(p) is smooth. We argue as follows; since
limt→+∞ γ(t) = p, we haveγ(t) ∈ U for t sufficiently large and thus, given
a bounded subintervalI ′ ⊂ I, we can findt ≥ 0 large enough so thatγ(I ′) is
contained inF−1

t

(
Ws(p;U)

)
. SinceF−1

t

(
Ws(p;U)

)
is an embedded submanifold

ofM and an open submanifold ofWs(p), we get thatγ|I′ : I ′ →Ws(p) is smooth.
SinceI ′ ⊂ I is an arbitrary bounded subinterval, we obtain thatγ : I → Ws(p)
is smooth. Observe that, in particular,γ′(0) = X(x) is in TxWs(p). We have thus
proven statements (2) and (3) (see Exercise B.4).

To prove statement (4), observe first thatp is obviously a singularity ofX|Ws(p)

and that∇(X|Ws(p))(p) is equal to the restriction of∇X(p) to TpWs(p), which is
equal to the negative eigenspace of∇X(p). Thusp is a hyperbolic singularity of
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X|Ws(p). To prove thatWs(p) is the stable manifold ofp with respect toX|Ws(p),
we have to show that for everyx ∈ Ws(p), we havelimt→+∞ Ft(x) = p with
respect to the manifold topologyof Ws(p). We know thatlimt→+∞ Ft(x) = p
with respect to the topology ofM . But Ft(x) ∈ Ws(p;U) for t sufficiently large
andWs(p;U) inherits the same topology fromM and from the manifold topology
of Ws(p). Thus limt→+∞ Ft(x) = p with respect to the manifold topology of
Ws(p). This proves statement (4). Finally, now that the continuity of t 7→ Ft(x)
and the limitlimt→+∞ Ft(x) = p have been established with respect to the man-
ifold topology ofWs(p), statement (5) follows using the same argument used in
Remark B.6. �

We now study conditions under which the stable manifold is embedded inM .

B.11. PROPOSITION. The following conditions are equivalent:

(1) Ws(p) is an embedded submanifold ofM ;
(2) for every open neighborhoodV ⊂ M of p, Ws(p;V ) is open inWs(p)

with respect to the induced topology;
(3) every open neighborhoodV ⊂ M of p contains an open neighborhood

Z ⊂ M of p such thatWs(p;Z) is open inWs(p) with respect to the
induced topology;

(4) every open neighborhoodV ⊂ M of p contains an open neighborhood
Z ⊂M of p such thatWs(p;Z) = Ws(p) ∩ Z;

(5) there exists an open neighborhoodV ⊂ M of p such thatWs(p) ∩ V is
an embedded submanifold ofM .

PROOF.
(1)⇒(2). SinceWs(p) is an embedded submanifold ofM , the manifold structure
given toWs(p) by Proposition B.10 must coincide with the one that makesWs(p)
embedded inM . This proves (2).

(2)⇒(3). Trivial.

(3)⇒(4). LetV ⊂ M be an open neighborhood ofp; by (3), there exists an open
neighborhoodV0 ⊂ V of p such thatWs(p;V0) is open inWs(p) with respect
to the induced topology. Thus, there exists an open subsetV1 ⊂ M such that
Ws(p;V0) = Ws(p) ∩ V1. ThenV1 ⊂ M is an open neighborhood ofp and it is
easy to see thatWs(p;V0) ⊂Ws(p;V1); settingZ = V1 ∩ V , we obtain:

Ws(p;Z) ⊂Ws(p) ∩ Z = Ws(p) ∩ V1 ∩ V = Ws(p;V0) ∩ V
= Ws(p;V0) ⊂Ws(p;V1) ⊂Ws(p;Z),

which proves thatWs(p;Z) = Ws(p) ∩ Z.

(4)⇒(5). ChooseU as in the statement of Lemma B.8. By (4), we can find an
open neighborhoodZ ⊂ U of p such thatWs(p;Z) = Ws(p) ∩ Z. But Z ⊂ U
implies thatWs(p;Z) is an embedded submanifold ofM .
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(5)⇒(1). LetV ⊂ M be an open neighborhood ofp such thatWs(p) ∩ V is an
embedded submanifold ofM . Obviously:

Ws(p) =
⋃

t≥0

F−1
t

(
Ws(p) ∩ V

)
,

and sinceFt is a smooth diffeomorphism between open subsets ofM , we have
that F−1

t

(
Ws(p) ∩ V

)
is an embedded submanifold ofM for all t ≥ 0. But

F−1
t

(
Ws(p) ∩ V

)
is open inWs(p) with respect to theinduced topology(recall

Remark B.5), which proves thatWs(p) is embedded inM . �

We now study the case that(M,g) is a Riemannian manifold and thatX = ∇f
is the gradient of a smooth mapf : M → R. As we have already observed, the
fact thatp is a hyperbolic singularity ofX means thatp is a nondegenerate critical
point of f ; moreover,g

(
∇X(p), ·

)
= Hessfp. Our goal is to show thatWs(p) is

always embedded inM , if X is a gradient. We start with the following preparatory
lemma.

B.12. LEMMA . If X = ∇f and p ∈ M is a nondegenerate critical point of
f : M → R with f(p) = c ∈ R then, given an open neighborhoodV ⊂ M of
p, we can find a smooth chartϕ : Z → B(0, r;Rk) on the manifoldWs(p) with
p ∈ Z ⊂ V and

f(x) = c−
∥∥ϕ(x)

∥∥2
,

for all x ∈ Z. Moreover, forε ∈
]
0, r2

[
we have:

f−1
(
[c− ε,+∞[

)
∩Ws(p) ⊂ Z ⊂ V.

In particular,ϕ restricts to a homeomorphism betweenf−1
(
[c− ε,+∞[

)
∩Ws(p)

andB[0,
√
ε;Rk] that carriesf−1(c− ε) ∩Ws(p) to the sphereS[0,

√
ε;Rk] (see

Remark B.13 below).

PROOF. We already know (by Proposition B.10) thatWs(p) is an immersed
submanifold ofM ; thus, f restricts to a smooth mapf |Ws(p) on the manifold
Ws(p). SinceTpWs(p) is the negative eigenspace ofHessfp, the existence of the
chartϕ in Ws(p) follows directly from the Morse Lemma.

Now chooseε > 0 with ε < r2. We will show that the set:

f−1
(
[c− ε,+∞[

)
∩Ws(p) = f−1

(
[c− ε, c]

)
∩Ws(p)

is contained inZ (and hence inV ). Choosex ∈ Ws(p) with f(x) ≥ c − ε and
assume by contradiction thatx 6∈ Z. Let γ : I → M denote the maximal integral
curve ofX such thatγ(0) = x. From Proposition B.10 we know that the map
γ : I → Ws(p) is continuous whenWs(p) is endowed with the manifold topology
and thatlimt→+∞ γ(t) = p also with respect to the manifold topology ofWs(p).
Thus, fort sufficiently large, we haveγ(t) ∈ Z andf

(
γ(t)

)
> c−ε. Butγ(t) ∈ Z

andf
(
γ(t)

)
> c − ε imply γ(t) ∈ ϕ−1

(
B(0,

√
ε;Rk)

)
. Sinceγ(0) = x is not in

ϕ−1
(
B[0,

√
ε;Rk]

)
, it follows from the result of Exercise B.5 that there must exist

t > 0 with γ(t) ∈ Z and
∥∥ϕ
(
γ(t)

)∥∥ = ε. Thus:

f
(
γ(t)

)
= c− ε ≤ f

(
γ(0)

)
,
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contradicting the fact thatf ◦ γ is strictly increasing. �

B.13. REMARK . From the proof of Lemma B.12 we know thatZ is open in
Ws(p) with respect to themanifold topologyand thatϕ : Z → B(0, r;Rk) is a
homeomorphism ifZ is endowed with themanifold topologyof Ws(p). However,
in Theorem B.14 below we will see thatWs(p) is embedded inM and thus the
manifold topology ofWs(p) coincides with the induced topology.

We can now prove that the stable manifold is embedded in the case of gradient
vector fields.

B.14. THEOREM. Let (M,g) be a Riemannian manifold,f : M → R be a
smooth map andp ∈ M be a nondegenerate critical point off . ThenWs(p,∇f)
is a connected embedded submanifold ofM whose tangent space atp equals the
negative eigenspace of the linear endomorphism ofTpM that representsHessfp
with respect to the inner productgp.

PROOF. We will prove that condition (4) in the statement of Proposition B.11
holds. LetV ⊂ M be an open neighborhood ofp. Setc = f(p) and chooseε > 0
as in the statement of Lemma B.12. SettingZ = f−1

(
]c− ε,+∞[

)
∩ V then,

sincef is increasing in the flow lines of∇f , it is easy to see thatWs(p;Z) =
Ws(p) ∩ Z. Thus,Ws(p) is an embedded submanifold ofM . The other claims in
the statement of the theorem follow from Proposition B.10. �

Our goal now is to give a topological characterization of theflow of a vector
field near a hyperbolic singularity. We need some definitions.

B.15. DEFINITION. Let X : M → TM , Y : N → TN be smooth vector
fields on manifoldsM , N , and letf : M → N be a continuous map. We say that
Y is f -related to X if f carries the flow ofX to the flow ofY , i.e., if for every
integral curveγ : I → M of X, f ◦ γ is an integral curve ofY . If there exists a
homeomorphismf : M → N such thatY is f -related toX, we say thatX andY
aretopologically conjugated.

A few simple facts concerning the definition above are discussed in Exer-
cise B.6.

Our goal is to prove the following:

B.16. THEOREM (Hartman–Grobman).LetX : M → TM be a smooth vector
field on a manifoldM and letp ∈M be a hyperbolic singularity ofX. Then there
exists an open neighborhoodU ⊂ M of p and an open neighborhood̃U ⊂ TpM
of the origin such thatX|U is topologically conjugated to the (restricted) linear
vector field∇X(p)|Ũ .

The proof of Theorem B.16 will take some work. We need severalpreliminary
lemmas. To keep the reader motivated throughout the process, we present below
an outline of the proof.

Sketch of the proof of Theorem B.16. Using a local chart aroundp, one can obvi-
ously assume thatM is an open subset ofRn and thatp = 0. The flow at timet of
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the linear vector fieldA = dX(0) : Rn → Rn, is given by the linear isomorphism
etA. SinceA has no purely imaginary eigenvalues, the isomorphismetA has no
eigenvalues on the unit circle fort 6= 0; isomorphisms with such property will be
calledhyperbolic isomorphisms. Using the implicit function theorem on Banach
spaces in a suitable way, we prove that smallC1-perturbations of a hyperbolic iso-
morphismL : Rn → Rn aretopologically conjugatedin the sense that given two
such perturbationsL + φ1, L + φ2 we can find a homeomorphismh : Rn → Rn

such thath(L+φ2)h
−1 = L+φ1; actually,h is shown to be unique is a smallC0-

neighborhood of the identity map. We then replace the vectorfieldX by a global
vector fieldX̂ : Rn → Rn which equalsX in a small neighborhood of the origin
and equalsA far from the origin;X̂ is also chosen so that its flow-at-time-one-map
F̂1 : Rn → Rn is C1-close toL = eA. Thus, we know that̂F1 is topologically
conjugated toL by a homeomorphismh : Rn → Rn; we then show thath actually
carries the entire flow of̂X to the flowt 7→ etA of A. SinceX̂ equalsX near the
origin, the proof is completed.

We now give the details of the proof. First, a formal definition.

B.17. DEFINITION. Let V be a real finite-dimensional vector space. A linear
isomorphismL : V → V is called ahyperbolic isomorphismif there is noλ ∈
σ(L) with |λ| = 1. If L : V → V is a hyperbolic isomorphism, we have the
following direct sum decomposition ofV intoL-invariant subspaces:

V = Vu(L) ⊕ Vs(L),

where:
Vu(L) =

∑

λ∈σ(L)
|λ|>1

Vλ(L), Vs(L) =
∑

λ∈σ(L)
|λ|<1

Vλ(L).

We have thus the following:

B.18. LEMMA . If A : Rn → Rn is a hyperbolic linear map thenL = eA is a
hyperbolic isomorphism.

PROOF. Using the Jordan decomposition ofA (see the proof of Lemma B.2)
it is easy to see that:

σ(L) =
{
eλ : λ ∈ σ(A)

}
.

The conclusion follows. �

As explained in the sketch of the proof of Theorem B.16, we will use the im-
plicit function theorem on Banach spaces to prove that smallC1-perturbations of a
hyperbolic isomorphism are topologically conjugated; when verifying the hypoth-
esis of the implicit function theorem, we will need some tools from linear algebra
that are given below.

B.19. LEMMA . Given a linear mapL : Rn → Rn and a real numbera with
a > maxλ∈σ(L) |λ| then there exists a norm‖ · ‖′ onRn such that:

‖L‖′ = sup
‖v‖′≤1

∥∥L(v)
∥∥′ ≤ a.
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PROOF. LetL = S +N be the Jordan decomposition ofL, so thatS is semi-
simple,N is nilpotent andSN = NS. Let B : Cn → Cn be a complex linear
isomorphism such thatD = BSCB−1 : Cn → Cn is diagonal (with diagonal
elements inσ(L)). Define a norm‖ · ‖♦ onCn by:

‖x‖♦ =
∥∥B(x)

∥∥, x ∈ Cn,

where,‖ · ‖ denotes the usual Euclidean norm onCn. We denote also by‖ · ‖♦ the
norm onRn obtained by taking the restriction of‖ · ‖♦. One checks easily that:

‖S‖♦ ≤ ‖SC‖♦ = ‖D‖ = sup
λ∈σ(L)

|λ|.

Now chooseε > 0 with supλ∈σ(L) |λ|+ ε ≤ a and define the norm‖ · ‖′ onRn by
setting:

‖x‖′ =

+∞∑

k=0

1

εk

∥∥Nk(x)
∥∥♦ =

n−1∑

k=0

1

εk

∥∥Nk(x)
∥∥♦, x ∈ Rn.

If x ∈ Rn, ‖x‖′ ≤ 1 we compute:

∥∥N(x)
∥∥′ = ε

n−1∑

k=1

1

εk

∥∥Nk(x)
∥∥♦ ≤ ε,

∥∥S(x)
∥∥′ =

n−1∑

k=0

1

εk
∥∥SNk(x)

∥∥♦ ≤ sup
λ∈σ(L)

|λ|.

Hence:
‖L‖′ = ‖S +N‖′ ≤ ‖S‖′ + ‖N‖′ ≤ sup

λ∈σ(L)
|λ| + ε ≤ a. �

Let us introduce some notation. Denote byC0
bu(R

n) the Banach space of all
uniformly continuous bounded mapsu : Rn → Rn endowed with the norm:

‖u‖C0 = sup
x∈Rn

∥∥u(x)
∥∥;

by C1
bu(Rn) we denote the Banach space of all bounded mapsu : Rn → Rn of

classC1 such thatdu : Rn → Lin(Rn) is bounded and uniformly continuous. The
spaceC1

bu(Rn) is endowed with the norm:

‖u‖C1 = sup
x∈Rn

∥∥u(x)
∥∥ + sup

x∈Rn

∥∥du(x)
∥∥.

Observe that eachu ∈ C1
bu(R

n) is Lipschitz (and hence uniformly continuous)
becausedu is bounded.

B.20. LEMMA . LetL : Rn → Rn be a hyperbolic isomorphism. The linear
map:

(B.17) C0
bu(R

n) ∋ u 7−→ u ◦ L− L ◦ u ∈ C0
bu(R

n)

is an isomorphism.
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PROOF. For shortness, we setRn
u = Rn

u(L), Rns = Rn
s (L) and we denote

by Lu, Ls respectively the linear isomorphisms ofRn
u andRn

s obtained by taking
restrictions ofL. We can write the Banach spaceC0

bu(Rn) as the direct sum of two
closed subspaces as follows:

C0
bu(Rn) = C0

bu(Rn,Rn
u) ⊕ C0

bu(Rn,Rn
s ),

where:

C0
bu(R

n,Rn
u) =

{
u ∈ C0

bu(R
n) : Im(u) ⊂ Rn

u

}
,

C0
bu(R

n,Rn
s ) =

{
u ∈ C0

bu(R
n) : Im(u) ⊂ Rn

s

}
.

The subspacesC0
bu(Rn,Rn

u),C0
bu(R

n,Rn
s ) are invariant by (B.17); thus, the proof

of the lemma will be completed once we show that the maps:

C0
bu(Rn,Rn

u) ∋ u 7−→ u ◦ L− Lu ◦ u ∈ C0
bu(Rn,Rn

u),(B.18)

C0
bu(R

n,Rn
s ) ∋ u 7−→ u ◦ L− Ls ◦ u ∈ C0

bu(Rn,Rn
s ),(B.19)

obtained by taking restrictions of (B.17) are isomorphisms. We have:

u ◦ L− Lu ◦ u = Lu ◦ (L−1
u ◦ u ◦ L− u)

and thus, to prove that (B.18) is an isomorphism, it suffices to prove that

(B.20) C0
bu(R

n,Rn
u) ∋ u 7−→ L−1

u ◦ u ◦ L− u ∈ C0
bu(R

n,Rn
u)

is an isomorphism. But (B.20) is a perturbation of the identity by the map:

(B.21) C0
bu(Rn,Rn

u) ∋ u 7−→ L−1
u ◦ u ◦ L ∈ C0

bu(R
n,Rn

u);

the idea is to find a norm onC0
bu(Rn,Rn

u), equivalent to‖·‖C0 , such that the norm
of (B.21) is smaller than1. This will prove that (B.20) (and hence (B.18)) is an
isomorphism. Sinceσ(Lu) ⊂ C is contained in the complement of the unit closed
ball, σ(L−1

u ) is contained in the open unit ball and thus, by Lemma B.19, we can
find a norm‖ · ‖′ onRn

u such that‖L−1
u ‖′ < 1. Then, the norm:

‖u‖′C0 = sup
x∈Rn

∥∥u(x)
∥∥′,

onC0
bu(Rn,Rn

u) is equivalent to‖ · ‖C0 and it is easy to see that, with respect to
‖ · ‖′C0 , the operator (B.21) has norm smaller than1. The proof that (B.19) is an
isomorphism is similar; one writes:

u ◦ L− Ls ◦ u = (u− Ls ◦ u ◦ L−1) ◦ L,
and then it is possible to choose a norm‖ · ‖′ on Rn

s such that‖Ls‖′ < 1. The
conclusion follows. �

We now prove thatC1-small perturbations of a hyperbolic isomorphisms are
topologically conjugated.

B.21. LEMMA . Given a hyperbolic isomorphismL : Rn → Rn, there exists
ε > 0 andδ > 0 with the following property; givenφ ∈ C1

bu(Rn) with ‖φ‖C1 < ε
there exists a uniqueu ∈ C0

bu(Rn) with ‖u‖C0 < δ and:

(B.22) (Id + u) ◦ (L+ φ) = L ◦ (Id + u).
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Moreover, for suchu, the mapId + u : Rn → Rn is a homeomorphism.

PROOF. Consider the map:

F : C1
bu(R

n) × C1
bu(Rn) × C0

bu(Rn) −→ C0
bu(Rn),

given by:

F (φ1, φ2, u) = (Id + u) ◦ (L+ φ1) − (L+ φ2) ◦ (Id + u).

Then (B.22) is equivalent toF (φ, 0, u) = 0. We can rewriteF as:

F (φ1, φ2, u) = φ1 + u ◦ (L+ φ1) − L ◦ u− φ2 ◦ (Id + u).

One can check thatF is continuous and that the differential∂F∂u exists and it is also
continuous; actually,∂F∂u is given by:
[
∂F
∂u (φ1, φ2, u)v

]
(x) =

[
v ◦ (L+ φ1)

]
(x) − (L ◦ v)(x) − dφ2

(
x+ u(x)

)
v(x),

for all v ∈ C0
bu(Rn), x ∈ Rn. In particular:

∂F
∂u (0, 0, 0)v = v ◦ L− L ◦ v,

and thus, by Lemma B.20,∂F∂u (0, 0, 0) is an isomorphism. By the version of the
implicit function theorem given in Exercise B.8, we can findε1, δ1 > 0 such that
for everyφ1, φ2 ∈ C1

bu(R
n) with ‖φ1‖C1 < ε1, ‖φ2‖C1 < ε1, there exists a

uniqueu ∈ C0
bu(R

n) with ‖u‖C0 < δ1 andF (φ1, φ2, u)=0; moreover, the map
(φ1, φ2) 7→ u is continuous. Thus, settingδ = δ1

2 , we can chooseε > 0, ε < ε1,
such that if‖φ1‖C1 < ε, ‖φ2‖C1 < ε, then the corresponding mapu satisfies
‖u‖C0 < δ. Obviously, givenφ ∈ C1

bu(R
n) with ‖φ‖C1 < ε, there exists a unique

u ∈ C0
bu(R

n) such that‖u‖C0 < δ andF (φ, 0, u) = 0, i.e., such that (B.22) holds.
It remains to prove thatId + u is a homeomorphism ofRn. Let v ∈ C0

bu(Rn) be
the unique map with‖v‖C0 < δ andF (0, φ, v) = 0. We have:

(B.23) (Id + v) ◦ L = (L+ φ) ◦ (Id + v).

From (B.22) and (B.23) we get:

(Id + v) ◦ (Id + u) ◦ (L+ φ) = (L+ φ) ◦ (Id + v) ◦ (Id + u),

(Id + u) ◦ (Id + v) ◦ L = L ◦ (Id + u) ◦ (Id + v);

in other words:

F
(
φ, φ, (Id + v) ◦ (Id + u) − Id

)
= 0, F

(
0, 0, (Id + u) ◦ (Id + v) − Id

)
= 0.

Observe now that(Id + v) ◦ (Id + u) − Id ∈ C0
bu(Rn) and that:

∥∥(Id + v) ◦ (Id + u) − Id
∥∥
C0 =

∥∥u+ v ◦ (Id + u)
∥∥
C0 < 2δ = δ1;

thus,(Id + v) ◦ (Id + u) − Id = 0. Similarly, (Id + u) ◦ (Id + v) − Id = 0 and
thusId + u andId + v are mutually inverse homeomorphisms. �
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B.22. LEMMA . LetX : M → TM be a smooth vector field,p ∈ M be a
hyperbolic singularity ofX and letZ ⊂ M be an open set containing the whole
unstable manifoldWu(p), except possibly forp itself (i.e.,Wu(p) \ {p} ⊂ Z).
Then there exists a neighborhoodV ⊂ M of p such that for everyx ∈ V , either
x ∈Ws(p) or t · x ∈ Z for somet > 0.

PROOF. By the Theorem of Hartman–Grobman (Theorem B.16) we can find
an open neighborhoodU ⊂ M of p and an open neighborhood̃U ⊂ TpM of the
origin such thatX|U is topologically conjugated todX(p)|

Ũ
. Letϕ : U → Ũ be

a homeomorphism such thatdX(p)|Ũ is ϕ-related toX|U . We setA = dX(p),
(TpM)+ = (TpM)+(A), (TpM)− = (TpM)−(A) and we denote byA+, A− re-
spectively the endomorphisms of(TpM)+, (TpM)− obtained by taking restrictions
of A. The flow line ofA passing through(v+, v−) ∈ TpM = (TpM)+ ⊕ (TpM)−
at t = 0 is given by:

(B.24) R ∋ t 7−→
(
etA+v+, e

tA−v−
)
∈ (TpM)+ ⊕ (TpM)−.

Choose an arbitrary norm onTpM and constantsλ+, λ− ∈ R such that:

max
λ∈σ(A−)

ℜ(λ) < λ− < 0 < λ+ < min
λ∈σ(A+)

ℜ(λ).

By Lemma B.2 we can find a constantC ≥ 1 such that:
∥∥e−tA+

∥∥ ≤ Ce−tλ+ ,
∥∥etA−

∥∥ ≤ Cetλ− ,

for all t ≥ 0. Thus, forv+ ∈ (TpM)+, v− ∈ (TpM)−, we have:
∥∥e−tA+v+

∥∥ ≤ Ce−tλ+‖v+‖ ≤ C‖v+‖,(B.25)
∥∥etA−v−

∥∥ ≤ Cetλ−‖v−‖ ≤ C‖v−‖,(B.26)

for all t ≥ 0. Chooser > 0 such that:

(B.27) B
(
0, r; (TpM)+

)
× B

(
0, r; (TpM)−

)
⊂ Ũ .

Choosingr′ > 0 with r′ < r
C then inequalities (B.25) and (B.26) show that the

closed ballB
[
0, r′; (TpM)+

]
(resp., the closed ballB

[
0, r′; (TpM)−

]
) is contained

in the unstable manifold (resp., in the stable manifold) of the origin with respect to
the vector fieldA|

Ũ
. Thus, by the result of Exercise B.7, we have:

ϕ−1
(
B
[
0, r′; (TpM)+

])
⊂Wu(p), ϕ−1

(
B
[
0, r′; (TpM)−

])
⊂Ws(p).

It follows that the open setϕ(Z ∩ U) ⊂ TpM containsB
[
0, r′; (TpM)+

]
\ {0}.

Since the sphereS
[
0, r′; (TpM)+

]
is compact, we can findε > 0 such that:

(B.28) S
[
0, r′; (TpM)+

]
× B

(
0, ε; (TpM)−

)
⊂ ϕ(Z ∩ U).

Now chooseε′ > 0 with ε′ ≤ r′ andε′ ≤ ε
C . We claim that:

V = ϕ−1
(
B
(
0, r′; (TpM)+

)
× B

(
0, ε′; (TpM)−

))

is the neighborhood ofp we are looking for. Namely, choosex ∈ V and write
ϕ(x) = (v+, v−) ∈ TpM , so that‖v+‖ < r′ and‖v−‖ < ε′. If v+ = 0 then
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ϕ(x) is in B
[
0, r′; (TpM)−

]
, so thatx ∈Ws(p). Now assume thatv+ 6= 0. By the

choice ofε′ and by inequality (B.26) we have:
∥∥etA−v−

∥∥ < r,(B.29)
∥∥etA−v−

∥∥ < ε,(B.30)

for all t ≥ 0. Also, for t ≥ 0, we have:

∥∥etA+v+
∥∥ ≥

∥∥e−tA+
∥∥−1‖v+‖ ≥ 1

C
etλ+‖v+‖;

sincev+ 6= 0, we havelimt→+∞
∥∥etA+v+

∥∥ = +∞. Moreover, since‖v+‖ < r′,
there existst > 0 such that

∥∥etA+v+
∥∥ = r′; denote byt0 > 0 the least sucht.

Then: ∥∥etA+v+
∥∥ ≤ r′ < r,

for t ∈ [0, t0]; by (B.27) and (B.29), the flow line (B.24) stays iñU for t ∈ [0, t0].
Thus:

[0, t0] ∋ t 7−→ ϕ−1
(
etA+v+, e

tA−v−
)
∈ U ⊂M

is a flow line ofX that passes throughx at t = 0. Moreover, by (B.28) and (B.30),
we have:
(
et0A+v+, e

t0A−v−
)
∈ S

[
0, r′; (TpM)+

]
× B

(
0, ε; (TpM)−

)
⊂ ϕ(Z ∩ U),

so that:

t0 · x = ϕ−1
(
et0A+v+, e

t0A−v−
)
∈ Z.

This concludes the proof. �

EXERCISEB.1. LetM be a manifold and let(Ni)i∈I be a family of embedded
submanifolds ofM . Assume that for alli, j ∈ I, the setNi ∩Nj is open inNi and
inNj. Assume also that there exists a countable subsetJ ⊂ I such that

⋃
i∈I Ni =⋃

i∈J Ni. Then there exists a unique manifold structure onN =
⋃
i∈I Ni such that

N is an immersed submanifold ofM and such that, for alli ∈ I, Ni is open in
N with respect to the manifold topology. Moreover, for alli ∈ I, the manifold
structure thatNi inherits as an open subset ofN is equal to the manifold structure
that makesNi an embedded submanifold ofM .

EXERCISE B.2. LetV be a real vector space endowed with an inner product
〈·, ·〉 and denote by‖·‖ the corresponding norm. Assume that the complexification
V C of V is endowed with the unique Hermitean product that extends〈·, ·〉 and with

the corresponding norm given by‖x + iy‖ =
(
‖x‖2 + ‖y‖2

) 1
2 , for all x, y ∈ V .

Show that ifA : V → V is a linear map andAC : V C → V C denotes the
complexification ofV then‖A‖ = ‖AC‖, i.e.:

sup
x∈V
‖x‖≤1

∥∥A(x)
∥∥ = sup

x,y∈V
‖x+iy‖≤1

∥∥AC(x+ iy)
∥∥.
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EXERCISEB.3. LetX : M → TM be a smooth vector field on a manifoldM
and letp ∈ M be a singularity ofX. Show that the covariant derivative ofX at p
defines a linear endomorphism∇X(p) of TpM that does not depend on the choice
of the connection. Given a local chartϕ : U → Ũ ⊂ Rn onM with p ∈ U , show
that the linear map:

∇X(p) = dϕ(p)−1 ◦ dX̃
(
ϕ(p)

)
◦ dϕ(p) : TpM −→ TpM,

does not depend on the choice of the chartϕ, whereX̃
(
ϕ(x)

)
= dϕx

(
X(x)

)

denotes the coordinate representation ofX. Show that both definitions of∇X(p)
given above coincide. Denote by0p the zero vector ofTpM and consider the direct
sum decomposition:

(B.31) T0p(TM) = H ⊕ V,

whereV is the vertical space at0p andH is the tangent space to the zero section of
TM at0p. If πV : T0p(TM) → V ∼= TpM denotes the projection with respect to
the decomposition (B.31), show that the linear map∇X(p) equals the composite
of πV with dX(p) : TpM → T0pM .

EXERCISE B.4. LetM be a manifold,X : M → TM be a smooth vector
field andN ⊂ M be an immersed submanifold. IfX(x) ∈ TxN for all x ∈ N ,
show thatX|N : N → TN is a smooth vector field onN .

EXERCISE B.5. LetM be a topological manifold andϕ : U → Ũ be a local
chart onM , with U open inM andŨ open inRn. LetB be a subset of̃U such
thatϕ−1(B) is closed inM . Let γ : [a, b] → M be a continuous curve such that
γ(a) 6∈ ϕ−1(B), γ(b) ∈ U and such thatϕ

(
γ(b)

)
is in the interior ofB in Rn.

Show that there existst ∈ ]a, b[ such thatγ(t) ∈ U andϕ
(
γ(t)

)
is in the boundary

of B in Rn.

EXERCISE B.6. LetM , N be manifolds,X : M → TM , Y : N → TN be
smooth vector fields andf : M → N be a continuous map.

• if f is of classC1 thenY is f -related toX if and only if dfx
(
X(x)

)
=

Y
(
f(x)

)
for all x ∈M ;

• if f is a homeomorphism andY is f -related toX thenX is f−1-related
to Y . Moreover, ifγ : I → M is a maximalintegral curve ofX then
f ◦ γ is also a maximal integral curve ofY ;

• “topological conjugacy” is an equivalence relation on the class of smooth
vector fields on manifolds.

EXERCISE B.7. LetM , N be manifolds,X : M → TM , Y : N → TN be
smooth vector fields andf : M → N be a continuous map such thatY is f -related
toX. Show that:

• f carries singularities ofX to singularities ofY ;
• if p ∈ M is a hyperbolic singularity ofX andf(p) is a hyperbolic sin-

gularity of Y thenf
(
Ws(p,X)

)
⊂ Ws

(
f(p), Y

)
andf

(
Wu(p,X)

)
⊂

Wu

(
f(p), Y

)
. If f is a homeomorphism conclude thatf

(
Ws(p,X)

)
=

Ws

(
f(p), Y

)
andf

(
Wu(p,X)

)
= Wu

(
f(p), Y

)
.
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EXERCISE B.8. Prove the following version of the implicit function theorem.
LetEi, i = 1, 2, 3, be Banach spaces and letf : U1 × U2 → E3 be a continuous
map defined on an open subsetU1×U2 ⊂ E1×E2. Let (x0, y0) ∈ U1×U2 be fixed
and setz0 = f(x0, y0). Assume that for everyx ∈ U1, the mapf(x, ·) : U2 → E3

is differentiable and that∂f∂y : U1 × U2 → Lin(E2, E3) is continuous. Then, if
∂f
∂y (x0, y0) : E2 → E3 is an isomorphism, we can findr1, r2 > 0 and a continuous
map:

σ : B(x0, r1;E1) −→ B(y0, r2;E2)

such thatB(x0, r1;E1) ⊂ U1, B(y0, r2;E2) ⊂ U2 and:
(
B(x0, r1;E1) × B(y0, r2;E2)

)
∩ f−1(z0) = Gr(σ).

In other words, for everyx ∈ U1 with ‖x−x0‖ < r1, there exists a uniquey ∈ U2

with ‖y − y0‖ < r2 and f(x, y) = z0; moreover, the mapx 7→ y = σ(x) is
continuous.
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APPENDIX E

Tightness & Tautness

An important step in the development of the theory initiatedwith the Chern-
Lashof theorem (see Section 3.4 in this book or [35]) was the reformulation of
the point of view in terms of critical point theory by Kuiper ([79]). He showed
that for a given compact smooth1 manifoldM , the infimum of the total absolute
curvatureτ(f) over all immersions ofM into all Euclidean spaces is the Morse
numberγ(M), which is defined as the minimum number of critical points which
any Morse function can possess (see also [142, 160]). Moreover, this lower bound
is attained if and only if every Morse height function in the ambient space has
γ(M) critical points onM . Such an immersionf is said to haveminimum total
absolute curvature.

Further development and reformulation came with the introduction by Kuiper
in [83] of a concept of generalized convexity in terms of intersections with half-
spaces and injectivity of induced maps on homology. Note that the designation
“tight” in this context was first used by Banchoff in [7] in conjunction with his
introduction of the two-piece property. An immersionf of a compact manifoldM
into an Euclidean space is said to betight with respect to the field of coefficientsF
(or, for short,F -tight) if the induced homomorphism

(E.1) H∗(f
−1H;F ) → H∗(M ;F )

in singular homology is injective for almost every closed half-spaceH in the am-
bient Euclidean space, whereasf is said to have thetwo-piece property(TPP) if
f−1H is connected for every closed half-spaceH in the ambient Euclidean space.
It can be easily shown that in both of these definitions we needonly to consider
half-spacesH which are defined by height functions that restrict to Morse func-
tions onM . Plainly, then, we see that every tight immersion has the TPP. It is also
interesting to notice that these properties are invariant under projective transforma-
tions, in the sense that one adds a hyperplane at infinity and considers images of
submanifolds under projective transformations that do notmeet the hyperplane at
infinity.

An equivalent definition ofF -tightness for an immersionf : M → Rm is
requiring that every height functionhξ(x) = 〈f(x), ξ〉, x ∈ M , which is a Morse
function has the property that its number of critical pointsis equal to the sum of the
Betti numbers ofM relative toF , i. e.hξ is F -perfectLikewise, the TPP forf is

1In spite of the fact that there is an interesting theory of topological and polyhedral tight & taut
immersions (see [78, 85]), we shall restrict our discussion to smooth immersions.
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equivalent to the requirement that every height functionhξ which is a Morse func-
tion has exactly one maximum and one minimum onM .) It follows that aF -tight
immersion of a compact manifold has minimum total absolute curvature, since to-
tal absolute curvature is the mean number of critical pointsof height functions on
M . Note that in this case we also have that the Morse numberγ(M) equals the
sum of the Betti numbers ofM relative toF . Hence, we see that the concepts ofF -
tightness and minimum total absolute curvature are equivalent for immersions of
manifolds satisfying the condition thatγ(M) equals the sum of the Betti numbers
of M relative toF , but there are examples of manifolds immersed with minimal
total absolute curvature where this condition does not hold(see [86] for the case
whereF = Z2).

An important observation of Kuiper regarding the codimension of substantial2

tight immersions into Euclidean spaces appeared already inhis first papers [79, 82]
on the subject: a substantial immersionf of a compactn-dimensional manifold
that satisfies the TPP admits a point where the second osculating space coincides
with the ambient space. Here the second osculating space off at p is the affine
space spanned by the first and second partial derivatives off at p. Counting these
derivatives shows that the dimension of the second osculating space can be at most
1
2n(n+3). Therefore the codimension of the immersion can be at most1

2n(n+1).

The Veronese embedding of the real projective spaceRPn is tight in R
1
2
n(n+3)

showing that this estimate is optimal.
In the case of surfaces, tightness, minimum total absolute curvature and the

TPP are all equivalent concepts. Therefore, as observed in [36], the tightly em-
bedded compact oriented surfaces inR3 are precisely the oriented surfaces inR3

with the property that points of positive Gauss curvature lie on the boundary of
the convex hull of the surface. As to non orientable surfaces, all these admit tight
immersions intoR3, but the projective plane, the Klein bottle and the projective
plane with one handle which are prohibited; these results were proved by Kuiper
in [80, 81], except for the case of the projective plane with one handlewhich was
solved much later by Haab (see [65]).

The easiest examples of tight surfaces inR4 are the tori given by products of
two convex curves and the stereographic projection of the Veronese embedding of
the projective plane inS4 to R4. Otherwise, all compact orientable surfaces ad-
mit substantial tight immersions intoR4 (see [84]) but the two-sphere, which is
prohibited by the Chern-Lashof theorem. The non orientablesurfaces with the ex-
ception of the Klein bottle were claimed also to admit such immersions by Kuiper
in [84, 85], although he did not give concrete examples (see also [33], pp. 80–81).
The case of the Klein bottle is still open.

The highest dimension of an Euclidean space into which a surface can be sub-
stantially and tightly embedded is five. Kuiper proved in [83] one of the most re-
markable facts in the theory, namely that a substantial tight immersion of a surface
in R5 is projectively equivalent to the Veronese embedding of thereal projective

2An immersionf : M → R
m is calledsubstantialif its image does not lie in any affine

hyperplane ofRm.
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plane. This result was generalized by Little and Pohl in [89] who proved that a sub-
stantial tight immersion of a compactn-dimensional manifold intoR

1
2
n(n+3) that

satisfies the TPP is projectively equivalent to the Veroneseembedding of the real
projective spaceRPn. We remark that the standard embeddings of the other pro-
jective spaces (complex, quaternionic and octonionic) arealso tight, namelyFPn

embeds substantially and tightly intoRm for m = n + dn(n+1)
2 , whereF = R,

C, H, O andd = dimR F (recall thatOPn is defined only forn = 2). Fur-
ther generalizations of these results were given for tight immersions of compact
2k-dimensional manifolds that are(k − 1)-connected but notk-connected (highly
connected manifolds), see for example [84, 85, 153]. More examples of tight im-
mersions will be given below when we discuss taut immersions.

The beginnings of the study of taut immersions can be traced back to Ban-
choff’s paper [8] where he attempted to classify tight surfaces which lie in aEu-
clidean sphereSm ⊂ Rm+1. Since a hyperplane inRm+1 intersectsSm in a great
or small(m − 1)-sphere, the usual TPP is equivalent to the TPP with respect to
hyperspheres inSm for a spherical immersion. This problem is in turn equivalent
via stereographic projection to the study of surfaces inRm which have the TPP
with respect to hyperspheres and hyperplanes, i. e. thespherical two-piece prop-
erty (STPP). It turns out that a compact surface inR3 that satisfies the STPP is
either a round sphere or a cyclide of Dupin (see [8]); the latter can all be constructed
as the image of a torus of revolution under a Möbius transformation, where one has
to permit that the axis of revolution can meet the generatingcircle3.

It is easily seen that the STPP for an immersionf : M → Rm is equivalent to
the requirement that every Morse distance functionLq(x) = |f(x)− q|2, q ∈ Rm,
have exactly one maximum and one minimum onM . Carter and West generalized
the STPP in [26] and defined an immersionf of a compact manifold to betaut
with respect to the fieldF (or F -taut, for short) if every Morse distance function
Lq has the minimum number of critical points allowed by the Morse inequalities
with respect toF . It follows from this definition that a taut immersionf must be
an embedding, for ifq is was double point in the image then the distance function
Lq would have two minima and one could then perturbq, if necessary, in order to
obtain a Morse distance function with two local minima. Moreover, as was done
for tightness, one sees that a submanifoldM ⊂ Rm is F -taut if and only if the
induced homomorphism

(E.2) H∗(M ∩B;F ) → H∗(M ;F )

in singular homology is injective for almost every closed ball B in Rm. It is then
clear that tautness is conformally invariant. Since any intersection of a closed ball
in Rm with Sm−1 can also be given as the intersection of some closed half-space
with Sm−1, it also follows that a tight spherical immersion is taut. Furthermore,
one sees that a taut submanifoldM is tight, because for any half-spaceH defined

3The cyclides were introduced by Dupin in [41] as the envelope of the family of spheres tangent
to three fixed spheres. The characterization of the cyclidesquoted above is due to Mannheim, see the
account in [88].
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by a Morse height function one can construct a closed ballB such thatM ∩H is a
strong deformation retract ofM ∩B.

We next give some examples of tautly embedded submanifolds.The Clifford
tori Sn1(r1) × · · · × Snk(rk) ⊂ Sn1+...+nk(1) wherer21 + . . . + r2k = 1, and
the standard embeddings of the projective spacesFPn, F = R,C,H,O are taut,
since these are tight spherical embeddings. In the case of spheres, a substantial taut
embedding of a sphere must be spherical and of codimension one. In fact, such an
f : Sn → Rm is tight, whencem = n + 1 andf(Sn) is a convex hypersurface
by the Chern-Lashof theorem. Now stereographic projectionmapsf(Sn) into a
taut submanifold ofRn+2 which cannot be substantial, again by the Chern-Lashof
theorem. Therefore, we see thatf(Sn) is spherical. IfM is ann-dimensional taut
hypersurface inRn+1 which has the same integral homology asSk × Sn−k, then
Cecil and Ryan proved in [31] that M has precisely two principal curvatures at
each point and that the principal curvatures are constant along the corresponding
curvature distributions. They called such hypersurfaces,compact or not, cyclides
of Dupin. This generalizes the two-dimensional cyclides.

A very rich class of examples of tautly embedded submanifolds is given by
the generalized (real) flag manifolds. Bott and Samelson introduced in [21] (see
also [16]) the concept of variational completeness for isometric group actions.

Roughly speaking, the action of a compact connected Lie group on a complete
Riemannian manifold isvariationally completeif it produces enough Jacobi fields
along geodesics to determine the multiplicities of focal points to the orbits. They
proved that the orbits of variationally complete linear representations are tautly
embedded with respect toZ2 coefficients, and that the isotropy representations of
symmetric spaces are variationally complete. As a consequence, the orbits of the
isotropy representations of the symmetric spaces, which are calledgeneralized flag
manifolds(or R-spaces, although this now seems to be an older terminology),
are allZ2-taut submanifolds. It is very interesting to remark, perhaps owing to
the fact that Bott and Samelson neither state their result inour terminology nor
mention total absolute curvature, how far their result may have gone unnoticed in
this context, as Takeuchi and Kobayashi reproved it later independently in [147].
On another note, a characterization of thesymmetricgeneralized flag manifolds
was given by Ferus in [45] who showed these to be the only compact extrinsically
symmetric submanifolds of Euclidean space. He also used this characterization to
give another, elegant proof of the tautness of these submanifolds.

The generalized flag manifolds are homogeneous examples of submanifolds
which belong to another very important, more general class of submanifolds, called
isoparametric submanifolds. The theory of isoparametric hypersurfaces has a long
story that goes way back but that can be said to have inÉ. Cartan the first one of
its main contributors (see the survey [157]). An isoparametric hypersurfacein a
simply-connected real space form is a hypersurface with constant principal curva-
tures. In the course of his work on the subject, Cartan noticed that isoparametric
hypersurfaces in spheres are a much more rich and difficult object of study than
its counterparts in Euclidean and hyperbolic spaces. In fact, until today there is
no complete classification of them. The subject seems to havebeen forgotten for
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over thirty years after Cartan, when Münzner (see also [109]) wrote the two very
influential papers [105, 106]. Using his results, Cecil and Ryan observed in [32]
that isoparametric hypersurfaces and their focal manifolds are taut.

In the eighties, some generalizations of the concept of isoparametric hypersur-
face to higher codimensions were proposed, but the today commonly accepted one
seems to have been first given by Harle in [67] (see also Carter and West [27, 28]
and Terng [148]). An isoparametric submanifoldof a simply-connected space form
is a submanifold whose normal bundle is flat and such that, forevery locally de-
fined parallel normal vector field, the eigenvalues of the corresponding Weingarten
operator are constant. Examples of inhomogeneous isoparametric hypersurfaces in
spheres were constructed in [114, 115] and, more systematically, in [46]. In con-
trast, Thorbergsson proved in [155] the striking result that a compact irreducible
isoparametric submanifold of substantial codimension greater than or equal to3 in
an Euclidean space is homogeneous (see [70, 110] for other proofs of this fact),
and then it follows from [118] that it must be a generalized flag manifold. Hsiang,
Palais and Terng studied in [74] the topology of isoparametric submanifolds and
proved, among other things, that they and their focal submanifolds are taut. This
result also follows from the work of Thorbergsson in [152]. Both in [74] and [152]
the method to prove tautness is to use curvature spheres to construct explicit cycles
that represent a basis for theZ2-homology, which can be viewed as a generalization
of the method of Bott and Samelson to show that the generalized flag manifolds are
taut.

Another related class of submanifolds are the Dupin hypersurfaces. Pinkall
introduced this class in [130] (see also [131]) as a simultaneous generalization of
the cyclides of Dupin referred to above and of isoparametrichypersurfaces. Let
M be an immersed hypersurface in a real space form. Acurvature surfaceof M
is a smooth submanifoldS such that for everyx ∈ M the tangent spaceTxS is
a maximal eigenspace of the Weingarten operator ofM at x. We say thatM is a
Dupin hypersurfaceif a continuous principal curvature function onM is constant
along the corresponding curvature surfaces ofM . If in addition the multiplicities
of the principal curvatures are constant onM , we say thatM is a proper Dupin
hypersurface. ike tautness, the Dupin and proper Dupin conditions are invariant
under Möbius transformations and under stereographic projection.

It follows from the Codazzi equation that if the dimension ofa curvature sur-
faceS of an arbitrary hypersurface is greater than one, then the corresponding
principal curvature is constant onS andS is an open subset of an umbilical sub-
manifold of the space form of dimension equal to the multiplicity of the principal
curvature. Since the definition of Dupin does not insist on the existenceof curva-
ture surfaces, one has only to check whether each principal curvature is constant
along each of its lines of curvature in order to verify the Dupin condition.

The natural framework for the study of Dupin hypersurfaces is Lie sphere ge-
ometry (see [29, 131]), which is a contact geometry and was introduced by Lie.
One reason for introducing Lie sphere geometry is that a parallel hypersurface to a
Dupin hypersurface is also Dupin in some sense, even if it maydevelop singular-
ities. This situation is similar to the singularities of thecyclides. It turns out that
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the Dupin and proper Dupin conditions are invariant under the group of Lie sphere
transformations, which is generated by the Möbius transformations and the paral-
lel transformations. Obviously, the image of an isoparametric hypersurface inSm

under stereographic projection from a point not in the hypersurface is a compact
proper Dupin hypersurface embedded inRm. Similarly, the image of isoparametric
hypersurface inSm under a Lie sphere transformation ofSm is a compact proper
Dupin hypersurface embedded inSm, but not all compact proper Dupin hypersur-
faces embedded inSm are obtained this way as the examples in [133, 100] show.

Thorbergsson showed in [152] that a complete proper Dupin hypersurface em-
bedded inRn is taut. Pinkall [132] and Miyaoka [99] then independently showed
that a taut hypersurface is Dupin (not necessarily proper).More generally, a tube
around a taut submanifold is Dupin.

There is a very interesting theorem by Ozawa ([113]) which states that the
set of critical points of a distance function of a taut submanifold decomposes into
critical submanifolds which are nondegenerate in the senseof Bott. As a first
application, we see that the injectivity of the homomorphism (E.2) holds forevery
closed ballB in the ambient space if the manifoldM is tautly embedded. As
another application, one sees rather easily that the subclass of Dupin hypersurfaces
given by the the taut hypersurfaces admit curvature surfaces through any given
point and any given maximal eigenspace of the Weingarten operator at that point.
To this day it remains a difficult problem to establish whether a compact Dupin
hypersurface admitting existence of curvature surfaces asabove needs to be taut.

Most of the examples of taut embeddings known are homogeneous spaces.
In [154] Thorbergsson posed some questions regarding the problem of which ho-
mogeneous spaces admit taut embeddings and derived some necessary topologi-
cal conditions for the existence of a taut embedding which allowed him to con-
clude that certain homogeneous spaces cannot be tautly embedded (see also [69]),
among others the lens spaces distinct from the real projective space. Olmos showed
in [111] that a compact homogeneous submanifold embedded in Euclidean space
with a flat normal bundle is a generalized flag manifold. Many proofs have been
given of the tautness of special cases of generalized flag manifolds where the ar-
guments are easier. No new examples of taut embeddings of homogeneous spaces
besides the generalized flag manifolds were known until Gorodski and Thorbergs-
son classified in [61] the irreducible representations of compact Lie groups allof
whose orbits are tautly embedded. It turns out that the classification includes three
new representations which are not isotropy representations of symmetric spaces,
thereby supplying many new examples of (Z2-) tautly embedded homogeneous
spaces. In [62] Gorodski and Thorbergsson provided another proof of theZ2-
tautness of those orbits by adapting the construction of thecycles of Bott and
Samelson to that case. It is interesting to remark that thosethree representations
coincide precisely with the representations of cohomogeneity three of the com-
pact Lie groups which are not orbit-equivalent to the isotropy representation of a
symmetric space.
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Tautness was generalized to immersions into arbitrary complete Riemannian
manifolds by Grove and Halperin ([64]) and, independently, by Terng and Thor-
bergsson ([150]), and it follows from the work of Bott and Samelson that orbits of
variationally complete actions are taut. LetN be a complete Riemannian mani-
fold. A proper immersionφ : M → N is said to betaut if the energy functional
Ep : P (N,φ × p) → R is a perfect Morse function for everyp ∈ N that is
not a focal point ofM , whereP (N,φ × p) denotes the space of pairs(q, γ) such
that q ∈ M andγ aH1-pathγ : [0, 1] → N such that(γ(0), γ(1)) = (φ(q), p).
In [150] it is proved that a taut immersion is an embedding if the range is simply-
connected, and an analogue of Ozawa’s theorem is stated and proved. The question
of the tautness of a distance sphere is discussed and shown tobe equivalent to the
tautness of its center. All points in a compact symmetric space are easily seen to
be taut, but the question of the existence of other simply-connected compact Rie-
mannian manifolds all of whose points are taut is still open and turns out to be more
general than the Blaschke conjecture (see [15] for a discussion of this conjecture).

This short account about the development of the the theory oftight & taut
immersions has presented only a partial selection of topics. For a wider discussion
and more details the reader is referred to the excellent surveys [30, 156, 157] and
monograph [33], and to the references therein.
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