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#### Abstract

We present an elementary proof of the Lagrange multiplier theorem for optimization problems with equality constraints in normed linear spaces. Most proofs in the literature rely on advanced concepts and results, such as the implicit function theorem and the Lyusternik theorem. By contrast, the proof given in this article employs only basic results from linear algebra, the critical-point condition for unconstrained minima and the fact that a continuous function attains its minimum over a closed ball in the finite-dimensional space.


Keywords: Lagrange multiplier theorem; equality-constrained optimization
AMS Subject Classifications: 90C46; 49K27

## 1. Introduction

Consider the following problem:

$$
\begin{align*}
& \min _{x \in X} f(x)  \tag{1}\\
& \text { subject to } g(x)=\left(g_{1}(x), \ldots, g_{m}(x)\right)=0,
\end{align*}
$$

where $f: X \rightarrow \mathbb{R}, g_{i}: X \rightarrow \mathbb{R}, i=1, \ldots, m$ and $X$ is a normed linear space.
In this article we give a new elementary proof of the Lagrange multiplier theorem for problem (1). The proof for the finite-dimensional case is given in [6]. The article complements our recent article [5], where we gave an elementary proof of the Karush-Kuhn-Tucker theorem for optimization problems with inequality constraints in normed linear spaces.

We denote the dual of space $X$ by $X^{*}$.

[^0]Theorem 1 (Lagrange multiplier theorem: necessary conditions for optimality) Suppose that $x^{*}$ is a local minimizer for problem (1). Assume that $f$ and $g_{i}, i=1, \ldots, m$, are twice Frechet differentiable at $x^{*}$, and that the set $\left\{g_{i}^{\prime}\left(x^{*}\right) \mid\right.$ $i=1, \ldots, m\}$ is linearly independent.

Then there exist unique multipliers $\lambda_{i}^{*} \in \mathbb{R}, i=1, \ldots, m$, such that

$$
\begin{equation*}
f^{\prime}\left(x^{*}\right)=\sum_{i=1}^{m} \lambda_{i}^{*} g_{i}^{\prime}\left(x^{*}\right) \tag{2}
\end{equation*}
$$

Traditional proofs (e.g. [1]) of Theorem 1 are based on the implicit function theorem. To our knowledge the following is the simplest approach to prove Theorem 1 using the implicit function theorem.

Assume that (2) does not hold. Then $f^{\prime}\left(x^{*}\right), g_{1}^{\prime}\left(x^{*}\right), \ldots, g_{m}^{\prime}\left(x^{*}\right)$ are linearly independent. Consider mapping

$$
R(\varepsilon, x)=\binom{f(x)-f\left(x^{*}\right)+\varepsilon}{g(x)}, \quad \varepsilon>0
$$

Notice that $R_{x}^{\prime}\left(0, x^{*}\right)$ is onto and so $R$ satisfies the assumptions of the implicit function theorem. Then there exists $x(\varepsilon)$ such that $R(\varepsilon, x(\varepsilon))=0$. Hence, $f(x(\varepsilon))=f\left(x^{*}\right)-\varepsilon$ and $g(x(\varepsilon))=0$, which contradicts the assumption that $x^{*}$ is a local minimizer.

However, the proof of the implicit function theorem is not generally considered elementary. Other proofs of Theorem 1 are based on the penalty function approach [3], elimination of variables [2], separation theorem and some other advanced results. Bhakta and Roychaudhuri [4] give a proof that relies on Farkas lemma, which is based on the 'strict separation axiom'. Ioffe and Tikhomirov [7] give a proof that is based on the Lyusternik theorem, which requires advanced analysis concepts. In contrast to the proofs mentioned above, our short proof of Theorem 1 uses only Fermat's rule, which states that an unconstrained optimum occurs at a critical point, the Weierstrass theorem and some basic facts from linear algebra.

## 2. Proof of the Lagrange multiplier theorem

We need the following lemma proved in [5].
Lemma 1 Let $X$ be a normed linear space. Let $\xi_{i}, i=1, \ldots, n$, be linearly independent elements in $X^{*}$ for some $n \geq 1$. Then there exists a set of $n$ linearly independent elements of $X: \eta_{1}, \ldots, \eta_{n}$, such that matrix $A_{n}$, defined by

$$
A_{n}=\left[\begin{array}{ccc}
\left\langle\xi_{1}, \eta_{1}\right\rangle & \ldots & \left\langle\xi_{1}, \eta_{n}\right\rangle  \tag{3}\\
\vdots & \ddots & \vdots \\
\left\langle\xi_{n}, \eta_{1}\right\rangle & \ldots & \left\langle\xi_{n}, \eta_{n}\right\rangle
\end{array}\right],
$$

is invertible.
Proof (Proof of Theorem 1) Assume on the contrary that (2) does not hold. Then the elements $\xi_{1}=g_{1}^{\prime}\left(x^{*}\right), \ldots, \xi_{m}=g_{m}^{\prime}\left(x^{*}\right), \xi_{m+1}=f^{\prime}\left(x^{*}\right)$ are linearly independent. Hence, by Lemma 1, there exists a set of $m+1$ linearly independent elements of $X$,
$\eta_{1}, \ldots, \eta_{m+1}$, such that matrix $A_{m+1}\left(x^{*}\right)$ defined in (3) with $n=m+1$ is invertible. Consider the linear system,

$$
A_{m+1}\left(x^{*}\right)\left[\begin{array}{c}
\alpha_{1}  \tag{4}\\
\vdots \\
\alpha_{m} \\
\alpha_{m+1}
\end{array}\right]=\left[\begin{array}{ccc}
\left\langle g_{1}^{\prime}\left(x^{*}\right), \eta_{1}\right\rangle & \ldots & \left\langle g_{1}^{\prime}\left(x^{*}\right), \eta_{m+1}\right\rangle \\
\vdots & \ddots & \vdots \\
\left\langle g_{m}^{\prime}\left(x^{*}\right), \eta_{1}\right\rangle & \ldots & \left\langle g_{m}^{\prime}\left(x^{*}\right), \eta_{m+1}\right\rangle \\
\left\langle f^{\prime}\left(x^{*}\right), \eta_{1}\right\rangle & \ldots & \left\langle f^{\prime}\left(x^{*}\right), \eta_{m+1}\right\rangle
\end{array}\right]\left[\begin{array}{c}
\alpha_{1} \\
\vdots \\
\alpha_{m} \\
\alpha_{m+1}
\end{array}\right]=\left[\begin{array}{c}
0 \\
\vdots \\
0 \\
-1
\end{array}\right]
$$

Since matrix $A_{m+1}\left(x^{*}\right)$ is invertible, system (4) has a solution $\left(\bar{\alpha}_{1}, \ldots, \bar{\alpha}_{m+1}\right)$. Define $h$ and $\eta(\alpha)$ in $X$ by

$$
\begin{equation*}
h=\bar{\alpha}_{1} \eta_{1}+\cdots+\bar{\alpha}_{m+1} \eta_{m+1}, \quad \eta(\alpha)=\alpha_{1} \eta_{1}+\cdots+\alpha_{m} \eta_{m} \tag{5}
\end{equation*}
$$

where $\alpha=\left(\alpha_{1}, \ldots, \alpha_{m}\right)$. Note that there is a constant $C_{1}$ such that

$$
\begin{equation*}
\|\eta(\alpha)\| \leq C_{1}\|\alpha\| \tag{6}
\end{equation*}
$$

for all $\alpha \in \mathbb{R}^{m}$.
In addition, for any $x, y \in X$, we define $g^{\prime}(x)$ and $g^{\prime}(x) y$ by

$$
g^{\prime}(x)=\left[\begin{array}{c}
g_{1}^{\prime}(x) \\
\vdots \\
g_{m}^{\prime}(x)
\end{array}\right] \quad \text { and } \quad g^{\prime}(x) y=\left[\begin{array}{c}
\left\langle g_{1}^{\prime}(x), y\right\rangle \\
\vdots \\
\left\langle g_{m}^{\prime}(x), y\right\rangle
\end{array}\right] .
$$

Without loss of generality, we assume $\left\|g^{\prime}\left(x^{*}\right)\right\|=1$ and $\|h\|=1$. Then, by (4),

$$
\begin{equation*}
g^{\prime}\left(x^{*}\right) h=0_{m}, \quad\left\langle f^{\prime}\left(x^{*}\right), h\right\rangle=-1 \tag{7}
\end{equation*}
$$

Now, define matrix $A_{m}(x)$ by

$$
A_{m}(x)=\left[\begin{array}{ccc}
\left\langle g_{1}^{\prime}(x), \eta_{1}\right\rangle & \ldots & \left\langle g_{1}^{\prime}(x), \eta_{m}\right\rangle \\
\vdots & \ddots & \vdots \\
\left\langle g_{m}^{\prime}(x), \eta_{1}\right\rangle & \ldots & \left\langle g_{m}^{\prime}(x), \eta_{m}\right\rangle
\end{array}\right]
$$

As follows from the proof of Lemma 1 in [5], all leading principal submatrices of $A_{m+1}\left(x^{*}\right)$, defined in (4), are invertible, and, therefore, matrix $A_{m}\left(x^{*}\right)$ is invertible.

By the assumption that the set $\left\{g_{i}^{\prime}\left(x^{*}\right) \mid i=1, \ldots, m\right\}$ is linearly independent, there exists $\gamma>0$ such that for every $\alpha \in \mathbb{R}^{m}$,

$$
\begin{equation*}
\left\|g^{\prime}\left(x^{*}\right) \eta(\alpha)\right\| \geq \gamma\|\alpha\| . \tag{8}
\end{equation*}
$$

Choose $\epsilon>0$ so that by Taylor's theorem, there exist a constant $C>0$ and function $\omega(s)$ such that

$$
\begin{equation*}
g\left(x^{*}+s\right)=g\left(x^{*}\right)+g^{\prime}\left(x^{*}\right) s+\omega(s) \tag{9}
\end{equation*}
$$

and

$$
\begin{equation*}
\|\omega(s)\| \leq C\|s\|^{2} \tag{10}
\end{equation*}
$$

for all $s,\|s\| \leq \epsilon$.

Define $d$ and $\delta$ as

$$
\begin{equation*}
d=\frac{6 C}{\gamma}, \quad \delta=\min \left\{\frac{\gamma}{8 C C_{1}}, \frac{\sqrt{\gamma}}{2 \sqrt{C d} C_{1}}, 1, \frac{\epsilon}{1+C_{1} d}\right\} \tag{11}
\end{equation*}
$$

Let $t \in(0, \delta)$. Consider $\psi(t, \alpha)=\left\|g\left(x^{*}+t h+\eta(\alpha)\right)\right\|^{2}$. We will show that the absolute minimizer of $\psi(t, \alpha)$ for a fixed $t$ is an interior point of the ball $B\left(0, d t^{2}\right)=\left\{\alpha \mid\|\alpha\| \leq d t^{2}\right\}$.

Using the assumptions $g\left(x^{*}\right)=0$ and $g^{\prime}\left(x^{*}\right) h=0$, we get

$$
\psi(t, \alpha)=\left\|g\left(x^{*}\right)+g^{\prime}\left(x^{*}\right)(t h+\eta(\alpha))+\omega(t h+\eta(\alpha))\right\|^{2}=\left\|g^{\prime}\left(x^{*}\right) \eta(\alpha)+\omega(t h+\eta(\alpha))\right\|^{2} .
$$

Inequality (6) with $\|\alpha\|=d t^{2}$ yields

$$
\begin{equation*}
\|\eta(\alpha)\| \leq C_{1} d t^{2} . \tag{12}
\end{equation*}
$$

Then using (8)-(12) and $\|h\|=1$ for each $\alpha$ such that $\|\alpha\|=d t^{2}$, we get

$$
\begin{aligned}
\sqrt{\psi(t, \alpha)} & =\left\|g^{\prime}\left(x^{*}\right) \eta(\alpha)+\omega(t h+\eta(\alpha))\right\| \\
& \geq\left\|g^{\prime}\left(x^{*}\right) \eta(\alpha)\right\|-\|\omega(t h+\eta(\alpha))\| \\
& \geq \gamma\|\alpha\|-C\|t h+\eta(\alpha)\|^{2} \| \\
& \geq \gamma d t^{2}-C t^{2}\|h\|^{2}-2 C t\|h\|\|\eta(\alpha)\|-C\|\eta(\alpha)\|^{2} \\
& \geq \gamma \mathrm{d} t^{2}-C t^{2}-2 C t\left(C_{1} d t^{2}\right)-C C_{1}^{2} d^{2} t^{4} \\
& \geq \gamma d t^{2}-\frac{1}{4} \gamma d t^{2}-\frac{1}{4} \gamma d t^{2}-\frac{1}{4} \gamma d t^{2} \\
& =\frac{1}{4} \gamma d t^{2} .
\end{aligned}
$$

At the same time, using (10), (11) and $\|h\|=1$, we have

$$
\sqrt{\psi(t, 0)}=\|\omega(t h)\| \leq C t^{2}\|h\|^{2} \leq C t^{2}<\frac{1}{4} \gamma d t^{2} \leq \sqrt{\psi(t, \alpha)}
$$

Thus, an absolute minimizer $\alpha(t)$ of $\psi(t, \cdot)$ is an interior point of the ball $B\left(0, d t^{2}\right)$. Therefore, $\alpha(t)$ is a critical point of $\psi(t, \eta)$ for a fixed $t$ with $\|\alpha(t)\|<d t^{2}$. Hence, using chain rule

$$
0=\psi_{\alpha}^{\prime}(t, \alpha(t))=2 A_{m}\left(x^{*}+t h+\eta(\alpha(t))\right) g\left(x^{*}+t h+\eta(\alpha(t))\right)
$$

Since matrix $A_{m}\left(x^{*}\right)$ is invertible, we may assume that $A_{m}\left(x^{*}+t h+\eta(\alpha(t))\right)$ is invertible. Then

$$
\begin{equation*}
g\left(x^{*}+t h+\eta(\alpha(t))\right)=0 \tag{13}
\end{equation*}
$$

By the assumed differentiability of $f$ at $x^{*}$, there exists a function $u: \mathbb{R} \rightarrow \mathbb{R}$ such that

$$
f\left(x^{*}+t h+\eta(\alpha(t))\right)=f\left(x^{*}\right)+t\left\langle f^{\prime}\left(x^{*}\right), h\right\rangle+\left\langle f^{\prime}\left(x^{*}\right), \eta(\alpha(t))\right\rangle+u(t)
$$

and $\lim _{t \rightarrow 0}|u(t)| / t=0$. Since $\|\alpha(t)\|<d t^{2}$, inequality (6) implies $\|\eta(\alpha(t))\|<C_{1} d t^{2}$. Then using $\left\langle f^{\prime}\left(x^{*}\right), h\right\rangle=-1$ we get

$$
f\left(x^{*}+t h+\eta(\alpha(t))\right)<f\left(x^{*}\right)
$$

and $g\left(x^{*}+t h+\eta(\alpha(t))\right)=0$ for all $t \in(0, \delta)$. This contradicts the minimality of $x^{*}$, thereby proving the theorem.

Remark In the proof of the theorem we used Taylor's theorem in the form (9) twice with $s=t h+\eta(\alpha)$ and $s=t h$. Then the requirement $\|s\| \leq \epsilon$ is equivalent to $\|t h+\eta(\alpha)\| \leq \epsilon$ and $\|t h\| \leq \epsilon$. Both inequalities follow from (11), (12) and $\|h\|=1$.

## 3. Conclusion

Notice that our consideration subsumes an elementary proof of a special version of an implicit function theorem. Namely, as was shown above, $g(x)=0$ has a solution $x(t) \in N\left(x^{*}\right), t \in(0, \delta)$, which can be written in the form

$$
\begin{equation*}
x(t)=x^{*}+t h+\eta(\alpha(t)), \quad x(t) \in M\left(x^{*}\right)=\left\{x \in N\left(x^{*}\right) \mid g(x)=0\right\}, \tag{14}
\end{equation*}
$$

where $N\left(x^{*}\right)$ is some neighbourhood of $x^{*}$ in $X$. The same approach can also be used to prove the classical implicit function theorem.

As we mentioned in the introduction, Lyusternik theorem [7] implies that an element $h$ from the kernel of $g^{\prime}\left(x^{*}\right)$ is tangent to the set $M\left(x^{*}\right)$. Recall that a vector $h \in X$ is said to be tangent to the set $M\left(x^{*}\right)$ if there exists $\delta>0$ and a mapping $t \rightarrow r(t)$ of the interval $(0, \delta)$ into $X$ such that

$$
x(t)=x^{*}+t h+r(t) \in M\left(x^{*}\right) \quad \forall t \in(0, \delta), \quad \lim _{t \rightarrow 0} \frac{\|r(t)\|}{t}=0 .
$$

The proof of Theorem 1 yields the same property; namely by (7), (12) and (14), an element $h$ from the kernel of $g^{\prime}\left(x^{*}\right)$ is tangent to the set $M\left(x^{*}\right)$.

The approach presented in the article can also be used in analysis of optimization problems, where feasible points $x_{p}(t)$ have the form

$$
x_{p}(t)=x^{*}+t h_{1}+t^{2} h_{2}+\cdots+t^{p} h_{p}+\omega_{p}(t), \quad x_{p}(t) \in M\left(x^{*}\right)
$$

and $\left\|\omega_{p}(t)\right\| \leq C t^{p+1}$. We illustrate this by a specific case of $p=2$ considered in the following lemma.

Lemma 2 Suppose that $g_{i}: X \rightarrow \mathbb{R}, i=1, \ldots, m$, are three times Frechet differentiable at $x^{*}$. Assume that $g\left(x^{*}\right)=\left(g_{1}\left(x^{*}\right), \ldots, g_{m}\left(x^{*}\right)\right)=0$ and that the set $\left\{g_{i}^{\prime}\left(x^{*}\right) \mid\right.$ $i=1, \ldots, m\}$ is linearly independent. Let $h_{1}=h$ be defined in (5) and

$$
\begin{equation*}
h_{2}=-\frac{1}{2}\left(g^{\prime}\left(x^{*}\right)\right)^{T}\left[g^{\prime}\left(x^{*}\right)\left(g^{\prime}\left(x^{*}\right)\right)^{T}\right]^{-1} g^{\prime \prime}\left(x^{*}\right)\left[h_{1}\right]^{2}, \tag{15}
\end{equation*}
$$

where $g^{\prime \prime}\left(x^{*}\right)\left[h_{1}\right]^{2}=g^{\prime \prime}\left(x^{*}\right)\left(h_{1}, h_{1}\right)$. Then there exist $\sigma>0$ and $C_{3}>0$ such that

$$
\begin{equation*}
x_{2}(t)=x^{*}+t h_{1}+t^{2} h_{2}+\omega_{2}(t), \quad x_{2}(t) \in M\left(x^{*}\right), \quad\left\|\omega_{2}(t)\right\| \leq C_{3} t^{3}, \tag{16}
\end{equation*}
$$

for any $t \in(0, \sigma)$.

Proof Notice that by (7), $g^{\prime}\left(x^{*}\right) h_{1}=0$. Let $\eta(\alpha)$ be defined by (5) and $\gamma$ be defined in (8). Choose $\epsilon_{2}>0$ so that by Taylor's theorem, there exist a constant $C_{2}>0$ and function $\bar{\omega}(t, \alpha)$ such that

$$
g\left(x^{*}+t h_{1}+t^{2} h_{2}+t^{3} \eta(\alpha)\right)=g\left(x^{*}\right)+\operatorname{tg}^{\prime}\left(x^{*}\right)\left(h_{1}+t h_{2}+t^{2} \eta(\alpha)\right)+\frac{1}{2} t^{2} g^{\prime \prime}\left(x^{*}\right)\left[h_{1}\right]^{2}+\bar{\omega}(t, \alpha)
$$

and $\|\bar{\omega}(t, \alpha)\| \leq C_{2} t^{3}$ for all $t \in\left(0, \epsilon_{2}\right)$ and all $\|\alpha\| \leq \rho$, where

$$
\begin{equation*}
\rho=\frac{4 C_{2}}{\gamma} . \tag{17}
\end{equation*}
$$

Consider $t \in(0, \sigma)$, where $\sigma \leq \epsilon_{2}$ is sufficiently small. Introduce

$$
\psi_{2}(t, \alpha)=\left\|g\left(x^{*}+t h_{1}+t^{2} h_{2}+t^{3} \eta(\alpha)\right)\right\|^{2}, \quad \alpha \in \mathbb{R}^{m}
$$

Similarly to the proof of Theorem 1, for any $\alpha$ with $\|\alpha\|=\rho$, using (8), (15) and (17), we get,

$$
\begin{aligned}
\sqrt{\psi_{2}(t, \alpha)} & =\left\|t^{2} g^{\prime}\left(x^{*}\right) h_{2}+t^{3} g^{\prime}\left(x^{*}\right) \eta(\alpha)+\frac{1}{2} t^{2} g^{\prime \prime}\left(x^{*}\right)\left[h_{1}\right]^{2}+\bar{\omega}(t, \alpha)\right\| \\
& =\left\|-\frac{1}{2} t^{2} g^{\prime \prime}\left(x^{*}\right)\left[h_{1}\right]^{2}+t^{3} g^{\prime}\left(x^{*}\right) \eta(\alpha)+\frac{1}{2} t^{2} g^{\prime \prime}\left(x^{*}\right)\left[h_{1}\right]^{2}+\bar{\omega}(t, \alpha)\right\| \\
& \geq\left\|t^{3} g^{\prime}\left(x^{*}\right) \eta(\alpha)\right\|-\|\bar{\omega}(t, \alpha)\| \\
& \geq t^{3} \gamma \rho-C_{2} t^{3} \\
& =\frac{3}{4} t^{3} \gamma \rho .
\end{aligned}
$$

At the same time, (17) implies $C_{2}=\frac{1}{4} \gamma \rho$ and, hence,

$$
\sqrt{\psi_{2}(t, 0)}=\left\|g\left(x^{*}+t h_{1}+t^{2} h_{2}\right)\right\| \leq\|\bar{\omega}(t, 0)\| \leq C_{2} t^{3}<\frac{3}{4} t^{3} \gamma \rho .
$$

Thus for every fixed $t \in(0, \sigma)$, there exists an absolute minimizer $\bar{\alpha}(t)$ of $\psi(t, \cdot)$ with $\|\bar{\alpha}(t)\|<\rho$. Notice that by (6), $\|\eta(\bar{\alpha}(t))\|<C_{1} \rho$. Then, similar to (13), $g\left(x^{*}+t h_{1}+\right.$ $\left.t^{2} h_{2}+t^{3} \eta(\bar{\alpha})\right)=0$ and, therefore, (16) holds with $\omega_{2}(t)=t^{3} \eta(\bar{\alpha}(t))$ and $C_{3}=C_{1} \rho$.
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