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#### Abstract

We introduce a new criterion to select in a consistent way the probabilistic context tree generating a sample. The basic idea is to construct a totally ordered set of candidate trees. This set is composed by the "champion trees", the ones that maximize the likelihood of the sample for each number of degrees of freedom. The smallest maximizer criterion selects the infimum of the subset of champion trees whose gain in likelihood is negligible. This study was motivated by the linguistic challenge of retrieving rhythmic patterns from written texts. Applied to a data set consisting of texts extracted from daily newspapers, our algorithm identifies different context trees for European Portuguese and Brazilian Portuguese. This is compatible with the long standing conjecture that European Portuguese and Brazilian Portuguese belong to different rhythmic classes. Moreover, these context trees have several interesting properties which are linguistically meaningful.


## 1 Introduction

In this paper we address the challenging linguistic question of how to retrieve rhythmic patterns from written texts. The search for rhythmic signatures in written texts is important from different scientific point of views. For example, it is an important ingredient for developing realistic text to speech synthesizers. Also, it is a helpful tool to describe the historical evolution of the rhythm of a natural language, as the only available evidence is that which can be retrieved from written texts.

Stochastic chains with memory of variable length appear as good candidates to model the symbolic chains obtained by encoding written texts in natural languages. In effect, it can be argued on linguistic grounds that in a rhythmic chain each new symbol is a probabilistic function of a suffix (ending string) of the string of past symbols. Moreover, the length of the relevant portion of the past depends on the past itself. This corresponds precisely to the class of probabilistic context tree models introduced by Rissanen in his seminal 1983 paper in which the relevant part of the past is called a context.

Given a finite realization of a stochastic chain with memory of variable length, the basic statistical question is how to identify the smallest probabilistic context tree fitting the data. This issue has been addressed by an increasing number of papers, starting with Rissanen (1983) who introduced the so-called algorithm Context to perform this task. See also Ron et al. (1996), Bühlmann and Wyner (1999), Galves et al. (2008) and Galves and Löcherbach (2008) for a survey. We refer also the reader to Busch et al. (2009) for a recent application of context trees to classification protein families.

A different approach was proposed by Csiszár and Talata (2006) who showed that context trees can be consistently estimated in linear time using the Bayesian Information Criteria (BIC). We refer the reader to this paper for a nice description of other approaches and results in this field, including the Context Tree Weighting Method (CTW) introduced by Willems et al. (1995). See also Garivier (2006) for a general discussion of the field.

Both the algorithm Context and the BIC procedure requires the specification of some constants. For the algorithm Context, the constant appears in the threshold used in the pruning decision. For the BIC, the constant appears in the penalization term. In both cases, the consistency of the algorithm does not depend on the specific choice of the constant. However, for finite samples - even with very large size - the choice of the constant does matter. Different constants will give different answers ranging from the maximum tree (constant close to zero) to the root tree (constant very large).

An adaptive procedure to choose the asymptotic context tree from a finite sample is a most important question from the point of view of applied statistics. This is achieved by the smallest maximizer criterion introduced in the present paper. In informal terms, the criterion selects the tree which is the infimum of a subset of the set of "champion trees". We rigorously prove that the smallest maximizer criterion selects in a consistent way the finite context tree generating the infinite sample.

Now the question is how to apply this criterion to identify the tree from a finite sample. We propose a new algorithm based on resampling to implement the criterion. We make a simulation study which indicates the suitability of the procedure.

We apply the smallest maximizer criterion and its implementation to solve a long standing linguistic problem. Can we retrieve rhythmic features from written texts?

Modern Portuguese provides an interesting case to be analyzed from the point of view of rhythm. European Portuguese and Brazilian Portuguese (henceforth EP and BP respectively) share the same lexicon. From the point of view of external language, they also produce a great number of superficially identical sentences (for the dichotomy internal and external language we refer the interested reader to Chomsky 1985). However EP and BP have been argued to implement different rhythms (cf. for instance Révah 1958, Sândalo et al. 2006 and Frota and Vigário 2001 for a critical discussion of the rhythmic features of BP and EP). We refer the reader to Ramus (2002) for an illuminating discussion of the rhythmic class conjecture and to Cuesta et al. (2007) for a statistical classification of speech data according to their rhythmic features.

In the present paper, the smallest maximizer criterion was applied to a real linguistic
data set, constituted for the needs of the present study, with randomly chosen written texts extracted from a corpus of Brazilian and European Portuguese daily newspapers. These texts were encoded using a finite set of labels, expressing a few basic rhythmic features which can be retrieved automatically from written texts.

The smallest maximizer criterion selects different context trees for BP and EP. The difference between the context trees can be linguistically interpreted in a way which is compatible with current hypotheses on the characteristic features of the different rhythmic classes.

This article is organized as follows. Section 2 presents the class of probabilistic context tree models and states the main theoretical results supporting the proposed algorithm. Section 3 presents the smallest maximizer criterion (SMC) and its implementation is given in Section 4. Section 5 is dedicated to the linguistic case study which is the original motivation for this article. In Section 6 a simulation study illustrates in a concrete way the good performance of the algorithm implementing the smallest maximizer criteria. A final discussion is presented in Section 7. The mathematical proof of the theorems are given in Appendix 1. Appendix 2 discusses the preprocessing of the linguistic data and the computation of the degrees of freedom of the models.

## 2 Stochastic chains with memory of variable length

Let $A$ be a finite alphabet. We will use the shorthand notation $w_{m}^{n}$ to denote the string $\left(w_{m}, \ldots, w_{n}\right)$ of symbols in the alphabet $A$. The length of this string will be denoted by $\ell\left(w_{m}^{n}\right)=n-m+1$. We say that a sequence $s_{-j}^{-1}$ is a suffix of a sequence $w_{-k}^{-1}$ if $j \leq k$ and $s_{-i}=w_{-i}$ for all $i=1, \ldots, j$. This will be denoted as $s_{-j}^{-1} \preceq w_{-k}^{-1}$. If $j<k$ then we say that $s$ is a proper suffix of $w$ and denote this relation by $s \prec w$. The same definition applies when $w_{-\infty}^{-1}$ is a semi-infinite sequence.

Definition 2.1. A finite subset $\tau$ of $\cup_{k=1}^{\infty} A^{\{-k, \ldots,-1\}}$ is an irreducible tree if it satisfies the following conditions.

1. Suffix property. For no $w_{-k}^{-1} \in \tau$ we have $w_{-k+j}^{-1} \in \tau$ for $j=1, \ldots, k-1$.
2. Irreducibility. No string belonging to $\tau$ can be replaced by a proper suffix without violating the suffix property.

It is easy to see that the set $\tau$ can be identified with the set of leaves of a rooted tree with a finite set of labeled branches. Elements of $\tau$ will be denoted either as $w$ or as $w_{-k}^{-1}$ if we want to stress the number of elements of the string.

Let $p=\{p(\cdot \mid w): w \in \tau\}$ be a family of probability measures on $A$ indexed by the elements of $\tau$. The elements of $\tau$ will be called contexts and the pair $(\tau, p)$ will be called probabilistic context tree. The number of contexts in $\tau$ will be denoted by $|\tau|$. The height $\ell(\tau)$ of the tree $\tau$ is the maximal length of a context in $\tau$, that is

$$
\ell(\tau)=\max \{\ell(w): w \in \tau\}
$$

We recall that we are assuming that $\tau$ is a finite set and therefore $\ell$ is finite.

Definition 2.2. The stationary ergodic stochastic process $\left(X_{t}\right)$ on $A$ has memory of variable length compatible with the probabilistic context tree $(\tau, p)$ if

1. For any $n \geq \ell(\tau)$ and any sequence $x_{-n}^{-1}$

$$
\begin{equation*}
\mathbb{P}\left(X_{0}=a \mid X_{-n}^{-1}=x_{-n}^{-1}\right)=p\left(a \mid x_{-j}^{-1}\right), \quad \text { for all } a \in A \tag{2.3}
\end{equation*}
$$

where $x_{-j}^{-1}$ is the only suffix of $x_{-n}^{-1}$ belonging to $\tau$.
2. No proper suffix of $x_{-j}^{-1}$ satisfies (2.3).

Definition 2.4. Define the following partial ordering on the set of all context trees. We will say that $\tau \preceq \tau^{\prime}$, if for every $v \in \tau^{\prime}$, there exists $w \in \tau$ such that $w \preceq v$. As usual, whenever $\tau \preceq \tau^{\prime}$ with $\tau \neq \tau^{\prime}$ we will write $\tau \prec \tau^{\prime}$.

## 3 Smallest maximizer criterion

Given a finite sample $X_{1}, \ldots, X_{n}$ of elements in $A$ generated by $\left(\tau^{*}, p^{*}\right)$, the model selection problem is to find a procedure based on $X_{1}^{n}$ to estimate the tree $\tau^{*}$.

For any finite string $w_{-j}^{0}$ with $j \leq d(n)$, we denote by $N_{n}\left(w_{-j}^{0}\right)$ the number of occurrences of the string $w_{-j}^{0}$ in the sample

$$
\begin{equation*}
N_{n}\left(w_{-j}^{0}\right)=\sum_{t=d(n)+1}^{n} \mathbf{1}\left\{X_{t-j}^{t}=w_{-j}^{0}\right\} \tag{3.1}
\end{equation*}
$$

where $d(n)$ is a suitable function of $n$ such that $d(n) \rightarrow \infty$ as $n \rightarrow \infty$.
Assuming the sample was generated by a stationary chain, for any finite string $w_{-k}^{-1}$ such that $\sum_{b \in A} N_{n}\left(w_{-k}^{-1} b\right)>0$, the maximum likelihood estimator of the transition probability $\mathbb{P}\left(X_{0}=a \mid X_{-k}^{-1}=w_{-k}^{-1}\right)$ is given by

$$
\begin{equation*}
\hat{p}_{n}\left(a \mid w_{-k}^{-1}\right)=\frac{N_{n}\left(w_{-k}^{-1} a\right)}{\sum_{b \in \mathcal{A}} N_{n}\left(w_{-k}^{-1} b\right)}, \tag{3.2}
\end{equation*}
$$

where $w_{-k}^{-1} a$ denotes the string $\left(w_{-k}, \ldots,, w_{-1}, a\right)$, obtained by concatenating $w_{-k}^{-1}$ and the symbol $a$.

The likelihood function for a tree $\tau$ is given by

$$
\begin{equation*}
L_{\tau}\left(X_{1}^{n}\right)=\prod_{w \in \tau} \prod_{a \in \mathcal{A}} \hat{p}_{n}(a \mid w)^{N_{n}(w a)} \tag{3.3}
\end{equation*}
$$

Let $\mathcal{T}_{n}=\mathcal{T}\left(X_{1}, \ldots, X_{n}\right)$ be the set of all irreducible trees $\tau$ such that

- $\ell(\tau) \leq d(n)$;
- for all $w \in \tau, \sum_{b \in A} N_{n}(w b)>0$;
- any sequence $u$ with $\sum_{b \in A} N_{n}(u b)>0$ has a suffix that belongs to $\tau$ or is a suffix (proper or not) of an element in $\tau$.

Let df: $\mathcal{T}_{n} \rightarrow \mathbb{N}$ be a function that assigns to each tree $\tau \in \mathcal{T}_{n}$ the number of degrees of freedom of the model corresponding to the context tree $\tau$. The definition of $\operatorname{df}(\tau)$ depends on the class of models considered. Without any restriction $\operatorname{df}(\tau)=(|A|-1)|\tau|$. However, in many scientific data sets we know beforehand that some transitions are not allowed by the nature of the problem. That is the case of the linguistic data set we are considering in our case study presented in Section 5. In general, we can define an incidence function $\chi: \cup_{j=1}^{\infty} A^{\{-j, \ldots,-1,0\}} \rightarrow\{0,1\}$ which indicates in a consistent way which are the possible transitions. By consistent we mean that if $\chi\left(w_{-j}^{-1} a\right)=0$ for some $w_{-j}^{-1}$ and $a \in A$ then $\chi\left(w_{-k}^{-1} a\right)=0$ for all $k \geq j$. In this case,

$$
\operatorname{df}(\tau ; \chi)=\sum_{w \in \tau} \sum_{a \in A} \chi(w a) .
$$

Obviously, we are using the convention that $\chi(w a)=0$ means that the transition from $w$ to $a$ is not allowed.

Then

$$
\mathcal{T}_{n}=\bigcup_{g \in \mathcal{G}_{n}} \mathcal{T}_{n}^{g},
$$

where $\mathcal{G}_{n}=\operatorname{df}\left(\mathcal{T}_{n}\right)$ and $\mathcal{T}_{n}^{g}=\left\{\tau \in \mathcal{T}_{n}: \operatorname{df}(\tau)=g\right\}$.
For each $g \in \mathcal{G}_{n}$ let $\tau_{n}^{g}$ be the tree belonging to the class $\mathcal{T}_{n}^{g}$ which maximizes the likelihood of the sample, that is

$$
\tau_{n}^{g}=\arg \max _{\tau \in \mathcal{T}_{n}^{g}} \log L_{\tau}\left(X_{1}^{n}\right)
$$

Denote by $\mathcal{C}_{n}$ the class of champion trees belonging to $\mathcal{T}_{n}$, that is

$$
\mathcal{C}_{n}=\left\{\tau_{n}^{g}: g \in \mathcal{G}_{n} \text { such that } L_{\tau_{n}^{g^{\prime}}}\left(X_{1}^{n}\right)<L_{\tau_{n}^{g}}\left(X_{1}^{n}\right) \text { whenever } g^{\prime}<g\right\} .
$$

Observe that it is possible to have $g^{\prime}<g$ with $L_{\tau_{n}^{g^{\prime}}}\left(X_{1}^{n}\right)>L_{\tau_{n}^{g}}\left(X_{1}^{n}\right)$. In the definition of $\mathcal{C}_{n}$ we discard the bigger tree since the tree with less parameters provides larger likelihood.

Define also the class $\mathcal{C}$ of all champion trees for the infinite sample, that is

$$
\mathcal{C}=\bigcup_{n \geq 1} \mathcal{C}_{n} .
$$

Observe that the set of all context trees is not totally ordered with respect to the ordering introduced in Definition 2.4. It turns out that, for any $n$, the set of champion trees $\mathcal{C}_{n}$ is totally ordered and contains the tree generating the sample for sufficiently large sample sizes. This is the basis for the selection principle and is the content of the next theorem.

Theorem 3.4. Assume $X_{1}, \ldots, X_{n}$ is a sample of an ergodic stochastic process compatible with $\left(\tau^{*}, p^{*}\right)$, with $\tau^{*}$ finite. Then, $\mathcal{C}_{n}$ is totally ordered with respect to the order $\prec$ and eventually almost surely $\tau^{*} \in \mathcal{C}_{n}$ as $n \rightarrow \infty$.

The next theorem is the basis for the smallest maximizer criterion. It shows that there is a change of regime in the gain of likelihood at $\tau^{*}$.

Theorem 3.5. Assume $X_{1}, \ldots, X_{n}$ is a sample of an ergodic stochastic process compatible with $\left(\tau^{*}, p^{*}\right)$ with $\tau^{*}$ finite. Then, the following results hold eventually almost surely as $n \rightarrow \infty$.
(1) For any $\tau \in \mathcal{C}_{n}$, with $\tau \prec \tau^{*}$, there exists a constant $c\left(\tau^{*}, \tau\right)>0$ such that

$$
\log L_{\tau^{*}}\left(X_{1}^{n}\right)-\log L_{\tau}\left(X_{1}^{n}\right) \geq c\left(\tau^{*}, \tau\right) n
$$

(2) For any $\tau \prec \tau^{\prime} \in \mathcal{C}_{n}$, with $\tau^{*} \preceq \tau$, there exists a constant $c\left(\tau, \tau^{\prime}\right) \geq 0$ such that

$$
\log L_{\tau^{\prime}}\left(X_{1}^{n}\right)-\log L_{\tau}\left(X_{1}^{n}\right) \leq c\left(\tau, \tau^{\prime}\right) \log n
$$

Theorems 3.4 and 3.5 lead to the following Smallest Maximizer Criterion.
Smallest Maximizer Criterion. Select the smallest tree $\hat{\tau}$ in the set of champion trees $\mathcal{C}$ such that

$$
\lim _{n \rightarrow \infty} \frac{\log L_{\tau}\left(X_{1}^{n}\right)-\log L_{\hat{\tau}}\left(X_{1}^{n}\right)}{n}=0
$$

for any $\tau \succeq \hat{\tau}$.
The next theorem states the consistency of this criterion.
Theorem 3.6. Let $X_{1}, X_{2}, \ldots$ be an ergodic chain compatible with the probabilistic context tree $\left(\tau^{*}, p^{*}\right)$ with $\tau^{*}$ finite. Then,

$$
\mathbb{P}\left(\hat{\tau} \neq \tau^{*}\right)=0
$$

To avoid technical details and facilitate the reading, we delay the proofs of Theorems 3.4, 3.5 and 3.6 to Appendix 1.

The problem now is how to identify this smallest tree. A procedure doing this is presented in the next section.

## 4 Implementing the smallest maximizer criterion

In order to select the model first we need an algorithm to compute the set of champion trees $\mathcal{C}_{n} \subset \mathcal{T}_{n}$. To do this we explore the relationship between our criteria and the BIC context tree selection.

Definition 4.1. The BIC context tree estimator with penalizing constant $c>0$ is defined as

$$
\begin{equation*}
\hat{\tau}_{\mathrm{BIC}}\left(X_{1}^{n} ; c\right)=\arg \max _{\tau \in \mathcal{T}_{n}}\left\{\log L_{\tau}\left(X_{1}^{n}\right)-c \cdot d f(\tau) \cdot \log n\right\} \tag{4.2}
\end{equation*}
$$

where $L_{\tau}\left(X_{1}^{n}\right)$ is the likelihood of the tree $\tau$ given the sample $X_{1}^{n}$ and $d f(\tau)$ denotes the number of degrees of freedom of the model corresponding to the context tree $\tau$.

Proposition 4.3. The set of champion trees $\mathcal{C}_{n}$ is the image of the map

$$
c \in[0,+\infty) \mapsto \hat{\tau}_{\mathrm{BIC}}\left(X_{1}^{n}, c\right) \in \mathcal{T}_{n}
$$

Remark: Csiszár and Talata (2006) prove the consistency of the BIC selection procedure in the case of unbounded trees when the length of a candidate context is bounded above by $d(n)=o(\log n)$. Besides the consistency of the procedure, this condition also implies that the estimation can be done in linear time using the context tree maximizing (CTM) algorithm introduced by Willems et al. (1995). Assuming that the tree is bounded, Garivier (2006a) proves consistency of the BIC selection procedure for any diverging function $d(n)$. This is the case we consider here. Therefore, the above proposition implies that all champion trees $\mathcal{C}_{n}$ can be obtained using the CTM algorithm by changing the penalizing constant in the BIC.

The next step is to identify a tree $\hat{\tau}$ belonging to $\mathcal{C}_{n}$ for $n$ sufficiently large but finite. Theorem 3.4 guarantees that $\tau^{*} \in \mathcal{C}_{n}$. In this case we have to choose, among the champion trees belonging to $\mathcal{C}_{n}$, the smallest one for which the gain in likelihood is negligible when compared to bigger ones.

To do this, we propose a bootstrap procedure. To determine the change of regime we compare the bootstrap confidence intervals. In practice, we compare the ratio between the gain in log-likelihood and the size of the sample with the boxplots of the resamples. We expect that for $\tau_{n}^{g} \succ \tau^{*}$ the confidence intervals constructed with the increasing sample sizes will decrease, whereas for $\tau_{n}^{g} \prec \tau$ the confidence intervals will either converge to a point or increase.

## Bootstrap Procedure:

1. For different sample sizes $n_{1}<n_{2}<\ldots<n_{R}<n$ obtain $B$ independent bootstrap resamples of $X_{1}, \ldots, X_{n}$. Denote these resamples by $\mathbf{X}^{*,(b, j)}=\left\{X_{i}^{*,(b, j)}, i=1, \ldots, n_{j}\right\}$ where $b=1, \ldots, B$ and $j=1, \ldots, R$.
2. For $j=1,2, \ldots, R$ and for all $\tau_{n}^{g} \in \mathcal{C}_{n}$ and its successor $\tau_{n}^{g^{\prime}} \in \mathcal{C}_{n}$ in the $\prec$ order, compute the 1 st and 3 rd quartile for the ratio

$$
\frac{\log L_{\tau_{n}^{g}}\left(\mathbf{X}^{*}(b, j)\right)-\log L_{\tau_{n}^{g^{\prime}}}\left(\mathbf{X}^{*}(b, j)\right)}{n_{j}} .
$$

Denote them by $Q_{1}^{g}(j)$ and $Q_{3}^{g}(j)$ respectively.
3. Select the tree $\hat{\tau}$ as the first champion tree $\tau_{n}^{g}$ such that the resampled confidence interval $\left[Q_{1, j}^{g}, Q_{3, j}^{g}\right]$ shrinks to zero as $j$ increases.

In Step 1 above, any bootstrap resampling method for stochastic chains with memory of variable length can be used. In our specific case, we use a remarkable feature for our data set, that is, the fact that one of the symbols is a renewal point. This makes it possible to sample randomly with replacement independent strings between two successive renewal points.

## 5 A linguistic case study

The data we analyze is an encoded corpus of newspaper articles. The electronic files with these articles are available through the project AC/DC (Acesso a Corpora/Disponibilização
de Corpora) at the URL www. linguateca.pt/acesso, corpus CHAVE (see Santos and Rocha 2005 for a presentation of the corpus). This corpus contains all the 365 editions of the years 1994 and 1995 from the daily newspapers Folha de São Paulo (Brazil) and O Público (Portugal). Our sample consists of 80 articles randomly selected from the 1994 and 1995 editions. We chose 20 articles from each year for each newspaper. We ended up with a sample of 97,750 symbols for Brazilian Portuguese (BP) and 105,326 symbols for European Portuguese (EP).

Encoding was made by assigning one of four symbols to each syllable of the text according to whether it is stressed or not and whether it is the beginning of a prosodic word or not. Using the base 2 representation of the integers, this double Boolean classification can represented by the four symbols alphabet $\{0,1,2,3$,$\} where$

- $0=$ non-stressed, non prosodic word initial syllable;
- $1=$ stressed, non prosodic word initial syllable;
- $2=$ non-stressed, prosodic word initial syllable;
- $3=$ stressed, prosodic word initial syllable.

In the above classification, by prosodic word we mean a lexical word together with the functional non stressed words which precede it (cf. for instance Vigário 2003). We recall the fact that in Portuguese the stressed syllable of a word is lexically defined. In other terms, the knowledge of the stressed syllable is part of the knowledge of the word. The orthography of both BP and EP is made in such a way that stressed syllables can be retrieved automatically from the way a stressed word is written.

Additionally we assigned an extra symbol (4) to encode the end of each sentence. Let us call $A=\{0,1,2,3,4\}$ the alphabet obtained in this way.

This encoding can be performed automatically after a preprocessing of the texts (see Appendix 2). A software written in Perl was developed for this purpose and it is available upon request. The corpora with the encoded newspapers texts can be freely downloaded for academic purposes at URL www.ime.usp.br/~tycho/smc/data.

This way to encode written texts according to its rhythmic properties is new, and the data set we are considering has never been analysed from this point of view before.

It is worth observing that the symbolic chain obtained this way is constrained both by general restrictions on possible sentences and by the morphology of Portuguese. Therefore several transitions are impossible. These restrictions are the key to computing the number of degrees of freedom of the proposed model. The full set of restrictions is described in Appendix 2.

To implement the smallest maximizer criterion as described in Section 4 we first need to identify the set of champion trees. By Proposition 4.3 this can be done by changing the penalization constant in the BIC for context trees. As proved in Csiszár and Talata 2006, this can be done in linear time. This way we obtain the set of champion trees for both languages, $\mathcal{C}_{B P}$ and $\mathcal{C}_{E P}$, which ranges from the root tree (independent case), with $|A|-1$ degrees of freedom, to trees with several thousand degrees of freedom. The function df, which


Figure 1: Log-likelihood of the sample as a function of the number of leaves for Brazilian Portuguese (a) and European Portuguese (c). Figures (b) and (d) are zoomed pictures from (a) and (c) for number of leaves bigger than 10.
assigns to each model its number of degrees of freedom, was computed taking into account the constraints of the symbolic chain mentioned in the last paragraph. Figure 1 presents the log-likelihood corresponding to each champion tree for BP and EP according to the number of leaves. The figure clearly suggests that there is a change of regime in a certain region. However, a visual inspection is not enough to detect precisely in which tree it takes place.

To implement the bootstrap procedure we choose three different sample sizes $n_{1}=10,000$, $n_{2}=40,000$ and $n_{3}=70,000$. To each sample size, we resample $B=250$ times. To resample, we take advantage of a striking feature which is present in all the champion trees. The symbol 4 appears as a renewal point, that is, $p^{*}(\cdot \mid w 4 u)=p^{*}(\cdot \mid w 4)$ for any finite sequence $w$. Therefore, we use the independent blocks between two consecutive symbols 4's to perform the usual Efron's independent with replacement bootstrap procedure. The final resample of size $n_{j}$ is obtained by the concatenation of the successively chosen independent blocks truncated at size $n_{j}$.

A software written in C was developed to implement both the identification of the champion trees and the bootstrap procedure. This software is available upon request.

According to the smallest maximizer criterion we compared the ratio of the log-likelihood


Figure 2: Resampling boxplots of the ratio of the log-likelihood and the sample size for Brazilian Portuguese and observed sample value (solid line).
and the sample size for the resamples. Figures 2 and 3 show some of the corresponding boxplots as well as the observed value for the whole sample (solid line). We can see clearly a change of regime in the tree with 15 leaves for BP and 18 leaves for EP corresponding to trees shown in Figures 4 and 5 .

Besides discriminating EP and BP, the selected trees have properties which are linguistically interpretable. First, in both trees, 4 is a context. This is expected on linguistic grounds since both in syntax and in phonology, the sentence is the higher domain.

Second, in both trees, non stressed internal syllables provide poor information about the future. Three successive symbols zero are needed to constitute a context. This is also a welcome result from a linguistic point of view since non stressed non initial syllables do not play a salient role in rhythm by their own, but only by constituting prosodic domains (feet) with stressed syllables, or by being aligned with higher prosodic domains (words or phrases).

Note that a stressed syllable alone is not enough to predict the next symbol. The tables of transition probabilities (Figures 4 and 5) show that in both languages the distribution of what follows a stressed syllable is dependent on the presence or absence of a preceding


Figure 3: Resampling boxplots of the ratio of the log-likelihood and the sample size for European Portuguese.
prosodic word boundary in the two preceding steps. This fact, arguably derivable from the morphology of Portuguese, does not discriminate EP and BP. This is not surprising since to a great extent EP and BP share the same lexicon.

Finally, according to the selected trees, the main difference between the two languages is that whereas in BP, both 2 (unstressed boundary of a prosodic word) and 3 (stressed boundary of a prosodic word) are contexts, in EP only 3 is. This means that in EP, but not in BP, the words which begin with a stressed syllable behave differently from the words which don't. This is again a welcome result since it is compatible with already observed differences involving the prosodic properties of words in the two languages (cf. Vigário (2003) and Sândalo et al. (2006), among others).

## $6 \quad$ Simulation results

We perform a simulation study using the context tree and the transition probabilities presented in Figure 6. We simulate a sample with 100,000 symbols, obtaining 1,882 phrases


| $w$ | $p(0 \mid w)$ | $p(1 \mid w)$ | $p(2 \mid w)$ | $p(3 \mid w)$ | $p(4 \mid w)$ |
| ---: | :---: | :---: | :---: | :---: | :---: |
| 000 | 0.29 | 0.71 | 0.00 | 0.00 | 0.00 |
| 100 | 0.00 | 0.00 | 0.67 | 0.21 | 0.12 |
| 200 | 0.40 | 0.60 | 0.00 | 0.00 | 0.00 |
| 300 | 0.00 | 0.00 | 0.67 | 0.22 | 0.11 |
| 0010 | 0.03 | 0.00 | 0.67 | 0.20 | 0.10 |
| 2010 | 0.07 | 0.00 | 0.66 | 0.19 | 0.08 |
| 210 | 0.08 | 0.00 | 0.63 | 0.22 | 0.07 |
| 20 | 0.45 | 0.55 | 0.00 | 0.00 | 0.00 |
| 30 | 0.07 | 0.00 | 0.64 | 0.25 | 0.04 |
| 001 | 0.62 | 0.00 | 0.27 | 0.08 | 0.03 |
| 201 | 0.72 | 0.00 | 0.19 | 0.07 | 0.02 |
| 21 | 0.73 | 0.00 | 0.18 | 0.08 | 0.01 |
| 2 | 0.60 | 0.40 | 0.00 | 0.00 | 0.00 |
| 3 | 0.69 | 0.00 | 0.21 | 0.10 | 0.00 |
| 4 | 0.00 | 0.00 | 0.66 | 0.34 | 0.00 |

Figure 4: Probabilistic context tree for Brazilian Portuguese.
(sequences delimited by the symbol 4). Using this sample, we estimate the sequence of champion trees by increasing the value of the penalizing constant and considering only trees with height smaller or equal 7 . This procedure gives a sequence of trees containing the true tree of 13 leaves. As an illustration of Theorem 3.5, we plot the log-likelihood corresponding to each tree as a function of the number of leaves. We can see a change of regime at the tree with 13 leaves, but its identification using this graphical representation is difficult because the tree with 11 leaves has a log-likelihood very close to the real one.

In order to identify the true tree we asses the convergence of the difference in log-likelihood of two adjacent trees when divided by the sample size. For each size $n_{j}=j \cdot 10,000$, with $j=1,2, \ldots, 8$ we obtain 250 resamples, by sampling with replacement between the 1,882 phrases. For each resample and for each pair of consecutive trees $\left(\tau_{i}, \tau_{i+1}\right)$, we compute the difference between the logarithm of the likelihoods and divide this quantity by $n_{j}$. The corresponding boxplots for each value of $n_{j}$ and for the trees with $8,11,13,16$ and 17 leaves is presented in Figure 8. Note that we can clearly see a change of behavior in the boxplots when considering trees bigger or equal the real tree. More specifically, for the boxplots corresponding either to the pair of trees with 8 and 11 leaves or the pair of trees with 11 and 13 leaves, the median seems to fluctuate around a constant value. In opposition, for the boxplots corresponding either to the pair of trees with 13 and 16 leaves or the pair of trees with 16 and 17 leaves, the medians seem approaches zero when the sample size increases.


| $w$ | $p(0 \mid w)$ | $p(1 \mid w)$ | $p(2 \mid w)$ | $p(3 \mid w)$ | $p(4 \mid w)$ |
| ---: | :---: | :---: | :---: | :---: | :---: |
| 000 | 0.27 | 0.73 | 0.00 | 0.00 | 0.00 |
| 100 | 0.00 | 0.00 | 0.67 | 0.25 | 0.08 |
| 200 | 0.36 | 0.64 | 0.00 | 0.00 | 0.00 |
| 300 | 0.00 | 0.00 | 0.70 | 0.20 | 0.10 |
| 010 | 0.05 | 0.00 | 0.67 | 0.19 | 0.09 |
| 210 | 0.08 | 0.00 | 0.63 | 0.22 | 0.07 |
| 20 | 0.45 | 0.55 | 0.00 | 0.00 | 0.00 |
| 30 | 0.05 | 0.00 | 0.64 | 0.27 | 0.04 |
| 001 | 0.61 | 0.00 | 0.28 | 0.07 | 0.04 |
| 201 | 0.72 | 0.00 | 0.19 | 0.07 | 0.02 |
| 21 | 0.72 | 0.00 | 0.19 | 0.07 | 0.02 |
| 02 | 0.59 | 0.41 | 0.00 | 0.00 | 0.00 |
| 012 | 0.58 | 0.42 | 0.00 | 0.00 | 0.00 |
| 212 | 0.53 | 0.47 | 0.00 | 0.00 | 0.00 |
| 32 | 0.50 | 0.50 | 0.00 | 0.00 | 0.00 |
| 42 | 0.52 | 0.48 | 0.00 | 0.00 | 0.00 |
| 3 | 0.69 | 0.00 | 0.19 | 0.12 | 0.00 |
| 4 | 0.00 | 0.00 | 0.65 | 0.35 | 0.00 |

Figure 5: Probabilistic context trees for European Portuguese.

## 7 Final discussion

In this paper we introduce the smallest maximizer criterion to estimate the context tree of a chain with memory of variable length from a finite sample. The criterion selects a tree in the class of champion trees. This class coincides with the subset of trees obtained by varying the penalizing constant in the BIC criterion. For this reason, the smallest maximizer criterion actually suggests a tuning procedure for the BIC context tree selection. Therefore, the present paper can be interpreted as an effort to solve the most important problem of constant-free model selection in the case of probabilistic context tree models.

To our knowledge Bühlmann (2000) was the first to address the problem of how to tune a context tree estimator, in the case of the algorithm Context. This paper proposes the following tuning procedure. First use the algorithm Context with different values of the threshold to obtain a sequence of candidate trees. For each one of these candidate trees estimate a global risk function, as for example the Final Prediction Error (FPE) or the Kullback-Leibler Information (KLI), by using a parametric bootstrap approach. Then choose as cut-off parameter the one providing the tree with smallest estimated risk.

In the above mentioned paper there is no proof that the sequence of nested trees obtained by the pruning procedure using the algorithm Context will contain eventually almost surely the tree generating the sample, which in our case is given in Theorem 3.4. It also misses


| w | $p(0 \mid w)$ | $p(1 \mid w)$ | $p(2 \mid w)$ | $p(3 \mid w)$ | $p(4 \mid w)$ |
| ---: | :---: | :---: | :---: | :---: | :---: |
| 000 | 0.29 | 0.71 | 0.00 | 0.00 | 0.00 |
| 100 | 0.00 | 0.00 | 0.67 | 0.21 | 0.12 |
| 200 | 0.40 | 0.60 | 0.00 | 0.00 | 0.00 |
| 300 | 0.00 | 0.00 | 0.67 | 0.22 | 0.11 |
| 10 | 0.07 | 0.00 | 0.65 | 0.21 | 0.07 |
| 20 | 0.45 | 0.55 | 0.00 | 0.00 | 0.00 |
| 30 | 0.07 | 0.00 | 0.64 | 0.25 | 0.04 |
| 001 | 0.62 | 0.00 | 0.27 | 0.08 | 0.03 |
| 201 | 0.72 | 0.00 | 0.19 | 0.07 | 0.02 |
| 21 | 0.73 | 0.00 | 0.18 | 0.08 | 0.01 |
| 2 | 0.60 | 0.40 | 0.00 | 0.00 | 0.00 |
| 3 | 0.69 | 0.00 | 0.21 | 0.10 | 0.00 |
| 4 | 0.00 | 0.00 | 0.66 | 0.34 | 0.00 |

Figure 6: Context tree and transition probabilities over the alphabet $A=$ $\{0,1,2,3,4\}$.

Change of regime of the log-likelihood function


Figure 7: Change of regime of the log-likelihood function. The true tree corresponds to the filled point.


Figure 8: Simulation results.
the crucial point of the change of regime in the set of champion trees, which is given in our Theorem 3.5.

The change of regime was not missed by the more recent paper of Dalevi and Dubhashi (2005). They extend to chains with memory of variable length the order estimator introduced in Peres and Shields (2005). They suggest without any rigorous proof that at the correct order there exists a sharp transition that can be identified from a finite sample. Then they applied the criterion to the identification of sequence similarity in DNA. Our main contribution with respect to this paper is the rigorous proof of Theorem 3.6.
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## Appendix 1 - Mathematical proofs

Proof of Proposition 4.3 Let us first show that for any $c>0, \hat{\tau}_{\text {BIC }}\left(X_{1}^{n}, c\right)$ belongs to $\mathcal{C}_{n}$. Recall that $\mathcal{T}_{n}=\cup_{g \in \mathcal{G}_{n}} \mathcal{T}_{n}^{g}$. Therefore, for any $c>0$

$$
\begin{aligned}
\arg \max _{\tau \in \mathcal{I}_{n}}\left\{\log L_{\tau}\left(X_{1}^{n}\right)-c \cdot \operatorname{df}(\tau) \cdot \log n\right\} & =\arg \max _{g \in \mathcal{G}_{n}} \max _{\tau \in \mathcal{T}_{n}^{g}}\left\{\log L_{\tau}\left(X_{1}^{n}\right)-c \cdot \operatorname{df}(\tau) \cdot \log n\right\} \\
& =\arg \max _{g \in \mathcal{G}_{n}}\left\{\log L_{\tau_{n}^{g}}\left(X_{1}^{n}\right)-c \cdot g \cdot \log n\right\} .
\end{aligned}
$$

Since $\mathcal{G}_{n}$ is finite, for each $c>0$ the maximum in the above equation is reached. Since different champion trees have different likelihood there exists only one champion tree corresponding to each constant $c>0$.

Now we have to prove that for any $\tau_{n}^{g} \in \mathcal{C}_{n}$, there exists a positive constant $c=c g$ such that $\tau_{n}^{g}=\hat{\tau}_{\mathrm{BIC}}\left(X_{1}^{n} ; c\right)$. By definition, for any two champion trees $\tau_{n}^{g^{\prime}}$ and $\tau_{n}^{\left(g^{\prime \prime}\right)}$ belonging to $\mathcal{C}_{n}$, with $g^{\prime}<g^{\prime \prime}$, we have

$$
\log L_{\tau_{n}^{g^{\prime}}}\left(X_{1}^{n}\right)<\log L_{\tau_{n}^{\left(g^{\prime \prime}\right)}}\left(X_{1}^{n}\right) .
$$

Therefore, the rate

$$
\frac{\log L_{\tau_{n}^{g^{\prime}}}\left(X_{1}^{n}\right)-\log L_{\tau_{n}^{\left(g^{\prime \prime}\right)}}\left(X_{1}^{n}\right)}{g^{\prime}-g^{\prime \prime}}
$$

is always positive. The result follows by choosing $c$ as

$$
c=\min \left\{\frac{\log L_{\tau_{n}^{g^{\prime}}}\left(X_{1}^{n}\right)-\log L_{\tau_{n}^{g}}\left(X_{1}^{n}\right)}{g^{\prime}-g}, g^{\prime} \in \mathcal{G}_{n} \backslash\{g\}\right\} .
$$

This concludes the proof of the proposition.
The tools to prove Theorems 3.4 and 3.5 are borrowed from Csiszár and Talata (2006).

Proof of Theorem 3.4. First recall that the BIC context tree estimator is strongly consistent for any constant $c>0$. Therefore, since the set $\mathcal{C}$ is countable, it follows that eventually almost surely $\tau^{*} \in \mathcal{C}_{n}$ as $n \rightarrow \infty$.

The fact that the champion trees are ordered by $\prec$ follows immediately from the following lemma and Proposition 4.3.

Lemma 8.1. Let $0<c_{1}<c_{2}$ be arbitrary positive constants. Then

$$
\hat{\tau}_{\mathrm{BIC}}\left(X_{1}^{n} ; c_{1}\right) \succeq \hat{\tau}_{\mathrm{BIC}}\left(X_{1}^{n} ; c_{2}\right) .
$$

Proof. For a string $w$ with $\ell(w) \leq d(n)$ define

$$
L_{w}\left(X_{1}^{n}\right)=\prod_{a \in A} \hat{p}_{n}(a \mid w)^{N_{n}(w a)}
$$

and $\operatorname{df}(w)=\sum_{a \in A} \chi(w a)$. Then, for any constant $c>0$ define recursively the value

$$
V_{w}^{c}\left(X_{1}^{n}\right)= \begin{cases}\max \left\{n^{-c \cdot d f}(w) L_{w}\left(X_{1}^{n}\right), \prod_{a \in A} V_{a w}^{c}\left(X_{1}^{n}\right)\right\}, & \text { if } 0 \leq \ell(w)<d(n), \\ n^{-c \cdot d f(w)} L_{w}\left(X_{1}^{n}\right), & \text { if } \ell(w)=d(n)\end{cases}
$$

and the indicator

$$
\delta_{w}^{c}\left(X_{1}^{n}\right)= \begin{cases}1, & \text { if } 0 \leq \ell(w)<d(n) \text { and } \prod_{a \in A} V_{a w}^{c}\left(X_{1}^{n}\right)>n^{-c \cdot d f(w)} L_{w}\left(X_{1}^{n}\right) \\ 0, & \text { if } 0 \leq \ell(w)<d(n) \text { and } \prod_{a \in A} V_{a w}^{c}\left(X_{1}^{n}\right) \leq n^{-c \cdot d f(w)} L_{w}\left(X_{1}^{n}\right), \\ 0, & \text { if } \ell(w)=d(n)\end{cases}
$$

Now, for any finite string $w$, with $\ell(w) \leq d(n)$ and for any tree $\tau \in \mathcal{T}_{n}$, we define the irreducible tree $\tau_{w}$ as the set of branches in $\tau$ which have $w$ as a suffix, that is

$$
\tau_{w}=\{u \in \tau: w \preceq u\} .
$$

Let $\mathcal{T}_{w}\left(X_{1}^{n}\right)$ be the set of all trees defined in this way, that is

$$
\mathcal{T}_{w}\left(X_{1}^{n}\right)=\left\{\tau_{w}: \tau \in \mathcal{T}_{n}\right\} .
$$

If $w$ is a sequence such that $\delta_{w}^{c}\left(X_{1}^{n}\right)=1$ we define the maximizing tree assigned to the sequence $w$ as the tree $\tau_{w}^{M}\left(X_{1}^{n}\right) \in \mathcal{T}_{w}\left(X_{1}^{m}\right)$ given by

$$
\tau_{w}^{M}\left(X_{1}^{n}\right)=\left\{u: \delta_{u}^{c}\left(X_{1}^{n}\right)=0, \delta_{v}^{c}\left(X_{1}^{n}\right)=1 \text { for all } w \preceq v \prec u\right\} .
$$

If $w$ is a sequence such that $\delta_{w}^{c}\left(X_{1}^{n}\right)=0$, we define the maximizing tree assigned to the sequence $w$ as the tree $\tau_{w}^{M}\left(X_{1}^{n}\right) \in \mathcal{T}_{w}\left(X_{1}^{m}\right)$ given by

$$
\tau_{w}^{M}\left(X_{1}^{n}\right)=\{w\} .
$$

Csiszár and Talata (2006) proved that

$$
\begin{equation*}
V_{w}^{c}\left(X_{1}^{n}\right)=\max _{\tau \in T_{w}\left(X_{1}^{n}\right)} \prod_{u \in \tau} n^{-c \cdot d f(u)} L_{u}\left(X_{1}^{n}\right)=\prod_{u \in \tau_{w}^{M}\left(X_{1}^{n}\right)} n^{-c \cdot d f(u)} L_{u}\left(X_{1}^{n}\right) . \tag{8.2}
\end{equation*}
$$

Denote by $\tau^{1}=\hat{\tau}_{\text {BIC }}\left(X_{1}^{n} ; c_{1}\right)$ and $\tau^{2}=\hat{\tau}_{\text {BIC }}\left(X_{1}^{n} ; c_{2}\right)$. Suppose that it is not true that $\tau^{1} \succeq \tau^{2}$. Then there exists a sequence $w \in \tau^{1}$ and $w^{\prime} \in \tau^{2}$ such that $w$ is a proper suffix of $w^{\prime}$. This implies that $\tau_{w}^{2} \neq \emptyset$. Since $\tau^{2}$ is irreducible we have that $\left|\tau_{w}^{2}\right| \geq 2$. Then, using the definition of maximizing tree we obtain

$$
\begin{aligned}
\log L_{w}\left(X_{1}^{n}\right) & \geq \sum_{w^{\prime} \in \tau_{w}^{2}} \log L_{w^{\prime}}\left(X_{1}^{n}\right)+c_{1}\left(\operatorname{df}(w)-\sum_{w^{\prime} \in \tau_{w}^{2}} \operatorname{df}\left(w^{\prime}\right)\right) \log n \\
& \geq \sum_{w^{\prime} \in \tau_{w}^{2}} \log L_{w^{\prime}}\left(X_{1}^{n}\right)+c_{2}\left(\operatorname{df}(w)-\sum_{w^{\prime} \in \tau_{w}^{2}} \operatorname{df}\left(w^{\prime}\right)\right) \log n \\
& >\log L_{w}\left(X_{1}^{n}\right),
\end{aligned}
$$

which is a contradiction. The first inequality follows from the assumption that $\tau^{1}=\hat{\tau}_{\text {BIC }}\left(X_{1}^{n} ; c_{1}\right)$ and the second equality in (8.2). To derive the second inequality we use the fact that $0<c_{1}<c_{2}$ and $\operatorname{df}(w)-\sum_{w^{\prime} \in \tau_{w}^{2}} \operatorname{df}\left(w^{\prime}\right)<0$. Finally, the last inequality leading to the contradiction follows from $\tau^{2}=\hat{\tau}_{\text {BIC }}\left(X_{1}^{n} ; c_{2}\right)$ and again the second equality in (8.2). We conclude that $\tau^{1} \succeq \tau^{2}$.

Proof of Theorem 3.5 To prove (1) let $\tau \in \mathcal{C}_{n}$ be such that $\tau \prec \tau^{*}$. Then

$$
\begin{aligned}
\log L_{\tau}\left(X_{1}^{n}\right)- & \log L_{\tau^{*}}\left(X_{1}^{n}\right) \\
& =\sum_{w^{\prime} \in \tau, a \in A} N_{n}\left(w^{\prime} a\right) \log \hat{p}_{n}\left(a \mid w^{\prime}\right)-\sum_{w \in \tau^{*}, a \in A} N_{n}(w a) \log \hat{p}_{n}(a \mid w) \\
& =\sum_{w^{\prime} \in \tau} \sum_{w \in \tau^{*}, w \succ w^{\prime}} \sum_{a \in A} N_{n}(w a) \log \frac{\hat{p}_{n}\left(a \mid w^{\prime}\right)}{\hat{p}_{n}(a \mid w)} .
\end{aligned}
$$

Dividing by $n$ and using Jensen's inequality in the right hand side we have that

$$
\sum_{w^{\prime} \in \tau} \sum_{w \in \tau^{*}, w \succ w^{\prime}} \sum_{a \in A} \frac{N_{n}(w a)}{n} \log \frac{\hat{p}_{n}\left(a \mid w^{\prime}\right)}{\hat{p}_{n}(a \mid w)} \longrightarrow \sum_{w^{\prime} \in \tau^{\prime}} \sum_{w \in \tau^{*}, w \succ w^{\prime}} \sum_{a \in A} p^{*}(w a) \log \frac{p^{*}\left(a \mid w^{\prime}\right)}{p^{*}(a \mid w)}<0,
$$

as $n$ goes to $+\infty$ (by the minimality of $\tau^{*}$ ). Then, for a sufficiently large $n$ there exists a constant $c\left(\tau^{*}, \tau\right)>0$ such that

$$
\log L_{\tau^{*}}\left(X_{1}^{n}\right)-\log L_{\tau}\left(X_{1}^{n}\right) \geq c\left(\tau^{*}, \tau\right) n
$$

To prove (2) we have that

$$
\begin{aligned}
\log L_{\tau^{\prime}}\left(X_{1}^{n}\right)- & \log L_{\tau}\left(X_{1}^{n}\right) \\
& =\sum_{w^{\prime} \in \tau^{\prime}, a \in A} N_{n}\left(w^{\prime} a\right) \log \hat{p}_{n}\left(a \mid w^{\prime}\right)-\sum_{w \in \tau, a \in A} N_{n}(w a) \log \hat{p}_{n}(a \mid w) \\
& \leq \sum_{w^{\prime} \in \tau^{\prime}, a \in A} N_{n}\left(w^{\prime} a\right) \log \hat{p}_{n}\left(a \mid w^{\prime}\right)-\sum_{w \in \tau, a \in A} N_{n}(w a) \log p^{*}(a \mid w) \\
& =\sum_{w \in \tau} \sum_{w^{\prime} \in \tau^{\prime}, w^{\prime} \succ w} \sum_{a \in A} N_{n}\left(w^{\prime} a\right) \log \frac{\hat{p}_{n}\left(a \mid w^{\prime}\right)}{p^{*}(a \mid w)} \\
& =\sum_{w \in \tau} \sum_{w^{\prime} \in \tau^{\prime}, w^{\prime} \succ w} N_{n}\left(w^{\prime} \cdot\right) D\left(\hat{p}_{n}\left(\cdot \mid w^{\prime}\right) \| p^{*}(\cdot \mid w)\right) .
\end{aligned}
$$

By Lemmas 6.2 and 6.3 in Csiszár and Talata (2006) we have that, if $n$ is sufficiently large, we can bound above the last term by

$$
\begin{aligned}
& \sum_{w \in \tau} \sum_{w^{\prime} \in \tau^{\prime}, w^{\prime} \succ w} N_{n}\left(w^{\prime} \cdot\right) \sum_{a \in A} \frac{\left[\hat{p}_{n}\left(a \mid w^{\prime}\right)-p^{*}(a \mid w)\right]^{2}}{p^{*}(a \mid w)} \\
& \leq \sum_{w \in \tau} \sum_{w^{\prime} \in \tau^{\prime}, w^{\prime} \succ w} N_{n}\left(w^{\prime} \cdot\right) \frac{1}{p_{\min }^{*}}|A| \frac{\delta \log n}{N_{n}\left(w^{\prime} \cdot\right)},
\end{aligned}
$$

where $p_{\text {min }}^{*}=\min _{w \in \tau, a \in A}\left\{p^{*}(a \mid w): p^{*}(a \mid w)>0\right\}$. This concludes the proof of Theorem 3.5.

Proof of Theorem 3.6 It follows directly from Theorems 3.4 and 3.5.

## Appendix 2-Description of the encoded samples

The newspapers articles of the sample were selected in the following way. We first randomly selected 20 editions for each newspaper for each year. Inside each edition we discarded all the texts with less than 1000 words as well as some type of articles (interviews, synopsis, transcriptions of laws and collected works) which are unsuitable for our purposes. From the remaining articles we randomly selected one article for each previously selected edition.

Before encoding each one of the selected texts, they were submitted to a linguistically oriented cleaning procedure. Hyphenated compound words were rewritten as two separate words, except when one of the components is unstressed. Suspension points, question marks and exclamation points were replaced by periods. Dates and special symbols like "\%" were spelled out as words. All parentheses were removed.

To use the smallest maximizer criterion we need to compute the number of degrees of freedom of each candidate context tree. To do this we must take into account the linguistic restrictions on the symbolic chain obtained after encoding. The restrictions are the following.

1. Due to Portuguese morphological constraints, a stressed syllable (encoded by 1 or 3) can be immediately followed by at most three unstressed syllables (encoded by 0 ) .
2. Since by definition any prosodic word must contain one and only one stressed syllable (encoded by 1 or 3 ), after a symbol 3 no symbol 1 is allowed, before a symbol 2 (non stressed syllable starting a prosodic word) appears.
3. By the same reason, after a symbol 2 no symbols 2 or 3 are allowed before a symbol 1 appears.
4. As sentences are formed by the concatenation of prosodic words, the only symbols allowed after 4 (end of sentence) are the symbols 2 or 3 (beginning of prosodic word).
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