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## Main results

- $\ell_{1}$ preserving non-isomorphism

Theorem 1: There is an operator $T: L_{1}(0,1) \rightarrow L_{1}(0,1)$ that is an isomorphism when restricted to every subspace isomorphic to $\ell_{1}$ but is not an isomorphism.

- Restricted invertible operator with large kernel

Theorem 2: There is an operator $T: L_{1}(0,1) \rightarrow L_{1}(0,1)$ such that for some $\varepsilon, \delta>0$ $$
\|T f\| \geq \delta\|f\| \text { for all } f \text { with } \mid \text { supp } f \mid \leq \varepsilon
$$

but Ker $T$ is infinite dimensional.
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## Proof of 3 implies 2:

- Assume $\left\{x_{i}\right\}$ equivalent to the $\ell_{1}$ basis and $T_{\left[\left[x_{i}\right]_{i=N}^{\infty}\right.}$ is an not an isomorphism for any $N$.
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> Indeed, let $\left\{x_{n}, x_{n}^{*}\right\}$ be a Marcinkiewicz basis for Ker T.
> Let $\bar{x}_{n}^{*}$ a norm preserving extension of $x_{n}^{*}$.
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## another characterization

For the proof of Theorem 2 we'll need another simple characterization of Tauberian operators from $L_{1}$ spaces.

Lemma: Let $\mu$ be any measure on any measure space. $T: L_{1}(\mu): \rightarrow Y$ is Tauberian iff there is an $r>0$ and a natural number $N$ such that if $\left\{x_{n}\right\}_{n=1}^{N}$ are disjoint unit vectors in $L_{1}(\mu)$ then $\max _{1 \leq n \leq N}\left\|T x_{n}\right\| \geq r$.

## BGIKS Theorem

Theorem [Berinde,Gilbert,Indyk,Karloff,Strauss, 08]:
For each $n$ sufficiently large putting $m=[3 n / 4]$, there is an operator $T: \ell_{1}^{n} \rightarrow \ell_{1}^{m}$ such that $\frac{1}{4}\|x\|_{1} \leq\|T x\|_{1} \leq\|x\|_{1}$ for all $x$ with $\sharp \operatorname{supp}(x) \leq n / 400$.

## More generally

Theorem [BGIKS, 08]: For each $\varepsilon$ and $m<n$ sufficiently large there is an operator $T: \ell_{1}^{n} \rightarrow \ell_{1}^{m}$ such that
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