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Jun/22/2015: In (6.24), µki+1 should be µk+1
i .

Jun/22/2015: In page 59, line -2, “problem (6.1)” should be “problem (7.1)”.

Jun/22/2015: In page 60, line 9, “problem (6.1)” should be “problem (7.1)”.

Aug/21/2015: In (12.5), the (2, 2) block should be −1
ρI instead of −ρI.

Aug/21/2015: In page 114, in the equation displayed after (10.3), “or λj + ρcj(x) > 0” might
be replaced with “or j ∈ I such that λj +ρcj(x) > 0” for clarity. The same remark applies
to the equation between equations (10.5) and (10.6) on page 116.

Acknowledgment. We would like to thank the readers that contributed to the present list of
typos. Up to the present moment, our thanks to Andres Sajo Castelli.

Aug/21/2015: Omission. At the beginning of Chapter 10 it should be written that Algencan
is an affordable algorithm (in the sense of the ideas of Chapter 6) that implements the Aug-
mented Lagrangian techniques described in the book. It should also be stressed that only bound
constraints are considered as lower-level constraints, meaning that the Augmented Lagrangian
subproblem (4.6) (or (6.4)) that is solved at iteration k of Algorithm 4.1 is a bound-constrained
subproblem. Thus, as described on pages 48 to 50 of Chapter 6, conditions (6.2) and (6.3) of
Assumption 6.1, that are the conditions that the approximate subproblem’s solution xk of the
k-th iteration satisfies, reduce to

‖PΩ(xk −∇Lρk(xk, λ̄k, µ̄k))− xk‖ ≤ ε′k. (1)

Using the notation of Chapter 10 for the Lagrangian and the Augmented Lagrangian functions
(see (10.2) and (10.3)), the fact that in practice the original problem (10.1) may be scaled (see
(10.4) and (10.5)), and considering the sup-norm and the Lagrange multipliers’ update rules
(4.7) and (4.8), it can be seen (see pages 141 and 142) that (1) is equivalent to∥∥∥∥∥∥P[`,u]

xk −
wf∇f(xk) +

m∑
j=1

λk+1
j wcj∇cj(xk)

− xk
∥∥∥∥∥∥
∞

≤ ε′k,

whose left-hand side coincides with the left-hand side of (10.6).

Therefore, within Section 10.2.2, it may be described in which way the the tolerance ε′k to declare
convergence of the subproblem at iteration k is defined. Naming ak and bk the left-hand sides
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of (10.6) and (10.7), respectively, it should be said that the sequence {ε′k} (of Assumption 6.1)
is heuristically defined as ε′1 =

√
εopt and, for k ≥ 1,

ε′k+1 =

{
min{1

2ak,
1
10ε

′
k}, if ak ≤

√
εopt and bk ≤

√
εfeas,

ε′k, otherwise.
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